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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Amy Neel receives ASHF Research Grant in
Speech Science

ASA member Amy T. Neel, Assistant Professor at Purdue University,
was awarded the Research Grant in Speech Science by the American Speech
Language and Hearing Foundation. Her proposal was titled ‘‘The Use of

Formant Movement Details in Vowel Identification.’’ This $5,000 grant is
designed to further research activities in the areas of speech communication
for individuals having received a doctoral degree within the last 5 years.
This grant is supported by the Dennis Klatt Memorial Fund maintained by
the American Speech Language and Hearing Foundation.

Previous recipients have been Yingyong Qi, Kathleen Ellen Cum-

Paul J. Abbas—For contributions to the
understanding of encoding in the audi-
tory nerve.

John H. Grose—For contributions to
the understanding of perception of sound
in adults and children.

Paul C. Hines—For contributions to
acoustic scattering at ocean boundaries.

Bernhard R. Tittmann —For contribu-
tions to acoustical microscopy and ultra-
sonic nondestructive evaluation.
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mings, Helen Hanson, and Michael S. Vitevitch. For further information
about the award and application instructions visit,http://
www.ashfoundation.org/funding.htm..

Students receive awards from Robert
Bradford Student Award Fund

Three students were selected to receive Robert Bradford Student
Award medals in 2000 ‘‘For Merit in Architectural Acoustics.’’

Elizabeth Codero of the Massachusetts Institute of Technology~MIT !,
received the award for her project ‘‘Acoustics in Restaurant Design,’’
Michelle Leah Hoeffler, also of MIT, was awarded the medal for her project
titled ‘‘A Case Study: The Acoustical Design of a Performance Hall—from
the Architect’s Perspective,’’ and William Neale of Washington University
received the award for ‘‘Acoustics in a Greenhouse/Day Care Center.’’

The year 2000 marked the 15th year of the Robert Bradford Newman
Student Award Medal Program. During those 15 years, 135 Newman Med-
als were awarded to students at 33 universities around the world.

The University of Texas at Austin dedicates
the McKinney Wing of the Applied
Research Laboratories

A formal dedication ceremony was held on 9 November 2000 to mark
the naming of the McKinney Wing of the Applied Research Laboratories
~ARL! at the J. J. Pickle Research Campus of The University of Texas at
Austin, in honor of Chester McKinney.

Chester McKinney, a Fellow and Past President of the Acoustical So-
ciety of America, served as the ARL director from 1965 until his retirement
in 1980. He was instrumental in establishing the high-resolution sonar pro-
gram that remains one of the cornerstones of ARL research in acoustics
today.

‘‘Chester McKinney’s administrative principles continue to guide the
center,’’ said Dr. Clark S. Penrod, ARL’s executive director. ‘‘He fostered
an atmosphere in which the laboratories became known for technical excel-
lence and for providing cost-effective solutions to some of the military’s
most difficult problems.’’

McKinney, a native of Cooper, Texas, was born 29 January 1920.
After his discharge from the U.S. Army Air Corps as a captain in 1946, he
worked at the laboratories toward two degrees in physics, an M.S. in 1947
and a Ph.D. in 1950. He specialized in radar and sonar research, and his later
work was primarily in the field of underwater acoustics. Since retiring from
his director’s post, he continues to serve as a consultant to ARL.

In the past 20 years, McKinney has served on several advisory com-
mittees to the U.S. Navy, including the Mine Advisory Committee, the
Naval Studies Board, the Underwater Sound Advisory Group, and other
similar groups. In 1983–84, he was a liaison scientist with the Office of
Naval Research in London.

Chester McKinney has served ASA as Vice President~1983–84! and
President~1987–88!. He has also served as chair of the Medals and Awards
Committee~1982–83!, the Technical Committee on Underwater Acoustics
~1960–61!, and the Fall 1984 meeting held in Austin, Texas. He is an
Honorary Fellow of the British Institute of Acoustics.

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2001
9–13 July 2001 SIAM Annual Meeting, San Diego, CA@Society

for Industrial and Applied Mathematics~SIAM!,
Tel.: 215-382-9800; Fax: 215-386-7999; E-mail:
meetings@siam.org; WWW: www.siam.org/meetings/
an01/#.

15–19 August ClarinetFest 2001, New Orleans, LA@Dr. Keith Koons,

ICA Research Presentation Committee Chair, Music
Dept., Univ. of Central Florida, P.O. Box 161354,
Orlando, FL 32816-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

19–24 August Asilomar Conference on Implantable Auditory Prosthe-
ses, Pacific Grove, CA@Michael Dorman, Dept. of
Speech and Hearing Science, Arizona State Univ.,
Tempe, AZ 85287-0102; Tel.: 480-965-3345; Fax: 480-
965-0965; E-mail: mdorman@asu.edu#.

4–6 October Ninth Annual Conference on the Management of the
Tinnitus Patient, Iowa City, IA@Rich Tyler, Tel.: 319-
356-2471; E-mail: rich-tyler@uiowa.edu; WWW:
www.medicine.uiowa.edu/otolaryngology/news/news#.

7–10 October 2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univ.
of Illinois, 405 N. Mathews, Urbana, IL 61801; Fax:
217-244-0105; WWW: www.ieee-uffc.org/2001#.

29–31 October NOISE-CON 01, The 2001 National Conference and
Exposition on Noise Control Engineering, Portland, ME
@Institute of Noise Control Engineering, P.O. Box 3206
Arlington Branch, Poughkeepsie, NY 12603; Tel.:11
914 462-4006; Fax:11 914 462 4006; E-mail:
omd@ince.org; WWW: users.aol.com/inceusa/
ince.html#.

15–18 November American Speech Language Hearing Association
Convention, New Orleans, LA@American Speech-
Language-Hearing Association, 10801 Rockville Pike,
Rockville, MD 20852; Tel.: 888-321-ASHA; E-mail:
convention@asha.org; WWW: professional.asha.org/
convention/abstracts/welcome.asp#.

3–7 December 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#. Deadline for
submission of abstracts: 3 August 2001.

2002
21–23 February National Hearing Conservation Association Annual

Conference, Dallas, TX@NHCA, 9101 E. Kenyon Ave.,
Ste. 3000, Denver, CO 80237; Tel.: 303-224-9022; Fax:
303-770-1812; E-mail: nhca@gwami.com; WWW:
www.hearingconservation.org/index.html#.

10–13 March Annual Meeting of American Institute for Ultrasound in
Medicine, Nashville, TN@American Institute of Ultra-
sound In Medicine, 14750 Sweitzer Lane, Suite 100,
Laurel, MD 20707-5906; Tel.: 301-498-4100 or 800-
638-5352; Fax: 301-498-4450; E-mail:
conv_edu@aium.org; WWW: www.aium.org#.

3–7 June 143rd Meeting of the Acoustical Society of America,
Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun,
Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Russian Acousticians honor L. M.
Brekhovskikh

The Shirshov Institute of Oceanology of the Russian Academy of Sci-
ences has taken the initiative in organizing a conference on Ocean Acoustics
which will be held in honor of the 85th birthday of Academician Leonid M.
Brekhovskikh. The conference will be held jointly with the 12th Meeting of
the Russian Acoustical Society. The event will take place in Moscow in
May 2002. Further details are available from Yu. A. Chepurin, P. P. Shir-
shov Institute of Oceanology, Russian Academy of Sciences, Nakhimovsky
Prospekt 36, 117851 Moscow, Russia.

Papers published in Acoustical Science and
Technology „Japan …

A listing of Invited Papers and Regular Papers appearing in the latest
issue of the English language version of the Journal of the Acoustical Soci-
ety of Japan,Acoustical Science and Technology, was published for the first
time in the January 1995 issue of the journal. This listing is continued
below.

The March 2001 issue, Vol. 22, No. 2, contains the following contri-
butions:

T. Hikichi and N. Osaka, ‘‘Sound timbre interpolation based on physical
modeling’’
T. Lawu, N. Tsutsumi, and M. Ueda, ‘‘Evaluation of ultrasonic image qual-
ity by tissue second harmonic imaging using a computer generated phantom
model’’
I. Kinoshita, S. Emura, and M. Myoshi, ‘‘Sound image rendering using a
loudspeaker and a fully open-air headphone set’’
S. Hayashi, Y. Kato, K. Tanaka, and H. Kobayashi, ‘‘Acoustic emission
from a sonoluminescing bubble’’
T. Samejima and D. Yamamoto, ‘‘Active control of a sound field with a
state feedback electro-acoustic transducer’’
K. Ogata and Y. Somoda, ‘‘Articulatory measuring system by using mag-
netometer and optical sensors’’
M. Aoki, M. Okamoto, S. Aoki, H. Matsui, T. Sakurai, and Y. Kaneda,
‘‘Sound source segregation based on estimating incident angle of each fre-
quency component of input signals acquired by multiple microphones’’

EEAA—New Web site

The Eastern-European Acoustical Association, with headquarters in St.
Petersburg, has recently opened a rather voluminous home page with text in
Russian and in English. It contains information about the association and the
contents of the journalTechnical AcousticsEEAA publishes. The address
for the EEAA is webcenter.ru/;eeaa; the home page of the journalTechni-
cal Acousticsis webcenter.ru/;eeaa/ejta.

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

June 2001
14–15 *Swiss Acoustical Society Spring Meeting, Lausanne,

Switzerland.~SGA-SSA, c/o Akustik, Suva, P.O. Box
4358, 6002 Luzern, Switzerland; Fax:141 419 6213;
Web: www.sga-ssa.ch!

July 2001
2–5 Ultrasonics International Conference „UI01…, Delft.

~Fax: 11 607 255 9179; Web: www.ccmr.comell.edu/
;ui01/! 12/00

2–6 8th International Congress on Sound and Vibration,
Kowloon, Hong Kong.~Fax: 1852 2365 4703; Web:
www.iiav.org! 8/00

23–24 2nd Symposium on Underwater Bio-Sonar Systems
and Bioacoustics, Loughborough.~Fax: 144 1509 22
7053; Web: sonar-fs.lboro.ac.uk/uag/ioa! 4/01

August 2001
9–11 *Meeting of the Society for Music Perception and

Cognition „SMPC2001…, Kingston, Ontario, Canada.
~L. Cuddy, Department of Psychology, Queen’s Uni-
versity, Kingston, Ontario K7L 3N6, Canada; Fax:11
613 533 2499; Web: psyc.queensu.ca/;smpc/!

28–30 INTER-NOISE 2001, The Hague. ~Web:
internoise2001.tudelft.nl! 6/99

September 2001
2–7 17th International Congress on Acoustics„ICA …,

Rome.~Fax: 139 6 4976 6932; Web: www.ica2001.it!
10/98

10–14 International Symposium on Musical Acoustics
„ISMA 2001…, Perugia.~Fax: 139 75 577 2255; Web:
www.cini.ve.cnr.it/ISMA2001! 10/99

30–5 Conference on Microgravity Transport Processes in
Fluid, Thermal, Materials, and Biological Sciences,
Banff. ~Fax:11 212 591 7441; Web: www.engfnd.org/
engfnd/lay.html! 4/01

October 2001
1–3 *Acoustics Conference in Canada 2001, Nottawasaga

Resort, Ontario, Canada.~D. Giusti, Jade Acoustics,
Inc., 545 North Rivermede Road, Ste. 203, Concord,
Ontario L4K 4H1, Canada; Fax:11 905 660 4110;
Web: www.caa2001.com!

17–19 32nd Meeting of the Spanish Acoustical Society, La
Rioja. ~Fax: 134 91 411 76 51; Web: www.ia.csic.es/
sea/index.html! 10/99

25–26 Fall Meeting of the Swiss Acoustical Society, Wallis/
Valais. ~Web: www.sga-ssa.ch! 02/01

November 2001
14–15 * Institute of Acoustics Autumn Conference,

Stratford-upon-Avon, UK.~Institute of Acoustics, 77A
St. Peter’s Street, St. Albans, Herts. AL1 3BN, UK;
Fax: 144 172 785 0553; Web: www.ioa.org.uk!

16–18 *Reproduced Sound 17, Stratford-upon-Avon, UK.
~Institute of Acoustics, 77A St. Peter’s Street, St. Al-
bans, Herts. AL1 3BN, UK; Fax:144 172 785 0553;
Web: www.ioa.org.uk!

19–23 *Russian Acoustical Society Meeting, Moscow, Rus-
sia. ~RAS, N. N. Andreyev Acoustics Institute, ul. Sh-
vernika 4, Moscow 117036, Russia; Fax:17 095 126
8411; Web: www.akin.ru/e_rao.htm!

21–23 Australian Acoustical Society Annual Meeting, Can-
berra. ~e-mail: m.burgess@adfa.edu.au; Web:
www.users.bigpond.com/Acoustics! 02/01
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March 2002
4–8 German Acoustical Society Meeting„DAGA 2002…,

Bochum.~Web: www.ika.ruhr-uni-bochum.de! 10/00

May 2002
27–30 *Joint Meeting: Russian Acoustical Society and

Conference on Ocean Acoustics, Moscow, Russia.
~Yu. A. Chepurin, P. P. Shirshov Institute of Oceanol-
ogy, Russian Academy of Sciences, Nakhimovsky
Prospekt 36, 117851 Moscow, Russia; Fax:17 095 124
5983; Web: rav.sio.rssi.ru/Ixconf.html!

June 2002
4–6 6th International Symposium on Transport Noise

and Vibration , St. Petersburg.~Fax:17 812 127 9323;
e-mail: noise@mail.rcom.ru! 02/01

10–14 Acoustics in Fisheries and Aquatic Ecology, Mont-
pellier. ~Web: www.ices.dk/symposia/! 12/00

August 2002
19–23 16th International Symposium on Nonlinear Acous-

tics „ISNA16…, Moscow.~Fax:17 095 126 8411; Web:
acs366b.phys.msu.su/isna! 12/00

September 2002
16–21 Forum Acusticum 2002„Joint EAA-SEA-ASJ Meet-

ing…, Sevilla. ~Fax: 134 91 411 7651; Web:
www.cica.es/aliens/forum2002! 2/00

December 2002
2–6 Joint Meeting: 9th Mexican Congress on Acoustics,

144th Meeting of the Acoustical Society of America,
and 3rd Iberoamerican Congress on Acoustics. Can-
cún. ~e-mail: sberista@maya.esimez.ipn.mx; Web:
asa.aip.org! 10/00

April 2004
5–9 18th International Congress on Acoustics

„ICA2004…, Kyoto, Japan.~Web: ica2004.or.jp! 4/01
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REPORTS OF RELATED MEETINGS
This Journal department provides concise reports of meetings that have been held by other
organizations concerned with acoustical subjects; and of meetings co-sponsored by the Acoustical
Society but planned primarily by other co-sponsors.

ASME International Mechanical
Engineering Congress and Exposition

The ASME held its 2000 International Mechanical Engineering Con-
gress and Exposition~IMECE! on 5–10 November in Orlando, FL. At this
IMECE, the Noise Control and Acoustics Division~NCAD! sponsored six
symposia that consisted of 16 sessions of 54 papers. These symposia cov-
ered a wide range of topics including~1! Computational Acoustics;~2!
Macrosonics;~3! Novel Sensing Techniques;~4! Pump Unsteady Flows and
Acoustics;~5! The Use of Sound and Vibration for System Characterization;
and ~6! Vibration and Noise Control with Multifunctional Materials. Also,
the NCAD presented the Rayleigh Lecture on ‘‘Quiet Flow: Emerging De-
sign Methods,’’ given by Dr. William K. Blake, and two tutorial lectures on
‘‘Acoustic Properties of Materials,’’ given by Dr. Mardi C. Hastings, and on
‘‘Acoustic Holography as a Noise Diagnostic Tool,’’ given by Dr. Sean F.
Wu. On behalf of the NCAD the ASME issued the 2000 Per Bruel Gold
Medal to Dr. Michael Howe of Boston University for his outstanding con-
tributions to acoustics and noise control. The NCAD also presented the Best
Paper Award to Joseph W. Gregory, Richard F. Keltie, and F. Donald
Caulfield for their paper entitled, ‘‘Realization of a Minimum-Order Power
Flow Model and SEA Model Updating Using Time Domain Measure-
ments.’’ The 2001 ASME IMECE will be held at New York Hilton Hotel &
Towers and Sheraton New York Hotel & Towers in New York on 11–16
November 2001.

Sean F. Wu
Chair, ASME Noise Control and Acoustics Division

NHCA’s 26th Annual Hearing Conservation
Conference

On 22–24 February 2001 in Raleigh, NC, the National Hearing Con-
servation Association~NHCA! held its 26th Annual Hearing Conservation
Conference, chaired by ASA member Mary McDaniel, Vice President of
NHCA.

The conference, which was attended by approximately 240 hearing
conservation professionals, included four concurrent half-day workshops
from which attendees could select two. The workshops covered otoacoustic
emissions, hearing protection selection, noise measurements, and decisions
and analyses regarding hearing-critical jobs. The program, diverse as usual,

included a retrospective lecture by Alf Axelsson on the relationship between
listening to rock music and hearing loss, and the first-ever named presenta-
tion, the Don Gasaway Lecture, delivered by Elliott Berger, entitledThe
Ardent Hearing Conservationist.Other aspects of the broad-ranging pro-
gram were an encore presentation of NHCA’s practical pop-ups~short 10-
min. to-the-point presentations!, 13 posters, two forums, a series of round
table breakfast discussions, and a number of allied committee and American
National Standards Institute~ANSI! working group meetings. The luncheon
lecture,The Importance of Natural Soundscapes to Life on Planet Earth,
which played to rave reviews, was delivered by Bernie Krause of the Wild
Sanctuary. Of course there was ample time to visit and socialize during the
exhibitor receptions, and the new action event—a live auction, at which a
fun time was had by all.

The lectures covered topics such as the Mine Safety and Health Ad-
ministration’s ~MSHA! approach to noise control in the mining industry,
presentations by Jerry Goodman and Beth Cooper on space station acoustics
and NASA’s Glenn Acoustics Research Center, an analysis of the perfor-
mance of active-noise reduction~ANR! earmuffs by John Casali, and a
presentation of both the quick SIN~speech in noise! test by Laurel Chris-
tensen and the HINT~hearing in noise! test by Sig Soli. The posters were
equally as varied, covering issues like workers’ compensation claims, hear-
ing loss prevention programs for children, hearing loss in commercial motor
vehicle operators, and noise levels and noise reduction during functional
magnetic resonance imaging.

Internationally renowned researcher Alf Axelsson received the Out-
standing Hearing Conservationist award for his leadership in basic cochlear
research, the epidemiology of noise-induced hearing loss, investigations of
tinnitus prevalence and treatment, and international collaborative efforts.

For those who missed this exciting event, the technical information
can be recaptured in the loose-leaf proceedings available from the
NHCA Executive Offices in Denver, CO~303-224-9022, E-mail:
nhca@gwami.com!, or the abstracts can be reviewed on the NHCA website
at www.hearingconservation.org. Next year’s meeting will be held in Dallas
from 21–23 February.

Elliott H. Berger
Senior Scientist, Auditory Research
E•A•R
7911 Zionsville Rd.
Indianapolis, IN 46268-1657
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OBITUARIES

Bruce Hartmann • 1938–2000

Bruce Hartmann, a fellow of the Acoustical Society of America, died
after a heart attack on 16 August 2000 in Nags Head, NC; he was stricken
while scuba diving at a beach resort. A polymer scientist, he was a leading
authority on the design and use of polymers to dampen vibrations and to
absorb sound. He was born in 1938 in St. Louis, MO, but spent the major
portion of his childhood in Washington, DC, where he graduated from the
Archbishop Carroll High School. He subsequently attended the Catholic
University of America and graduated in 1960 with a B.S. in physics. After
graduation, he joined the Naval Ordinance Laboratory~NOL! and began a
long and distinguished 40-year association as a research scientist with that
institution and with the Carderock Division of the Naval Surface Weapons
Center, which continued NOL’s functions. The Naval Ordinance Laboratory
then had the policy of sending selected employees to graduate school as part
of their duties. This policy enabled Hartmann to receive a M.S. in physics
from the University of Maryland and, in 1970, a doctorate in physics from
the American University.

Dr. Hartmann was a prolific research scientist who coauthored over
120 technical publications, many of which were published inThe Journal of
the Acoustical Society of America. The Carderock Division of the Naval
Surface Warfare Center~NSWC! recognized his accomplishments by
awarding him its most prestigious recognition, the David W. Taylor Award.
It also conferred upon him the title of Distinguished Scientist, which is the
highest technical grade within the civilian service of the Government. Many
of Hartmann’s publications are considered as standard references in several
areas of polymer science. His analysis of structure-property relations in
polyurethanes is the basis of numerous developments in this area. The ad-
ditive property analysis he developed is now referred to as the ‘‘Hartmann
function’’ and is the basis for calculating acoustic properties of polymers.

His research was of great importance to Navy efforts to produce quiet
submarines. Examples of his contributions were his leadership in research
and development efforts on major Navy programs including the Advanced
Special Hull Treatment~ASHT! for the Seawolf submarine and the Virginia
Class Submarine.

GUILLERMO C. GAUNAURD
JOHN D. LEE

Earl D. Schubert • 1916–1999

Earl D. Schubert, a Fellow of the Acoustical Society of America,
passed away in his home in Stanford, CA, on 1 December 1999, after a
lengthy battle with lupus. He was a leading authority on psychological
acoustics, especially musical psychological acoustics and binaural hearing.
He was born on 8 November 1916 on a farm near Fostoria, OH. When he
was very young his father died, and he was subsequently raised in an or-
phanage at which his mother worked. He developed an interest in music in
his early years which he sustained throughout his life. His undergraduate
education was received from Manchester College in North Manchester, IN,
in 1938, where he majored in music and mathematics, apparently with the
intent of becoming a high school teacher. After graduation he taught math-
ematics at a high school in Indiana and also directed the school band, but
within a year or two, he began graduate work at the University of Iowa,
where he majored in music; his principal professors there were Arnold
Small, Sr., and Carl Seashore. This graduate work was interrupted for one
year while he again did high school teaching, in Fort Wayne, IN. In 1942, he
received his Master’s degree.

Shortly after the beginning of World War II, Schubert was drafted into
the Army and subsequently served from 1942 through 1946. During this
period he first worked on a project on speech communication under high
levels of noise in Waco, TX; among his co-workers at this time was James
F. Curtis, who subsequently became an eminent speech communication sci-
entist and also a Fellow of the ASA. During the later war years, he worked
on a communications survey project in the South Pacific with Donald Lewis,
who was a faculty member in the psychology department at the University
of Iowa. Possibly influenced by his association with Lewis, Schubert re-

turned to Iowa and began work toward a doctorate in experimental psychol-
ogy and statistics following his discharge from the Army. His principal
concentration was on audition, his thesis advisor was Lewis, and he received
his Ph.D. in 1948.

After completion of his doctoral work, Schubert began a life long
career in academia with the University of Michigan. It was while Schubert
was at Michigan that he published his first paper in TheJournal of the
Acoustical Society of America, this appearing in the July 1950 issue on the
effect of thermal masking noise on pitch of a pure tone. He stayed at Michi-
gan four years, and then returned to the University of Iowa in 1951. During
this period at Iowa he continued to do experimental work relating to pitch
shifts; one notes for example a presentation at the Spring 1953 meeting of
the Acoustical Society on pitch shifts as they relate to hearing losses. A
paper on a similar subject coauthored with a former doctoral student J. C.
Webster appeared in the September 1954 issue. The July 1955 issue carried
a letter to the editor on a phenomenon in which speech fed alternatively to
the two ears can become unintelligible at certain rates, even though it would
be intelligible at one ear if the switching did not occur. In 1955, Schubert
left Iowa to assume the position of Director of the Cleveland Hearing and
Speech Center and continued to conduct research on the association of the
intelligibility of speech with the time interval between the ears. During the
Cleveland period, Schubert undertook a ‘‘volunteer job’’ for the Acoustical
Society for which the Society is very grateful. Beginning with the March
1957 issue, Schubert became co-editor, first with Robert N. Thurston, then
with Frederick Elmer White, of the ‘‘References to Contemporary Papers on
Acoustics’’ section of theJournal. This continued for 14 years, up through
the September 1970 issue.

Schubert left Cleveland in 1960 to take on a professorial position at
Indiana University; he stayed there for four years, moving to Stanford Uni-
versity in 1964, with an appointment in the Medical School in the program
of hearing and speech sciences. There he conducted a sustained and produc-
tive research program and guided the work of several generations of stu-
dents. Research topics addressed binaural hearing, with focus on temporal
cues, and normal and delayed auditorial sidetone. He also worked with
computers to develop an audiological data bank to predict the relative dan-
ger of noise pollution. During this period he published extensively; among
the publications best remembered is Vol. 14 in the prestigious seriesBench-
mark Papers in Acoustics, a series initiated by R. Bruce Lindsay. Schubert
edited the volume on psychoacoustics, which appeared in 1979. After his
formal retirement from Stanford in 1987, he continued to work with students
and to do research, switching his energies to Stanford’s Center for Computer
Research in Music and Acoustics.

Frederick Elmer White • 1909–2000

Frederick Elmer White, a Fellow
of the Acoustical Society of America,
passed away on 5 August 2000. He
was born on 21 January 1909 in Pea-
body, MA, received an A.B. from Bos-
ton University in 1930, and, as a stu-
dent of the late R. Bruce Lindsay,
received an M.S. in 1932 and a Ph.D.
in 1934 from Brown University. All of
his degrees were in physics.

White served as Professor of
Physics at Boston College from 1949
to 1974 where he taught advanced
courses in acoustics. At various times
he served as dean of Boston College’s
graduate school of arts and sciences,

acting chairman of its physics department, and member of its premedical
and predental advisory committees. After his retirement in 1974, he taught
at the Pinetree School in Hamilton, MA, for several years.

During World War II, Dr. White worked at Duke University in the
military research program under the direction of the National Defense Re-
search Committee~NDRC! on studies involving sound ranging for artillery.
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It is generally believed that, during this period, he produced several
significant reports that were never published because the material was clas-
sified.

Dr. White joined the Acoustical Society of America in 1943 and was
elected a Fellow in 1964. He served as Associate Editor ofThe Journal of
the Acoustical Society of Americafor References to Contemporary Papers in
Acoustics ~RCPA! for over 25 years, from 1962 to 1989. In his role as
Associate Editor, White poured through dozens of journals which were de-
livered to his home each month, from which he extracted relevant articles

for publication in RCPA. In recognition of this service, the Society awarded
him the Distinguished Service Citation in 1987 ‘‘for long and devoted ser-
vice as Associate Editor for References to Contemporary Papers on Acous-
tics.’’

He is survived by his wife Anna who frequently accompanied him to
Acoustical Society meetings.

ELAINE MORAN
ROBERT T. BEYER
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Structural Acoustics and Vibration

R. Ohayon and C. Soize

Academic Press, 1998.
242 pp. Price: $74.00 hc. ISBN 0125249454.

As the front cover announces, this book covers mechanical models,
variational formulations, and discretization of structural systems loaded by
internal and external acoustic fluids. This book is concerned with the pre-
diction of the linear dynamic response of structures of arbitrary shape. Its
focus is on the specialized methods necessary for efficient spanning of both
low-frequency and mid-frequency ranges of numerical structural acoustics.
This is quite likely the only monograph that tackles all of these topics; it
attempts~and usually succeeds! to achieve its coverage in an elegant and
succinct fashion.

The reader is carefully conveyed through the three topics of structural
acoustics, namely structural vibrations, internal and external acoustics, and
finally coupled structural acoustics modeling~considering both internal and
externally loaded structures!. The final chapter of the book presents the
theory of substructures with statistical variations in their parameters~fuzzy
structures!. A major theme of the book is the distinction between low-
frequency and mid-frequency modeling of finite domain problems~those
with modal structure! along with appropriate approximation techniques for
both frequency ranges. This work presents the reduced order modeling and
substructure synthesis techniques needed to efficiently model complex sys-
tems ~presenting some techniques never seen in book form previously!.
Since the structural and acoustical domains are taken to be arbitrary, ap-
proximate solutions are requisite. The continuous variational equations serve
as the basis for finite dimensional approximations of each problem, leading
either to a finite element approximation for internal acoustics and the elas-
todynamics problems or a boundary element approximation for exterior
acoustics simulations. However, no details on the implementation are given
~the reader is referred to classic texts or papers on these topics!.

The book is organized into 15 chapters. Chapter 1 serves to introduce
the book and provide an outline. In Chapter 2~Basic Notions on Variational
Formulations! the strong form~governing differential equations, boundary,
and initial conditions! and weak form~based on the variational equations!
for the Helmholtz equation are given as a model problem. The allowed
function spaces for both strong and weak solutions including restrictions on
the continuity of the forcing functions are given. Definitions and manipula-
tions of continuous and discrete operators, topics heavily relied on in the
text, are outlined in this chapter. Convergence issues of finite element ap-
proximations are briefly noted.

The style of writing begun in Chapter 2~and continued throughout the
book! somewhat obscures the presentation. The extensive use of footnotes to
provide the reader the mathematical details of the various formulations is
distracting. While the authors recommend that the reader ignore these if
uninterested in such details, this is nearly impossible as the footnotes per-
vade nearly every page of the text. Existence and uniqueness of solutions are
absolutely essential to numerical and analytic solution. Therefore, it is cru-
cial to present the requirements on the solutions and forcing functions. Also,
these continuity requirements are conveyed to the approximate solutions and
are thus important. But because no proofs of convergence of the methods are
given in the book~nor do I believe such proofs have a place in this book!,
the level of functional analysis presented is not really indicated. While the

authors are careful to use the function spaces, definitions are sometimes
lacking or difficult to find. For instance, the notation of Sobolev spaces is
used on footnote on page 10. However, I couldn’t findH1(V) labeled as a
Sobolev space until page 110 and I never found a definition. While this is
not an impediment to readers who have a functional analysis background, it
is precisely the readers who do not, who will likely find this treatment most
burdensome.

Structural dynamics modeling techniques are presented in Chapters
3–9. In Chapter 3~Linearized Vibrations and Structural Modes!, the gov-
erning equations for conservative elastodynamics are given. First the strong
form is given, followed by the weak form and subsequent approximation by
a finite dimensional subspace. A fairly standard discussion about the spectral
qualities of the eigenvalue problem is followed by an extremely succinct
presentation of the analysis of structures with cyclic symmetry and substruc-
ture synthesis. Their presentation represents perhaps the most elegant rep-
resentation~especially of the substructuring problem! that I have seen—
however, the didactic nature of the presentation is somewhat lacking due to
the notation used. A main problem is that proofs are given without a good
roadmap of where they are going~which eventually is a very good place!.
The summaries of the various methods~if there are any summary! are usu-
ally too brief to be help in clarifying the procedures. Finally, no examples of
the procedures are given—again detracting from the presentation. Alterna-
tively, an algorithmic flowchart would be helpful.

In Chapter 4~Dissipative Constitutive Equation for the Master Struc-
ture!, standard viscoelasticity theory is nicely reviewed. Both frequency
dependent and independent damping coefficients are presented along with
their relation to phenomenological models in the time domain. In Chapters
5–8, methods for extracting the frequency response of the structure and
constructing reduced order models are presented. The novel technique of
shifting the frequency response from a higher band to be centered at zero
frequency, then converting the frequency domain equations to time domain
equations is beautifully presented. The resulting time domain formulation
can then be integrated by standard techniques, presumably in a more effi-
cient fashion than through frequency by frequency solution. However, no
analysis is given as to the nature of the efficiency gained by this technique;
guidelines for the time stepping parameters would be a great help. In Chap-
ter 8, reduced order modeling is presented along with procedures to obtain
the modes and an energy analysis to determine when to truncate the sum-
mation. A single degree of freedom model is the system given as a model
problem. Again no specific results are given even for this simple system.
Such a simple problem would show clearly how the method is to proceed for
the more complicated multi-degree of freedom problem thereby addressing
the trade-off issues of synthesizing the low-frequency and mid-frequency
results. In Chapter 9, the response to deterministic and random forcing is
given.

In Chapter 10~Linear Acoustic Equations!, both inviscid and viscous
wave equations are developed along with appropriate representations of the
boundary equations. The classical absorption coefficient is succinctly de-
rived and integrated into the wave equation. A velocity potential is used to
represent the acoustic fluctuations. A novel gauge function is used, but not
explained~the reader is referenced to works by Ohayon and Morand!—
hence the book does not stand alone in this regard. This nonzero but spa-
tially constant function enters into the variational equations at every step. It
is not until the last section of Chapter 13 where the novelty of this gauge
function is mentioned~where it is stated that this takes into account volume
changes in the internal fluid—a term apparently not taken into account by
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other workers!. For exterior loading only, apparently, this function can be
taken as zero. It would be helpful to know what is the benefit of keeping this
term and whether the other methods are strictly wrong in having different
gauge function~one with a different physical interpretation like the hydro-
static pressure, for instance!.

In Chapter 11 the internal acoustics formulation is given. The varia-
tional equations are given. The finite domain problem is solved via the finite
element method. Eigenvalue analysis is introduced along the same lines as
for structural analysis. The focus on differentiating between the low- and
mid-frequency domains is maintained for acoustics with parallel methods to
those applied for the structural problem developed here. The external acous-
tics problem is presented in Chapter 12. Single layer and double layer po-
tentials are given along with the corresponding integral equations to solve
for the velocity potential given boundary data. Issues of uniqueness are
addressed nicely. A unique variational approach is given along with proofs.

Chapters 13 and 14 are concerned with modeling the structural acous-
tic system. The continuous operator formulation for the coupled response of
the system~in terms of structural displacement vector, fluid velocity poten-
tial, and a variable that is closely related to the fluid pressure! is given
followed by the discrete and reduced order modeling of the system in the
low-frequency and mid-frequency regions. One trade-off with the symmetric
approach put forth here is that use of the velocity potential requires the
introduction of a third variable in the fluid structure interaction problem~not
needed when fluid pressure is used as the primary variable!. Of course, in
the time domain if the fluid pressure is used as a primary variable, then the
resulting system is nonsymmetric. The cases of internal, external and com-
bined internal–external loading are treated.

In Chapter 15~Fuzzy Structure Theory!, Soize’s approach to introduc-
ing uncertainty and complexity into substructures in a consistent and mea-
surable way is given. The statistical underpinnings of the method are de-
scribed. A recursive algorithm for computing realizations of the response are
presented along with identification schemes for the various coefficients of
the method.

This is an ambitious monograph that is incredibly dense in the amount
of information contained. It is likely to be difficult reading for someone not
well acquainted with finite element modeling techniques; however, there are
jewels of information for those willing to dig deeply. The notation in the
book is somewhat nonstandard and constant interjection of footnotes makes
the book hard to follow—but these detriments can be overcome by careful
reading. One possible improvement of the book would be the inclusion of a
model problem with examples to showcase strengths and weaknesses of
these techniques. I recommend this book as an excellent and intense re-
search monograph on structural acoustics. It represents perhaps the only
treatment of modern reduced order modeling techniques applied to structural
acoustics problems. It is highly recommended for structural dynamicists and
structural acousticians interested in modeling arbitrarily shaped structures
with complex attachments.

KARL GROSH
Mechanical Engineering Department
University of Michigan
Ann Arbor, Michigan 48109
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

KEVIN P. SHEPHERD, M.S. 463, NASA Langley Research Center, Hampton, Virginia 23681
WILLIAM THOMPSON, JR., 601 Glenn Road, State College, Pennsylvania 16803
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

6,119,808

43.20.Ye TRANSPORTABLE ACOUSTIC
SCREENING CHAMBER FOR TESTING SOUND
EMITTERS

James B. Steedman and Hans J. Forschner, both of Fullerton,
California

19 September 2000„Class 181Õ295…; filed 19 August 1998

This patent pertains to a small reverberation chamber that weighs less
than about 150 lb and that has overall external dimensions that do not
exceed approximately 6 ft. It consists of a double-wall arrangement, with the
acoustically reflective walls separated by foam or a similar material, and it
includes vibration isolation elements between the interior and exterior floors
and under the entire chamber. A boom that permits several microphones to
be rotated about a centrally mounted test object is also provided.—EEU

5,985,001

43.25.Qp SEPARATION OF A GAS

Michael Ernest Garrett and Alberto I. LaCava, assignors to The
BOC Group PLC

16 November 1999„Class 95Õ29…; filed in the United Kingdom 23
May 1997

An apparatus is described for separating a gas mixture of oxygen and
nitrogen into two gas streams, one of which is relatively rich in the more
readily adsorbed constituent of the mixture~the oxygen! and the other con-
taining the less readily adsorbed constituent. The gas mixture enters a co-
lumnar vessel2 containing a bed of carbon from reservoir8. The pressure in
the vessel is alternately raised and lowered by the vibrations of a multitude
of conventional, low frequency, loudspeakers4 mounted on all faces of the
column 2 and driven in-phase with one another. Additionally, two more
loudspeakers6 at the top and bottom of the column are driven at the same
frequency as the others but 180 degrees out-of-phase from each other so as

to promote a net incremental translation of the nitrogen upward to reservoir
12 and a net incremental translation of the oxygen downward to reservoir
10.—WT

6,109,566

43.28.Py VIBRATION-DRIVEN ACOUSTIC JET
CONTROLLING BOUNDARY LAYER SEPARATION

Robin Mihekun Miller and Roman N. Tunkel, assignors to United
Technologies Corporation

29 August 2000„Class 244Õ207…; filed 25 February 1999

In order to delay separation of the boundary layer on an airfoil, such as
on a helicopter rotor blade, an oscillating jet flow is introduced approxi-
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mately tangentially on the low-pressure surface of the blade. A cavity within
the airfoil communicates with this surface via one or more essentially tan-
gential slots. One wall of this cavity consists of a membrane to which a mass
is attached. As the blade vibrates, the membrane oscillates to pump air
through the slots, thus generating the desired oscillating jet flows.—EEU

5,992,077

43.30.Ky NOSE CONE AND METHOD FOR
ACOUSTICALLY SHIELDING AN UNDERWATER
VEHICLE SONAR ARRAY

Neil J. Dubois, assignor to the United States of America as
represented by the Secretary of the Navy

30 November 1999„Class 42Õ293…; filed 18 March 1998

A more or less cylindrically shaped nose cone assembly is described,
fashioned from closed-cell elastomeric foam and used to cover the nose
portion of an underwater vehicle such as a torpedo. The purpose of the
assembly is to shield a transducer array mounted in the nose of the vehicle
from acoustic signals that are generated in the surrounding medium in order
to assess the sensitivity of the transducer array to other signals such as
structure borne sound.—WT

6,109,108

43.35.Zc ELECTROMAGNETIC ACOUSTIC
TRANSDUCER EMAT AND INSPECTION SYSTEM
WITH EMAR

Toshihiro Ohtani et al., assignors to Ebara Corporation
29 August 2000„Class 73Õ599…; filed in Japan 13 December 1995

This patent pertains to an electromagnetic acoustic transducer~EMAT!
for detection of damage and residual stresses in an electrically conductive
material and for measurement of some characteristics of that material. It also
relates to the prediction of fatigue life based on electromagnetic ultrasonic
resonance~EMAR! measurement. Magnets placed near the surface of the
object to be inspected induce a steady magnetic field in the object. A dual
flat coil is situated between the aforementioned magnets and the test object.
A burst of radio-frequency current in one part of the coil induces eddy
currents on the surface of the object, and these interact with the steady
magnetic field to generate a Lorentz force. This force induces motions in the
direction perpendicular to the direction of the steady magnetic field and to
the current, resulting in shear waves that propagate through the object and
eventually are reflected back toward the surface near the coil. There the
shear waves interact with the magnetic field to generate eddy currents,
which are detected by the second part of the flat coil. A controller and
processor are used to provide the current pulse and to analyze the received
current to develop the desired information. —EEU

6,109,109

43.35.Zc HIGH ENERGY, LOW FREQUENCY,
ULTRASONIC TRANSDUCER

Albert E. Brown, assignor to The Regents of the University of
California

29 August 2000„Class 73Õ632…; filed 19 October 1998

This transducer is intended for inspection of reinforcing rods in con-
crete structures~and the like!, where only one end of the rod is exposed. The
transducer consists of a stack of annular piezoelectric discs, separated by
thin members, and arranged around the protruding length of the rod to be
inspected. The piezoelectric elements are mechanically in series and are
connected electrically in parallel, so that the total displacement obtained is
the sum of the individual displacements. The acoustic impedance of the
transducer array is matched to the rod’s impedance for maximum transfer of
acoustic energy. Ultrasonic reflections at points along the rod where the rod
diameter changes by one percent of the wavelength are detected and recon-
structed by signal processing into an image of the rod.—EEU

6,116,080

43.35.Zc APPARATUS AND METHODS FOR
PERFORMING ACOUSTICAL MEASUREMENTS

Raymond C. Logue et al., assignors to Lorex Industries,
Incorporated

12 September 2000„Class 73Õ24.05…; filed 17 April 1998

This patent relates generally to acoustical measurements of component
concentrations in gas mixtures and/or volumetric or mass flow ratios. It
makes use of measurements of the speed of sound in the ultrasonic range
and applies cross-correlation and Fourier analysis methods to process the
data, applying thermodynamic relations to determine the desired informa-
tion. The patent discusses the transducers, electronics, signal processing, and
some measured results in considerable detail.—EEU

6,046,962

43.38.Dv ELECTRODYNAMIC TRANSDUCER FOR
UNDERWATER ACOUSTICS

Vito Suppa and Jean Bertheas, assignors to Thomson Marconi
Sonar SAS

4 April 2000 „Class 367Õ172…; filed in France 27 May 1997

The device in question is a body of revolution about the extreme right
hand vertical center-line of the cross sectional sketch shown. Part106 is a
permanent magnet while104 and105 are pole pieces defining air gap107.
Hemispherical dome109 of carbon fiber embedded in a resin matrix sup-
ports the radiating horn110of syntactic foam. The lower legs of dome109
support a coil of windings120situated in the air gap107. Rubber membrane
115 keeps the indicated oil out of the interior of the transducer. The dome-
horn structure is stiffened by a series of ribs116 spaced circumferentially

around the dome. These ribs are free to slide in slots in the core piece108;
they also function as heat sinks to help dissipate heat generated in the coil
120. Centering shaft118connects the dome-horn structure to a support disc
spring119 at the bottom of the transducer. Hydrostatic pressure compensa-
tion is provided via the air-filled rubber bladder121; the hydrostatic pres-
sure communicates to the cylindrical chamber123 containing the bladder
via a series of holes124 in the outer chamber wall.—WT
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6,119,522

43.40.Le ELECTROMAGNETIC ACOUSTIC
TRANSDUCER AND METHODS OF DETERMINING
PHYSICAL PROPERTIES OF CYLINDRICAL
BODIES USING AN ELECTROMAGNETIC
ACOUSTIC TRANSDUCER

Ward L. Johnson et al., assignors to the United States of America
as represented by the Secretary of Commerce

19 September 2000„Class 73Õ643…; filed 2 August 1994

An array of magnets22 and a wire coil24 are placed around an
essentially circular cylindrical test object200. The oscillating current in the
coil is adjusted to produce resonant vibrations of the test object. The ar-
rangement shown in the figure is intended to induce axial shear vibrations;

other coil arrangements relative to the magnets and test object permit the
generation of torsional, radial, or axial vibrations. The observed resonance
frequencies and the decay rates of vibrations at natural frequencies can be
used to determine various physical properties of the test object.—EEU

6,138,791

43.50.Gf MUFFLER SLEEVE, AND METHOD AND
APPARATUS FOR MANUFACTURING SAME

Daniel Edward Zanzie, assignor to Bay Industries, Incorporated
31 October 2000„Class 181Õ252…; filed 10 March 1998

This patent is primarily concerned with a description of a machine for
the assembly of automobile mufflers. Sound absorbing material,212, used in
mufflers is typically loose fiberglass. It is proposed that the fiberglass be

infused with a thermosetting hardening agent such as sodium silicate and
kaolin clay. This creates a fairly rigid structure, making for easier muffler
assembly, but the material remains porous and resilient.—KPS

6,116,090

43.58.Ls MULTIEYED ACOUSTICAL MICROSCOPIC
LENS SYSTEM

Roman Gr. Maev et al., assignors to DaimlerChrysler
Corporation

12 September 2000„Class 73Õ625…; filed 30 April 1999

This acoustical microscope, intended for the inspection of welds in
production, uses several acoustical transducers to generate independent
beams of acoustic energy, with each beam aimed at a different point on the
target. The beams from the various transducers are produced sequentially
and for a short time, so that no transducer transmits while a reflection is
being received. The transducer array is moved across the test specimen,
allowing it to be inspected in a relatively short time.—EEU

6,146,147

43.70.Dn INTERACTIVE SOUND AWARENESS
SKILLS IMPROVEMENT SYSTEM AND METHOD

Jan Wasowicz, assignor to Cognitive Concepts, Incorporated
14 November 2000„Class 434Õ169…; filed 13 March 1998

The argument made here, and said to be supported by decades of
clinical experience, is that an artificial presentation of phonetic sounds can
provide a better language learning experience than normal day-to-day life. It
could be true. The patent discloses a game console which presents various
phonetic sounds coordinated with a visual display. Standard game-playing
strategies are followed, such as increasing the difficulty level as the player
progresses. Video display details are available on a separate microfiche ob-
tainable from the patent office.—DLR

6,126,447

43.70.Fq COLOR-ASSONANT PHONETICS SYSTEM

L. Eve Engelbrite of Chandler, Arizona
3 October 2000„Class 434Õ167…; filed 8 December 1997

This patent presents a system of colored text characters designed to
ease the task of learning to read English text. The system uses bold, slanted
and thin letters to indicate particular consonant and vowel qualities, but the
primary association the system makes is to use specific colors for each
vowel quality. The vowel sound is always the sound in the color word used,
such as /,/ in tan, /{/ in green, /|/ in red, /|Ñ/ in gray or /~Ñ/ in lime. All
consonants are black. Color figures are available from the patent office for a
fee.—DLR

6,134,526

43.70.Kv APPARATUS AND METHOD FOR
REPRODUCING RECORDED SIGNALS BY USING
RECORDING MEDIUM

Yong Ho Kim, assignor to Samsung Electronics Company,
Limited

17 October 2000„Class 704Õ246…; filed in Republic of Korea 13
May 1997

The device described here is a kind of karaoke processor to be used
with movies rather than music. The intended application is for learning a
foreign language. The language learner would continuously control whether
his own voice or the original actor’s voice was played back and would also
be able to hear a recorded version of his voice dubbed into the movie track.
In addition to isolating and silencing the original actor’s voice, there is also
a limited provision for silencing certain background sounds from the movie
track.—DLR
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6,134,524

43.72.Ar METHOD AND APPARATUS TO DETECT
AND DELIMIT FOREGROUND SPEECH

Stephen Douglas Peters and Daniel Boies, assignors to Nortel
Networks Corporation

17 October 2000„Class 704Õ233…; filed 24 October 1997

This patent presents an improved method of detecting speech, or more
precisely, detecting the begin and endpoints of the speech signal, in a noisy
environment. Up and down counters operate on an amplitude-like transfor-
mation of the signal energy to provide running estimates of high and low
quantiles of the energy level. These are shown in the figure asHQE and

LQE . An offset value, called the mask, is added to both high and low
quantiles. This offset is adapted to maintain a predetermined ratio of the
offset quantiles. The standard deviation of the mask offset provides the
desired speech endpoint measure.—DLR

6,131,083

43.72.Gy METHOD OF ENCODING AND DECODING
SPEECH USING MODIFIED LOGARITHMIC
TRANSFORMATION WITH OFFSET OF LINE
SPECTRAL FREQUENCY

Kimio Miseki and Katsumi Tsuchiya, assignors to Kabushiki
Kaisha Toshiba

10 October 2000„Class 704Õ217…; filed in Japan 24 December 1997

Previous vocoding systems have used a codebook for encoding the
speech spectral information in the form of line spectral frequency~LSF!
parameters. This system improves the coding accuracy by computing the
codebook error based on a log scale conversion of the LSF parameters. This
results in a reduction of the perceptual error for a given number of bits used
to transmit the spectral code.—DLR

6,138,092

43.72.Gy CELP SPEECH SYNTHESIZER WITH
EPOCH-ADAPTIVE HARMONIC GENERATOR FOR
PITCH HARMONICS BELOW VOICING
CUTOFF FREQUENCY

Richard Louis Zinser, Jr. et al., assignors to Lockheed Martin
Corporation

24 October 2000„Class 704Õ223…; filed 13 July 1998

This vocoder, identified as a CELP synthesizer, also uses vector quan-
tization to code a line spectral frequency form of the linear prediction spec-

tral envelope. Enhancements include mixing of simultaneous pulse and
noise excitations and transmission of a parameter indicating a high-
frequency cutoff point for harmonics generated by the pulse excitation
source.—DLR

6,125,346

43.72.Ja SPEECH SYNTHESIZING SYSTEM AND
REDUNDANCY-REDUCED WAVEFORM
DATABASE THEREFOR

Hirofumi Nishimura et al., assignors to Matsushita Electric
Industrial Company, Limited

26 September 2000„Class 704Õ258…; filed in Japan 10 December
1996

Systems for speech synthesis based on concatenation of wave form
segments typically use subword segments with length on the order of that of
a phoneme, such as diphones or triphones. In this patented system, the
smallest unit is a pitch period. A large number of pitch period segments is

collected and these are classified into similarity groups. A central segment is
chosen to represent each group and all other segments in the group are
discarded. A pointer table allows a selected segment to be retrieved
quickly.—DLR

6,134,528

43.72.Ja METHOD DEVICE AND ARTICLE OF
MANUFACTURE FOR NEURAL-NETWORK BASED
GENERATION OF POSTLEXICAL
PRONUNCIATIONS FROM LEXICAL
PRONUNCIATIONS

Corey Andrew Miller et al., assignors to Motorola, Incorporated
17 October 2000„Class 704Õ258…; filed 13 June 1997

This speech synthesis system uses a neural network based on phonetic
units to adjust the phonetic output stream to correspond more closely with
alternate pronunciations as occur in natural, fluent speech. These alternate
pronunciations are referred to as ‘‘post-lexical’’ phonetic sequences and
include effects such as coarticulation, speech rate effects, dialect variations,
and others. The neural network training procedures require labeled speech
sequences covering all of the alternate pronunciations to be learned.—DLR
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6,144,939

43.72.Ja FORMANT-BASED SPEECH
SYNTHESIZER EMPLOYING DEMI-SYLLABLE
CONCATENATION WITH INDEPENDENT CROSS
FADE IN THE FILTER PARAMETER AND
SOURCE DOMAINS

Steve Pearsonet al., assignors to Matsushita Electric Industrial
Company, Limited

7 November 2000„Class 704Õ258…; filed 25 November 1998

This speech synthesis system uses a formant synthesizer, such as the
Klatt model, and stores an inventory of demisyllable parameter sets col-
lected from human speech. Because the glottal source and filter parameters
for the synthesizer are kept separate, various strategies of smoothing, inter-
polation, and cross fading can be applied separately in the two domains.—
DLR

6,141,415

43.72.Kb METHOD AND APPARATUS FOR
DETECTING SPEECH AT A NEAR-END OF A
COMMUNICATIONS SYSTEM, A SPEAKER-PHONE
SYSTEM, OR THE LIKE

Tandhoni S. Rao, assignor to Texas Instruments, Incorporated
31 October 2000„Class 379Õ410…; filed 11 October 1996

This patent presents an interesting method for a speakerphone to de-
termine whether a signal picked up by the room microphone was produced
by the phone loudspeaker or whether it represents a sound from within the
room. Loudspeaker output is modified by filtering with a very narrow notch

filter, perhaps in the frequency range of 2 to 5 KHz. Detection at the micro-
phone of a signal with such a notch causes that signal to be used as an
adaptor to reduce microphone feedback.—DLR

6,125,345

43.72.Ne METHOD AND APPARATUS FOR
DISCRIMINATIVE UTTERANCE VERIFICATION
USING MULTIPLE CONFIDENCE MEASURES

Piyush C. Modi and Mazin G. Rahim, assignors to AT&T
Corporation

26 September 2000„Class 704Õ240…; filed 19 September 1997

In speech recognition, several different methods have been tried for
evaluating the confidence in a particular result. These methods include
maximum likelihood, minimum classification error minimizing either the
empirical error rate or the expected error rate, and minimum verification

error. Each of these methods has certain advantages under certain condi-
tions. This patent describes a recognizer which evaluates the confidence
using a number of different methods and then combines the results of these
methods using a neural network classifier.—DLR

6,125,347

43.72.Ne SYSTEM FOR CONTROLLING MULTIPLE
USER APPLICATION PROGRAMS BY
SPOKEN INPUT

William F. Cote et al., assignors to L & H Applications USA,
Incorporated

26 September 2000„Class 704Õ275…; filed 29 September 1993

For use with a multi-tasking operating system, this speech recognition
system maintains a database of recognized text events~TEs!. The TE data-
base also records the task to which the TE was directed. The database is
organized so as to maximally simplify the process of correcting erroneously
recognized inputs and to minimize the impact of such errors on the various
tasks running in the system. The speech recognition system is itself one of
the system tasks.—DLR

6,128,594

43.72.Ne PROCESS OF VOICE RECOGNITION IN A
HARSH ENVIRONMENT, AND DEVICE FOR
IMPLEMENTATION

Christian Gulli et al., assignors to Sextant Avionique
3 October 2000„Class 704Õ244…; filed in France 26 January 1996

The patent describes a multitude of problems facing the designer of a
speech recognizer for use in a military aircraft cockpit. They include mono-
phonic delivery, high noise levels, pilot stress, interference and echoes, to
name just a few. Facing these severe hurdles, this recognizer restricts the
vocabulary to perhaps 100 words and provides a dual decoding, by words
and by phonetic sequences. The results of the two decodings are compared
and also subjected to an analysis to determine the possible relevance of the
utterance to the current flight status.—DLR

6,128,595

43.72.Ne METHOD OF DETERMINING A
RELIABILITY MEASURE

Bernhard J. Rüber, assignor to U.S. Philips Corporation
3 October 2000„Class 704Õ255…; filed in Germany 12 September

1997

When using speech recognition for data entry, it may be the case that
only a portion of the spoken utterance contains the relevant data items,
although that item may be spoken in different ways. An example is given of
the entry of a date, which may be spoken in many alternate ways, but which
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are somewhat constrained by the surrounding context. This recognizer at-
tempts to reduce any such phrase to the underlying concept, which is then
recoded into a standard form for database use.—DLR

6,134,525

43.72.Ne IDENTIFICATION-FUNCTION
CALCULATOR, IDENTIFICATION-FUNCTION
CALCULATING METHOD, IDENTIFICATION UNIT,
IDENTIFICATION METHOD, AND SPEECH
RECOGNITION SYSTEM

Naoto Iwahashi, assignor to Sony Corporation
17 October 2000„Class 704Õ236…; filed in Japan 26 September 1995

This patent describes several methods for adjusting the input classifier
of a speech recognition system so as to adapt the classification to the speech
of a new, unknown speaker. For example, the classifier could analyze the
speech into a phoneme sequence. In order to perform the adaptation with a
small number of speech items from the unknown speaker, acoustic vectors
from the unknown speech and of the same item from a known speaker are
used together to adapt the input classifier. This is done by maximizing the
log likelihood or the maximum likelihood classification. The patent presen-
tation is in a very general style, making it much more difficult to understand
the application of the method to a specific type of recognizer.—DLR

6,134,527

43.72.Ne METHOD OF TESTING A VOCABULARY
WORD BEING ENROLLED IN A SPEECH
RECOGNITION SYSTEM

Jeffrey Arthur Meunier et al., assignors to Motorola,
Incorporated

17 October 2000„Class 704Õ247…; filed 30 January 1998

This patent covers strategies for training vocabulary items for a limited
vocabulary speech recognition system. The training process consists of two
steps, creating a recognition model for the new item, and testing the new
item for possible conflicts with previously trained items. These two steps are
carried out together so as to minimize the delay before the user is notified of
a possible conflict.—DLR

6,134,529

43.72.Ne SPEECH RECOGNITION APPARATUS
AND METHOD FOR LEARNING

Martin Rothenberg, assignor to Syracuse Language Systems,
Incorporated

17 October 2000„Class 704Õ270…; filed 9 February 1998

This speech recognition system is designed to teach reading and writ-
ing skills in a native or foreign language. In other words, it does not perform
a phonetic evaluation of the user’s pronunciation. Instead, the user is pre-
sented with questions or statements in the language which contain true and
false information. This sort of constraint on the user’s possible speech re-
sponses is sufficient to allow the system to determine whether the user has
responded appropriately.—DLR

6,137,863

43.72.Ne STATISTICAL DATABASE CORRECTION
OF ALPHANUMERIC ACCOUNT NUMBERS
FOR SPEECH RECOGNITION AND TOUCH-TONE
RECOGNITION

Deborah W. Brown et al., assignors to AT&T Corporation
24 October 2000„Class 379Õ88.01…; filed 13 December 1996

This speech recognition system is arranged to improve the accuracy of
word identities, such as passwords for access to priveleged information or
services. A confusion matrix of phonetic units is used to compute the overall
likely confusions between the phonetic sequence detected in the input item
and all stored reference items. Acceptence of the entered password occurs
only if the correct reference item has the best overall confusion score.—
DLR

6,138,094

43.72.Ne SPEECH RECOGNITION METHOD AND
SYSTEM IN WHICH SAID METHOD IS
IMPLEMENTED

Gilles Miet and Benoit Guilhaumon, assignors to U.S. Philips
Corporation

24 October 2000„Class 704Õ233…; filed in France 3 February 1997

This is like reading a patent from the 1970s. A small-vocabulary rec-
ognizer forms a vector consisting of FFT spectra, concatenated across all
frames of the utterance. There is no mention of how to start or stop speech
collection and no provision for time adjustments. A Hamming distance is
computed between the input and all references. If the shortest distance is
less than a noise-level-dependent threshold, the item is recognized.—DLR

6,138,095

43.72.Ne SPEECH RECOGNITION

Sunil K. Gupta and Frank Kao-Ping Soong, assignors to Lucent
Technologies, Incorporated

24 October 2000„Class 704Õ234…; filed 3 September 1998

This patent for a speech recognition system is entirely centered around
the notion that the rejection threshold should be dependent upon the length
of the utterance. A single spectral density model trained on the entire train-
ing database represents an alternative hypothesis in the comparison of test
utterances against reference items. Since the single state model is not utter-
ance length dependent, the distance computation for test inputs is weighted
accordingly.—DLR
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6,138,097

43.72.Ne METHOD OF LEARNING IN A SPEECH
RECOGNITION SYSTEM

Philip Lockwood et al., assignors to Matra Nortel
Communications

24 October 2000„Class 704Õ256…; filed in France 29 September
1997

The latest trend is that cell phone manufacturers are discovering
speech recognition. Recently issued patents would suggest that, in the pro-
cess, they are also rediscovering 20- and 30-year-old recognition techniques.
In this patent, the training system for a small vocabulary recognizer stores
an average of the spectral densities from the analysis of a few initial utter-
ances and then runs the recognizer to determine whether additional training
is required. A few additional utterances are checked against the previously
stored densities and against all other reference utterances in the system. The
user is warned of a potential conflict.—DLR

6,138,098

43.72.Ne COMMAND PARSING AND REWRITE
SYSTEM

Stuart M. Shieber et al., assignors to Lernout & Hauspie Speech
Products N.V.

24 October 2000„Class 704Õ257…; filed 30 June 1997

This patent describes a speech recognition control strategy intended
for use with any of several commercially available PC-based recognizers.
The control system is able to generate keyboard emulation commands for a
variety of PC software applications, particularly word processors. The text

string produced by the recognizer is analyzed by a context-free grammar
parser using easily modified grammar rules which describe the possible
utterances. The grammar rule set also includes, as terminal nodes, keyboard
command sequences to be produced when a phrase is recognized.—DLR

6,138,099

43.72.Ne AUTOMATICALLY UPDATING LANGUAGE
MODELS

James R. Lewis and Maria Smith, assignors to International
Business Machines Corporation

24 October 2000„Class 704Õ257…; filed 19 October 1998

This speech recognition system allows the user to enter new words or
phrases, to be used to modify the recognition language model. When a
modified item is recognized, the new item is compared to the previous
language model item. A close match indicates that the new item is merely an
alternate pronunciation and a model update proceeds. If the difference is
large, the user is queried for confirmation before the update occurs.—DLR

6,141,641

43.72.Ne DYNAMICALLY CONFIGURABLE
ACOUSTIC MODEL FOR SPEECH RECOGNITION
SYSTEM

Mei-Yuh Hwang and Xuedong D. Huang, assignors to Microsoft
Corporation

31 October 2000„Class 704Õ243…; filed 15 April 1998

This patent discloses a method of grading the various components of a
speech recognition language model to determine their relative contributions
to overall recognition accuracy. Using such a scale, the less valuable com-
ponents can be selectively eliminated, allowing the resulting language
model to fit within the memory limitations of a small computer system.—
DLR

6,148,105

43.72.Ne CHARACTER RECOGNIZING AND
TRANSLATING SYSTEM AND VOICE
RECOGNIZING AND TRANSLATING SYSTEM

Shinji Wakisaka and Hiroko Sato, assignors to Hitachi, Limited
14 November 2000„Class 382Õ190…; filed in Japan 15 November

1995

The patented device is a hand-held translator intended for use by a
tourist or other traveller. The unit performs speech recognition on audio
inputs from a microphone as well as text recognition from images captured

by an embedded camera. Foreign language material arriving at either input
is translated to the target language and spoken and/or displayed for the
user.—DLR

6,148,284

43.72.Ne METHOD AND APPARATUS FOR
AUTOMATIC SPEECH RECOGNITION USING
MARKOV PROCESSES ON CURVES

Lawrence Kevin Saul, assignor to AT&T Corporation
14 November 2000„Class 704Õ256…; filed 23 February 1998

Any signal which can be represented as a sequence of vectors, such as
speech acoustic analysis vectors, can be thought of as a point moving
through a multidimensional space. This patent makes the argument that the
‘‘intrinsic geometric properties’’ of the resulting curve through the multidi-
mensional space are of greater value for recognition than the traditional

SOUNDINGS

2553 2553J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Reviews of Acoustical Patents



forms of analysis. For example, it is said that properties, such as arc length
or radius, do not depend on the rate at which they are traversed. By adjust-
ing the analysis so as to take the arc length into account, better consonant
recognition is said to be achieved.—DLR

6,151,572

43.72.Ne AUTOMATIC AND ATTENDANT SPEECH
TO TEXT CONVERSION IN A SELECTIVE
CALL RADIO SYSTEM AND METHOD

Yan-Ming Cheng et al., assignors to Motorola, Incorporated
21 November 2000„Class 704Õ235…; filed 27 April 1998

The patent presents a voice processing system for use by a pager or
selective calling radio service provider. The goal of the system is to convert
callers’ messages to text for distribution to subscribers’ pager units. In order

to achieve better accuracy than the recognition system alone could provide,
a human operator provides a backup check. Alerted by a low recognition
confidence result, the operator can listen to the utterance and edit the text
result or ask the caller for a repetition. The preferred recognition system
uses a method which is essentially a normalized cepstral vector analyzer.—
DLR

6,151,573

43.72.Ne SOURCE NORMALIZATION TRAINING
FOR HMM MODELING OF SPEECH

Yifan Gong, assignor to Texas Instruments, Incorporated
21 November 2000„Class 704Õ256…; filed 17 September 1997

This patent discloses a method of extracting a background noise sig-
nature from the audio input signal and using that information to normalize
the hidden Markov speaker models for improving the speech recognition
performance in noisy environments. The method is said to work for additive
noise sources, such as background sounds or microphone characteristics. It
would not work well for convolutive effects, such as room reverberation.—
DLR

6,141,644

43.72.Pf SPEAKER VERIFICATION AND SPEAKER
IDENTIFICATION BASED ON EIGENVOICES

Roland Kuhn et al., assignors to Matsushita Electric Industrial
Company, Limited

31 October 2000„Class 704Õ273…; filed 4 September 1998

A method is described for computing a characterization of a person’s
voice, to be used for speaker identification or verification. A speaker model
is first constructed just as for use in a speech recognition system, such as, for
example, a hidden Markov model. The model parameters for all density
functions are then concatenated into a single supervector. The set of super-
vectors for all enrolled speakers is reduced by any of several matrix tech-
niques, such as principal components analysis, factor analysis, or singular
value decomposition. Any later speaker model can then be mapped to a
point in the resulting reduced-dimensional space by generating its supervec-
tor. Distances in the space correspond to differences between speakers.—
DLR
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Acoustical cavity excitation
Harold Levine
Mathematics Department, Stanford University, Stanford, California 94305

~Received 3 March 2001; accepted for publication 3 March 2001!

A tutorial exposition is given of cavity excitations and it is shown that relatively simple analytical
solutions for the excitation of acoustic fields in cavities with lossy walls can be obtained for a broad
class of such cavities. The standard analytic procedure whereby one expresses the acoustic field as
a sum over the eigenmodes of the cavity is reviewed and its limitations are pointed out. An alternate
procedure is to seek to make use of Green’s functions depending on a single coordinate and to not
express such Green’s functions as sums over eigenfunctions. Instead, one expresses the Green’s
function as a closed form function that has a discontinuous slope at the value of the coordinate
corresponding to the source location. Although the class of cavities for which this approach is
possible is limited, it is sufficiently broad to be of intrinsic interest and the results may be helpful
to those seeking benchmark solutions and analytic insight. Displayed examples are for cavities
whose shapes are spheres and cylinders, with interior monopole, dipole, line, and distributed
sources. The formulation yields simple expressions for the total power absorbed by the cavity walls.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1367246#

PACS numbers: 43.10.Ln, 43.20.Ks, 43.55.Ka@ADP#

I. INTRODUCTION

The nature and consequences of acoustic fields within
closed regions, generically referred to here as cavities, are
topics of enduring importance in fundamental acoustics and
in its practical applications. The literature abounds with
many papers in which topics~room acoustics being a prime
example! involving cavities are of principal focus. Examples
presented within the recent issues of this journal include the
papers by Chen~1996!, Easwaran and Craggs~1996!, Fran-
zoni and Labrozzi~1999!, Kang and Moo~2000!, Kim and
Kim ~1999!, Kokkarakis and Roumeliotis~1999!, Lobkis and
Weaver ~2000!, Missaoui and Cheng~1997!, Schaffner
~1999!, and Sumbatyan,et al. ~2000!. In much of the more
practical recent literature, the work is extensively numerical
and relies on standard generic finite-element programs. Such,
while appropriate to addressing specific examples, tends to
preclude generalization and to inhibit insight. There is also
the worrisome thought that the computer implementation
may have some undetected ‘‘mistakes’’ and that results may
not be wholly correct. Such fears can, however, be largely
offset if one has some standard benchmark solutions, prefer-
ably analytic, against which the numerical implementation
can be tested.

Regarding analytic solutions, there are very few that are
wholly so, and these are for specialized geometries and ide-
alizations. There does exist, nevertheless, a standard ‘‘text-
book solution’’ that is formally analytic, although its actual
implementation could involve extensive numerical calcula-
tions. Such, which one finds discussed in books such as those
by Pierce~1981! and by Morse and Ingard~1968!, involves a
sum over the natural modes of the cavity, with the individual
terms involving the eigenfunctions and modal eigenvalues
for the cavity. The formulation gives a prominent role to a
Green’s function which incorporates these characteristic
quantities. The quantities are relatively easy to express if the
cavity is of regular shape~e.g., a rectangular box! and if the

boundary conditions at the wall are especially simple~e.g.,
perfectly rigid!, but the required sum is still formidible to
evaluate, especially in the vicinity of a localized source,
where the convergence is slow.

What is relatively poorly, if not entirely, unknown to the
general acoustics community, is that there is a broad class of
idealized cavity problems in which the cavity boundaries
need not be so highly idealized and for which the modal
sums can be either completely summed or considerably sim-
plified. The present paper deals with such cases. Because of
the vast existing literature concerned with boundary value
problems involving the Helmholtz equation, no wide-
sweeping claims are here made as to novelty. However, a
tutorial paper with a strong effort toward clarity of presenta-
tion should be of some interest to this journal’s readers.

To explain the general subject matter of the paper, it is
appropriate to first review what might be termed the standard
‘‘textbook’’ solution for the excitation of an acoustic cavity
by a distributed source. The primarily desired descriptor of
the acoustic field is taken here as the complex amplitude
f(r ) of the velocity potential, given that the time depen-
dence ise2 ivt. The acoustic part of the pressure has complex
amplitudep52 ivrf and the associated vector fluid veloc-
ity has complex amplitudev52¹f. Within a cavity ~do-
main D!, except at the location of the source,f satisfies the
Helmholtz equation. The walls are locally reacting, with a
wall impedancep/vn5rc/h, whereh is a convenient di-
mensionless descriptor of the cavity wall admittance. Here
vn is the component of the fluid velocity directed normally
into the bounding wall~out of the cavity!.

The construction of solutions in terms of eigenmodes of
the cavity makes use of modal wave functions that are ev-
erywhere regular solutions of the homogeneous Helmholtz
equation

~¹21km
2 !fm~r !50 ~1!

2555 2555J. Acoust. Soc. Am. 109 (6), June 2001 0001-4966/2001/109(6)/2555/11/$18.00 © 2001 Acoustical Society of America



subject to the admittance boundary condition at the cavity
wall

]

]n
fm5 ikhfm , ~2!

wherein the symbolism]/]n implies a normal derivative di-
rected outward from the cavity interior. Hereh is the admit-
tance parameter mentioned above andk5v/c is the wave
number. Thefn are the eigenfunctions and thekn

2 are the
eigenvalues. Both are, in general, complex, and the set of all
such eigenfunctions is a complete set.

As shown in various standard textbooks, the Green’s
function corresponding to a point source located at a pointr 8
in the cavity can be taken as

G~r ,r 8!5(
~m!

fm~r !fm~r 8!

km
2 2k2 . ~3!

This result embodies the derivable fact that the eigenfunc-
tions are orthogonal and presumes that they are normalized,
so that

E
D

fm1
~r !fm2

~r !dV5dm1m2
. ~4!

The Green’s function satisfies a version of the inhomoge-
neous Helmholtz equation, namely

~¹21k2!G52d~r2r 8!. ~5!

~Other definitions of the Green’s function that are used in
different texts differ according to the choice of the coeffi-
cient of the delta function on the right side.! This Green’s
function ~or point source function! can be used to formally
express the solution of the general inhomogeneous Helmholz
equation with a source term on the right side, this equation
being

~¹21k2!f52q~r !. ~6!

This governs the spatial variation,f(r ), of an acoustical
response due to a given time-periodic source distribution
Re@q(r )e2 ivt#, v5kc, inside the cavity. This quantityq
may be thought of as the complex amplitude of the time rate
at which additional volume of fluid is being added to the
medium per unit time~volume velocity per unit volume!.
With such an inhomogeneous source and with bothf and the
Green’s function satisfying the same admittance boundary
condition at the cavity walls, the solution forf is given by

f~r !5E
D

G~r ,r 8!q~r 8!dV8

5(
~m!

fm~r !

km
2 2k2 E

D
q~r 8!fm~r 8!dV8. ~7!

One should note that the satisfaction of the linear boundary
condition~2! follows automatically from the fact that each of
the eigenfunctions satisfies this boundary condition.

The formal solution just outlined nevertheless has a
marked shortcoming in terms of analytical and computa-
tional convenience because it implies that one should first
find each of the modal eigenvalues and eigenfunctions. If the

admittance boundary condition is imposed in a nontrivial
manner, then the individual eigenvalueskn

2, even for cavities
of simple shape, are roots of transcendental equations, and an
analytical evaluation of the indicated sum is nota priori
obvious.

II. SIMPLE ALTERNATIVE GREEN’S FUNCTIONS

A simple example involving a spherical cavity suffices
to demonstrate that one can at times find an alternative form
of the cavity Green’s function that does not involve the nor-
mal mode functions or eigenvalues.

A. Source in the center of a sphere

For a point source in the center of a sphere of radiusa
with perfectly soft~pressure release! walls, the natural modal
eigenfunctions of the cavity that contribute to the resulting
spherically symmetric disturbance are

fn~r !5
1

~2pa!1/2

sin~npr /a!

r
~8!

and these conform to the orthonormality condition

4pE
0

a

r 2fn
2~r !dr51. ~9!

Here the wall boundary condition is taken as

fn~a!50 ~10!

and the corresponding eigenvalues are

km5
np

a
, n51,2, . . . . ~11!

In the standard ‘‘textbook’’ solution alluded to above,
the constructed Green’s function for a source distributed over
the surface of a spherical shell within the sphere is

G~r ,r 8!5
1

2pa (
n51

`
1

~np/a!22k2

3
sin~npr /a!

r

sin~npr 8/a!

r 8
. ~12!

If one allowsr 8 to shrink to zero, one obtains a cavity exci-
tation function

f~r !5G~r ,0!5
1

2par (
n51

`
np/a

~np/a!22k2 sin~npr /a!

~13!

associated with a source~singularity! at the sphere’s center.
This limit is seen to be such that the functionf(r ) so ob-
tained satisfies the condition

lim
e→0

S 24pe2S df

dr D
r 5e

D 51. ~14!

What might be at first sight surprising is that the non-
uniformly convergent trigonometric series that appears in
Eq. ~13! can actually be evaluated in closed form, with the
especially simple result:
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f~r !5
1

4pr

sink~a2r !

sinka
. ~15!

That this is indeed the correct result for the sum is confirmed
by the facts that it satisfies the Helmholtz equation, that it
satisfies the boundary condition of Eq.~10!, and that it sat-
isfies the singularity condition~14!.

B. Green’s function with discontinuous slope

As indicated by the mathematical preamble in the intro-
duction to this paper, the Green’s function that appears in
Eq. ~12! should be the solution to the ordinary differential
equation

F 1

r 2

d

dr S r 2d

dr D1k2GG52
d~r 2r 8!

4pr 2 , 0,r , r 8,a,

~16a!

with the boundary condition

G~a,r 8!50 ~16b!

at the outer surface, and with the requirement of regular be-
havior at the sphere center, this being

G~0,r 8! finite. ~16c!

The differential equation is homogeneous on the two sides of
the singularity locationr 8, and it is a relatively simple matter
to patch together solutions from the two regions to obtain the
exact solution

G~r ,r 8!5
1

4pk

1

sinka

sinkr,

r ,

sink~a2r .!

r .
, ~17!

where (r , ,r .) designate the smaller/larger ofr ,r 8, respec-
tively.

@The details of the derivation are more fully aired in a
subsequent section of this paper. The method is frequently
seen in textbook discussions of the Green’s function for the
vibrating string, as, for example, in the book by Mathews
and Walker~1970!. The result for the vibrating string ap-
peared in the first~1877!, and subsequent editions, of Ray-
leigh’s Theory of Sound~1945!. Rayleigh in turn refers to an
1870 work by Donkin. It is not clear to what extent Donkin’s
work was actually published, as Rayleigh, in his introduc-
tion, alludes to the premature death of Donkin and includes
the statement that ‘‘the first part of hisAcoustics, although
little more than a fragment, is sufficient to shew that my
labours would have been unnecessary had Professor Donkin
lived to complete his work.’’#

Given the Green’s function displayed above, one can
readily take the same limit as was entailed in going from Eq.
~12! to Eq. ~13!, and what results is

f~r !5G~r ,0!5
1

4pr

sink~a2r !

sinka
, ~18!

which is the same as what appears in Eq.~15!. The relevant
point here is that one can arrive at this result without ever
determining the modal eigenfunctions or the eigenvalues
~which are actually defined by the zeros of the trigonometric
factor, sinka, in the denominator of the Green’s function
representation!.

C. Strategy for the present paper

What should be evident from the example above is that
a simplication is possible when the relevant mathematics re-
duces, at least in part, to the solution of an ordinary differ-
ential equation. This in turn implies that the technique is at
first sight restricted to examples where the bounding surfaces
of the cavity are natural surfaces in a coordinate system for
which the Helmholtz equation is separable. The set of coor-
dinate systems for which this is so is limited and has been
exhibited by Eisenhart~1934!, with the results summarized
by Morse and Feshbach~1953!. For cavities, the only coor-
dinate systems of intrinsic interest in this respect are rectan-
gular coordinates, spherical coordinates, cylindrical coordi-
nates, spheroidal coordinates, ellipsoidal coordinates, and
elliptic cylinder coordinates. There is, however, an additional
class of cavities in which the bounding surface is such that
the solutions of the Helmholtz equation can be made of sums
over products, one factor being a solution of an ordinary
differential equation and the other being a solution of a par-
tial differential equation with only two~rather than three!
independent variables. This class would include cylindrical
cavities, where the cross sections are neither circles or el-
lipses. For simplicity and brevity, the examples treated here
are for spheres and circular cylinders.

Given an intrinsic interest in cavities for which at least a
portion of the boundary surface is lossy and described by an
impedance~or admittance! boundary condition analogous to
Eq. ~2!, the class of examples that are applicable is further
restricted, as the boundary conditions must be amenable to
separability also.

The idea of taking the Green’s function to be such that
one of the factors~in either a sum or an integral! is a single
function, but with discontinuous slope has considerable pre-
cedent in acoustics. For example, one can see it appears in
essence in the context of a source in layered media~sound
speed depending only on the depth coordinate in the ocean!
in an early paper by Pekeris~1946!. An example with analo-
gous scope but with greater generality and elegance appears
in a somewhat later paper by Haskell~1951!. The use of
‘‘depth-dependent’’ kernels in Green’s functions represented
as integrals over a horizontal wave numberk, with the ker-
nels~depth-dependent Green’s functions! having discontinu-
ous slope in the depth coordinate is presently extensive in
underwater acoustics and is the basis of the fast-field pro-
gram conceived by Marsh and Elam and developed by Di-
Napoli, the theory of which is given by DiNapoli and Deav-
enport~1980!.

For exterior problems, such as point sources outside
rigid spheres or line sources outside rigid cylinders, in an
otherwise unbounded space, the use of Green’s functions
which involve ‘‘radial-distance-dependent’’ Green’s func-
tions which have discontinuous slope at the radial coordinate
of the source is standard and one can find an extensive sum-
mary of the relevant results in the compilation by Bowman
et al. ~1987!. In this context, however, the idea of natural
modes is inapplicable so one is not enticed to even consider
a sum over ‘‘eigenfunctions.’’

For interior problems~i.e., cavities! the implications of
using analogous Green’s functions are relatively unexplored,
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especially when the surface is lossy~impedance boundary
condition!. The plan here is to teach by way of example
rather than attempt an exhaustive general treatment of all
such problems.

There are two immediate advantages of using such al-
ternative Green’s functions in cavity problems. One is the
derivation of fields due to multipole sources, such as point
dipoles. The other is the calculation of the energy loss at the
walls of the cavity. Examples illustrating these advantages
appear further below.

III. CAVITIES WITH LOSSY WALLS

In what follows a number of Green’s functions are con-
structed for spherical and cylindrical cavities whose walls are
characterized by boundary admittances. The benefits of for-
mulations such as were alluded to the previous section are
illustrated by the explicit consideration of different primary
source types ~e.g., monopoles, dipoles, and extended
sources!.

A. Source at center of spherical cavity

When a field is excited by a time-periodic source with
volume velocity amplitudeQ at the center of a spherical
cavity, the velocity potential satisfies the inhomogeneous
wave equation

S ¹22
1

c2

]2

]t2DF52
Q

4pr 2 d~r !cosvt

52ReH Qd~r !

4pr 2 e2 ivtJ , 0,r ,a. ~19!

Alternately, one can regardd(r )/(4pr 2) as equivalent to
d(x)d(y)d(z) because both expressions have the same vol-
ume integral.

To determine the complex amplitude of the velocity po-
tential one sets

F5Re$f~r !e2 ivt% ~20!

and doing so yields the Helmholtz equation

F 1

r 2

d

dr S r 2
d

dr D1k2Gf52Q
d~r !

4pr 2 , 0,r ,a. ~21!

By integration over a small sphere of radiuse and and sub-
sequently taking a limit, one discovers that the delta function
term on the right is equivalent to the boundary condition

lim
e→0

E
r 5e

S 2
df

dr DdS5Q. ~22!

The other boundary condition on the ordinary differential
equation in Eq.~21! is taken as the admittance boundary
condition

df

dr
5 ikhf, r 5a, ~23!

whereh represents an admittance parameter for the boundary
surface atr 5a.

To solve the problem just posed, one defines a Green’s
function G(r ,r 8) which is bounded for allr in 0<r<a,r 8

arbitrary, and has a discontinuousr-derivative atr 5r 8. This
Green’s function is required to satisfy the relations

F 1

r 2

d

dr S r 2
d

dr D1k2GG~r ,r 8!52
d~r 2r 8!

4pr 2 , ~24a!

G~0,r 8! finite, ~24b!

dG

dr
5 ikhG, r 5a. ~24c!

It is a consequence of the differential equation thatG(r ,r 8)
must be continuous atr 8 and this is achieved if the solution
has the form

G~r ,r 8!5C f1~r ,! f 2~r .!, ~25!

where r , ,r . designate the smaller/larger ofr ,r 8, respec-
tively, and whereC is a constant.

Satisfaction of the homogeneous differential equation
and of the boundary conditions~24b! and ~24c! for the two
distinct regionsr ,r 8 andr .r 8 is achieved with the identi-
fication of the two functionsf 1(r ) and f 2(r ) as

f 1~r !5
sinkr

r
, ~26a!

f 2~r !5
ka cosk~a2r !2@11 ikah#sink~a2r !

r
. ~26b!

The constantC is subsequently derived by integrating both
sides of Eq.~24a! over a narrow region ofr that is centered
at r 8, this integration yielding

r 82
d

dr
GU

r 5r 820

r 5r 810

52
1

4p
. ~27!

Such suffices to fix the scale factorC in Eq. ~25!, so that

C5
1

4pk F 1

ka coska2~11 ikah!sinkaG . ~28!

The values ofka which are such that the denominator
vanishes in this expression forC are precisely the eigenval-
ues that are associated with the spherically symmetric modes
of the cavity when the boundary condition~23! is imposed.
The condition for the denominator vanishing can be alter-
nately expressed as

ih j 0~ka!2 j 08~ka!50, ~29!

where

j 0~z!5
sinz

z
~30!

and

j 08~z!5
d

dz
j 0~z!52 j 1~z!52

sinz

z2 1
cosz

z
, ~31!

with j 0(z) and j 1(z) denoting spherical Bessel functions.
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The Green’s function as defined by Eqs.~24a!, ~24b!,
~24c! is thus explicitly given by

G~r ,r 8!5
1

4pk

sinkr,

r ,

3Fka cosk~a2r .!2~11 ikah!sink~a2r .!

ka coska2~11 ikah!sinka G 1

r .
.

~32!
Solution of the the originally posed problem for the velocity
potentialf is subsequently achieved with the aid of Green’s
integral theorem~e being an arbitrary inner radius!, which
states

E
e,r ,a

@f¹2G2G¹2f#dV

52
1

4p E
e,r ,a

f~r !
d~r 2r 8!

r 2 dV

5E
r 5e

Ff ]

]n
G2G

]

]n
fGdS

1E
r 5a

Ff ]

]n
G2G

]

]n
fGdS. ~33!

The result that emerges is

2f~r 8!5 lim
e→0

E
r 5e

G
df

dr
dS52QG~0,r 8! ~34a!

or

f~r !5QG~0,r !

5QC f2~r !

5
Q

2pr Fka cosk~a2r !21~11 ikah!sink~a2r !

ka coska2~11 ikah!sinka G .
~34b!

In the limit of small r, the result so obtained reduces to

f~r !→ Q

4pr
, r→0, ~35!

and this substantiates the assertion thatQ is the monopole
source strength, the amplitude to the oscillating total volume
velocity of the source.@The radial velocity is the negative of
df/dr and this times the surface area 4pr 2 of a sphere
surrounding the sphere does indeed equalQ in the limit of
small r.#

B. Distributed source within sphere

An instructive generalization of the problem addressed
above is that where the source, rather than be concentrated at
a point, is uniformly distributed over a spherical volume with
radiusd. In such a case one defines a source densityq ~vol-
ume velocity per unit volume!, this being given by

q~r !5
Q

~4/3!pd3 , 0,r ,d, ~36a!

q~r !50, d,r ,a. ~36b!

For such a distributed source, Green’s theorem leads to the
following modification of the result that appears in Eq.
~34b!:

f~r !5
Q

~4/3!pd3 E
0,r ,d

G~r ,r 8!dV8. ~37!

This in turn integrates, forr .d, to

f~r !5
Q

4pr
F~kd!

3Fka cosk~a2r !2~11 ikah!sink~a2r !

ka coska2~11 ikah!sinka G ,
a.r .d. ~38!

The only distinction of this from the point source result in
Eq. ~34b! is the appearance of an interference factorF(kd)
where

F~z!5
3@sinz2z cosz#

z3 53
j 1~z!

r
. ~39!

This function has the asymptotic limits

F~z!;1, z→0, ~40a!

F~z!;
3 cosz

z2 , z@1. ~40b!

Since the argument ofF is kd, the interference factor de-
pends on the ratio of the source radiusd to the wave length
l52p/k of sound of angular frequencyv.

C. Radially oscillating inner sphere

The derivations in either of the previous sections can be
readily modified to yield the solution of a related boundary
value problem where the cavity excitation is presumed to be
caused by an the radial oscillations of a spherical surface
within the cavity, this surface being centered at the center of
the sphere and having radiusd. If the total volume velocity is
Q then the imposed radial velocity on this inner surface is

2
d

dr
f5

Q

4pd2 , r 5d. ~41!

In the region outside the surface of the interior sphere, the
Helmholtz equation is applicable, so one has the differential
equation

F 1

r 2

d

dr S r 2
d

dr D1k2Gf50, d,r ,a, ~42a!

and the boundary condition at the outer surface of the cavity
remains the same as before, this being

d

dr
f5 ikhf, r 5a. ~42b!
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The problem as posed above, which is a two-part bound-
ary value problem for an ordinary differential equation, is
easily solved without explicit use of Green’s functions, but it
is nevertheless instructive to see how the general formalism
used in the previous sections applies here. The suitable
Green’s function for the concentric spherical domaind,r
,a must satisfy the differential equation~24a! therein, but
now with the understanding thatr 8 is betweend anda. The
condition thatG be finite at the origin is no longer relevant
and is replaced by the Neumann boundary condition

dG

dr
50, r 5d. ~43a!

But G continues to be required to satisfy the admittance
boundary condition

dG

dr
5 ikhG, r 5a ~43b!

at the outer surface of the cavity. In a manner similar to that
described in the derivation of Eqs.~26!, ~27!, and ~28!, the
Green’s function is found to have the explicit form

G~r ,r 8!52
1

4pk

1

D

f 1~r ,!

r ,

f 2~r .!

r .
~44!

with

f 1~r !5sink~r 2d!1kd cosk~r 2d!, ~45a!

f 2~r !5ka cosk~a2r !2~11 ikah!sink~a2r !, ~45b!

and

D5~11 ikah!@sink~a2d!1kd cosk~a2d!#

1ka@kd sink~a2d!2cosk~a2d!#. ~46!

It follows directly from an application of Green’s inte-
gral theorem that

f~r !5QG~r ,d!, d,r ,a, ~47a!

f~r !52
Q

4pr

1

D
@ka cosk~a2r !

2~11 ikah!sink~a2r !# ~47b!

and, in the limitd→0, the prior result of Eq.~34b! for exci-
tation by a point source is recovered.

D. Dipole at the center of a sphere

To determine the field of a dipole, it is first necessary to
find an appropriate boundary condition that applies at the
center of the sphere. To this purpose, it is sufficient to con-
sider a dipole in an unbounded space, where the monopole
field is given by the familiarR21 expikR. If a point source is
located at the origin in an unbounded space and the source
has a dipolar nature, the dipole having its axis along the
z-axis ~from which the polar angleu is measured!, then the
velocity potential, here denoted asx(r ,u), at small radial
distance from the origin should have the form

x~r ,u!5
D

4p H ]

]z8 S exp@ ik@x21y21~z2z8!2#1/2#

@x21y21~z2z8!2#1/2 D J
z850

;
Q

4p H z2z8

R3 J
z850

;
D

4p

cosu

r 2 , r→0. ~48!

HereD is the dipole source amplitude and can be regarded as
the product of a large monopole amplitudeQ times the small
distanced between monopoles of amplitudeQ and2Q.

The presence of the factor cosu in this limit, given a
rudimentary knowledge of separable solutions of the Helm-
holtz equation in spherical coordinates, suggests that the ve-
locity potential be taken of the general form

x~r ,u!5f~r !cosu, ~49!

where the radially dependent factorf(r ) remains to be de-
termined. Such a substitution into the Helmholtz equation
yields the ordinary differential equation

F 1

r 2

d

dr S r 2
d

dr D1k22
2

r 2Gf50, 0,r ,a, ~50a!

while the limiting form of Eq.~48! yields the inner boundary
condition

f→ D

4pr 2 , r→0. ~50b!

At the outer surface of the cavity the admittance boundary
condition is once again applied, and this is unaffected by the
factor u, so one has

d

dr
f5 ikhf, r 5a ~50c!

as the outer boundary condition onf.
An effective Green’s function for integration of the sys-

tem Eq.~50! obeys the system of equations

F 1

r 2

d

dr S r 2
d

dr D1k22
2

r 2GG52
d~r 2r 8!

4pr 2 , ~51a!

G~0,r 8!50,
dG

dr
5 ikhG, r 5a. ~51b!

To determine the Green’s function, one follows the general
methodology of the previous sections and sets

G~r ,r 8!5C f1~r ,! f 2~r .! ~52!

as in Eq.~25!. Taking into account the known solutions of
the homogenous version of the ordinary differential equation
~51a! and of the outer boundary conditions, one finds that the
function f 1(r ) that appears in Eq.~52! can be taken as

f 1~r !5 j 1~kr !, ~53!

which has the asymptotic behavior

f 1~r !; 1
3kr, kr→0. ~54!

Similarly, the other functionf 2(r ) can be taken as

f 2~r !5@n18~ka!2 ihn1~ka!# j 1~kr !

2@ j 18~ka!2 ih j 1~ka!#n1~kr !. ~55!
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Here the results involve the first-order spherical Bessel and
Neumann functions, together with their argument derivatives
~symbolized by a prime!.

As in the previous examples, the constantC is deter-
mined from the derivative jump condition

r 82
d

dr
GU

r 5r 820

r 5r 810

52
1

4p
. ~56!

The intricate expression that results when the explicit form
of Eq. ~52! for the Green’s function is inserted here is sim-
plified with the following relations~the first of which holds
for either j m or nm)

d

dz
j m~z!5

1

2m11
@m jm21~z!2~m11! j m11~z!#,

~57a!

nm21~z! j m~z!2nm~z! j m21~z!5
1

z2 . ~57b!

It follows after some algebra that the scale factorC in Eq.
~52! is expressed by

C52
k

4p F 1

ih j 1~ka!2 j 18~ka!G . ~58!

The resulting Green’s function is

G~r ,r 8!5
1

4p F k j1~kr,!

j 18~ka!2 ih j 1~ka!G
3$@n18~ka!2 ihn1~ka!# j 1~kr.!

2@ j 18~ka!2 ih j 1~ka!#n1~kr.!%. ~59!

The denominator in this expression indicates what are the
appropriate eigenvalues for a class of eigenfunctions of the
Helmholtz equation within the spherical cavity, each such
eigenfunction having the separated form

xn~r ,u!5fn~r !cosu ~60!

and satisfying the admittance boundary condition Eq.~50c!.
The equation for determining the eigenfunctions is accord-
ingly

j 18~kna!5 ih j 1~kna!. ~61!

A one-dimensional counterpart of Green’s theorem can
be deduced from the differential equations forf, G, and
from their common boundary condition atr 5a. With the aid
of this theorem, one obtains

2
1

4p
f~r 8!5 lim

r→0
H r 2S G

d

dr
f2f

d

dr
GD J

52
kD

4p
C f2~r 8!. ~62!

The evaluation of the limit results with the help of Eqs.~50b!
and ~59!. Hence

f~r !5kC f2~r !5Dk2
@n18~ka!2 ihn1~ka!# j 1~kr !1@ ih j 1~ka!2 j 18~ka!#n1~kr !

4p@ j 18~ka!2 ih j 1~ka!#
. ~63!

That this does indeed have the requisite behavior

f~r !→ Q

4pr 2 , r→0 ~64!

is confirmed when one makes use of the asymptotic relations

j 1~z!→0, n1~z!→2
1

z2 , z→0. ~65!

E. Off-center point source in a sphere

Consider next the placement of a monopolar point
source at the distanced(,a) from the center of a spherical
cavity, along the direction of the polar axis whereuponu
50. Let

R5@r 2 sin2 u1~r cosu2d!2#1/2

5@r 21d222rd cosu#1/2 ~66!

denote the distance from the source in terms ofd and of the
spherical coordinates at pointP; and note the representation
for an isolated~free space! source function~omitting the time
factor e2vt),

Q
eikR

4pR
5

ikQ

4p (
m50

`

~2m11! j m~kr,!

3hm
~1!~kr.!Pm~cosu!, ~67!

wherer , ,r . correspond to the smaller/larger ofd,r respec-
tively. The functions

hm
~1!~z!5 j m~z!1 inm~z! ~68!

are spherical Hankel functions of the first kind and of order
m. The functionsPm are Legendre polynomials.

With the above expression as a guide, it is evident that
within the cavity it is appropriate to express the spatial wave
form by a sum
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x~r ,u!5 (
m50

`

fm~r !Pm~cosu!. ~69!

Substitution into the Helmholtz equation in spherical coordi-
nates indicates that the radial functions obey the equation

F 1

r 2

d

dr S r 2
d

dr D1k22
m~m11!

r 2 Gfm~r !50, 0,r ,a.

~70!

@This is derived in most texts on partial differential equa-
tions.# The Legendre polynomials satisfy an analogous se-
quence of partial differential equation,

1

sinu

d

du S sinu
d

du
PmD1m~m11!Pm50. ~71!

To determine the individual radial factors, it is appropri-
ate to define corresponding Green’s functionsGm(r ,r 8) by
the relations

F 1

r 2

d

dr S r 2
d

dr D1k22
m~m11!

r 2 GGm~r ,r 8!

52
d~r 2r 8!

4pr 2 , m50,1,..., ~72a!

Gm5O~r m!, r→0, ~72b!

d

dr
Gm5 ikhGm , r 5a. ~72c!

Expressions for such Green’s functions are derivable using
the methodology explained in the preceding sections of this
paper, the result being

Gm~r ,r 8!5
k

4p F j m~kr,!

j m8 ~ka!2 ih j m~ka!G
3$@nm8 ~ka!2 ihnm~ka!# j m~kr.!

2@ j m8 ~ka!2 ih j m~ka!#nm~kr.!% ~73!

and is similar to what was found in the previous example.
Combining the differential equations forfm andGm and

integrating over the range 0,r ,a yields the jump condition

2
1

4p
fm~r 8!5 lim

e→0
H r 2S Gm

d

dr
fm2fm

d

dr
GmD U

r 5d2e

r 5d1eJ
5d2Gm~d,r 8!

d

dr
fmU

r 5d2e

r 5d1e

, ~74!

when the behaviors offm , Gm at r 50, a are taken into
account.

In the application of Eq.~74!, one notes that near the
point source the specification

fm5
ikQ

4p
~2m11! j m~kr,!hm

~1!~kr.! ~75!

is implied by Eq.~67!: thus Eq.~74! yields

d

dr
fmU

r 5d20

r 5d10

5
iQk2

4p
~2m11!@hm

~1!8~ka! j m~kd!

2hm
~1!~kd! j m8 ~kd!#

52
Qk2

4p
~2m11!@ j m~kd!nm8 ~ka!

2 j m8 ~kd!nm~kd!#

52
Q

4pd2 ~2m11!. ~76!

This in turn yields the result

fm~r !5
kQ

4p
~2m11!F j m~kd!

j m8 ~ka!2 ih j m~ka!G
3$@nm8 ~ka!2 ihnm~ka!# j m~kr !

1@ ih j m~ka!2 j m8 ~ka!#nm~kr !%. ~77!

The overall velocity potential is consequently given, forr
.d, by

x~r ,u!5 (
m50

`

fm~r !Pm~cosu!

5
kQ

4p (
m50

`

~2m11!F j m~kd!

j m8 ~ka!2 ih j m~ka!G
3$@nm8 ~ka!2 ihnm~ka!# j m~kr !

2@ j m8 ~ka!2 ih j m~ka!#nm~kr !%Pm~cosu!. ~78!

The analogous version forr ,d is similarly obtainable from
Eq. ~77!.

F. Line source on the cylinder axis

As a final example of the foregoing Green’s function
approach, let it be supposed that a time-periodic line source
is situated on the axis of a cylindrical cavity whose plane
faces (z50,H) are rigid. The curved surface (r5a, 0,z
,H) is characterized by an admittance parameterh. The
line source is characterized by a volume velocityQ(z) per
unit length that depends on the axial coordinatez. Then the
velocity potentialf(r,z) within the cavity obeys the system
of equations

S ]2

]r2 1
1

r

]

]r
1

]2

]z2 1k2Df52Q~z!
d~r!

2pr
, ~79a!

]f

]r
5 ikhf, r5a, 0,z,H, ~79b!

]f

]z
50, z50, z5H, 0<r,a. ~79c!

To determine the velocity potential, one introduces the
expansion

f~r,z!5 (
m50

`

fm~r!cos
mpz

H
, ~80!
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and expands the source function in an analolgous Fourier
series. It is subsequently found that the individual coefficient
functionsfm(r) are solutions of

F1

r

d

dr S r
d

dr D1k22S mp

H D 2Gfm~r!52
2

H
Qm

d~r!

2pr
,

~81!

where

Qm5E
0

H

Q~z!cos
mpz

H
dz. ~82!

These continue to satisfy the admittance boundary condition

d

dr
fm5 ikhfm , r5a. ~83!

These equations hold form50,1,...
To solve Eq.~81! with the boundary condition~83!, one

defines a Green’s functionGm(r,r8) such that

F1

r

d

dr S r
d

dr D1k22S mp

H D 2GGm~r,r8!52
d~r2r8!

2pr
,

~84a!

Gm~0,r8! finite, ~84b!

d

dr
Gm5 ikhGm , r5a. ~84c!

In a manner similar to that of the preceding examples, one
concludes that this Green’s function is expressible in the
form

Gm~r,r8!5
1

4i F J0~amr,!

amJ1~ama!1 ikhJ0~ama!G
3$@ ikhH0

~1!~ama!1amH1
~1!

3~ama!#J0~amr.!2@ ikhJ0~ama!

1amJ1~ama!#H0
~1!~amr.!%, ~85!

whereJ0 , J1 denote zero, first-order Bessel functions, and

H0
~1!~z!5J0~z!1 iN0~z!, H1

~1!~z!5J1~z!1 iN1~z!
~86!

are the corresponding order Hankel functions.
The parameter in Eq.~85!

am5@k22~mp/H !2#1/2 ~87!

assumes positive real or imaginary values according as

k.
np

H
or k,

mp

H
. ~88!

When the first inequality holds, the Hankel functions of Eq.
~85! can be replaced by~i times! the like Neumann functions
and the Green’s function representation becomes~for k
.mp/H)

Gm~r,r8!5
1

4 F J0~amr,!

amJ1~ama!1 ikhJ0~ama!G
3$@ ikhN0

~1!~ama!1amN1
~1!

3~ama!#J0~amr.!2@ ikhJ0~ama!

1amJ1~ama!#N0
~1!~amr.!%. ~89!

When the second inequality in Eq.~88! holds, the Bessel and
Hankel functions are replaced by another quartet of cylinder
functions, in accordance with the relations

J0~ iz!5I 0~z!, J1~ iz!5 i I 1~z!, ~90a!

H0
~1!~ iz!5

2

p i
K0~z!, H1

~1!~ iz!52
1

p
K1~z!, ~90b!

and the corresponding version of Eq.~85! becomes~for k
,mp/H)

Gm~r,r8!5
1

4i F I 0~bma,!

bmI 1~ama!1 ikhI 0~bma!G
3$@bmK1~bma!1 ikhK0~bma!#I 0~bmr.!

1@bmI 1~bma!2 ikhI 0~bma!#

3K0
~1!~bmr.!%, ~91!

with

am5 ibm , bm
2 5~mp/H !22k2.0. ~92!

It follows from Eqs.~81! and ~84a! jointly that

Gmr
d

dr
fm2fmr

d

dr
Gm5

fm~r8!

2p
. ~93!

This equation with the aid of Eq.~81! leads to the inner
boundary condition

lim
r→0

r
d

dr
fm52

Qm

pH
. ~94!

After examination of the behaviors offm , Gm in the respec-
tive limits r→0, a, one determines that the the coefficient
functionsfm(r) of Eq. ~80! are related to the Green’s func-
tions Gm by the relation

fm~r!5
2

H
QmGm~0,r!, m50,1,... . ~95!

IV. POWER CALCULATIONS

A significant measure pertaining to the source excited
cavity field, namely the time averaged rate at which energy is
absorbed at the surface, can be determined once the velocity
potential is known.

For harmonically time varying states the average power
absorbed at the surfaceSof a cavity with specific admittance
h is expressed by

Pabs5
rv

2
Im E

S
f*

]f

]n
dS5

rv

2
Im E

S
ikhufu2 dS, ~96!

wherer is the mass density of the fluid within the cavity.
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For simplicity, the admittance parameterh is taken to be
real in the examples below. The passive nature of the surface
requires that it be positive.

A. Source at the center of a sphere

For the previously considered example of a monopole
source at the center of a spherical cavity with radiusa, the
expression above yields

Pabs5
rvk

2
h@4pa2#uf~a!u2 ~97!

with the assumption~stated above! that the parameterh has
a real and uniform value. Substituting forf(a) from Eq.
~34b! yields

Pabs5
1

8p F rchk4a2Q2

~ka coska2sinka!21~kah sinka!2G . ~98!

To gauge the magnitude of this result, it is appropriate to
compare it to the power output from the identical source in
free space, namely

P05
1

8p
rck2Q2. ~99!

The relative power output is consequently seen to be

Pabs

P0
5

h~ka!2

~ka coska2sinka!21~kah sinka!2 . ~100!

This is the same in essence as a previous result given by
Waterhouse~1963!.

B. Oscillating spherical surface inside the cavity

In the case of a source featuring a uniform radial veloc-
ity over a spherical surface of radiusa, as relation~41! de-
tails, the result in Eq.~47b! implies that

Pabs5
1

8p

rchk4a2Q2

uDu2
, ~101!

where the complex quantityD is defined by Eq.~46!. The
previously derived result Eq.~98! follows from this whend
→0, because

D→sinka2ka cosa1 ikah sinka, d→0. ~102!

C. Off-center source within a sphere

For an off-center source within a spherical cavity the
velocity potential at the cavity outer surface can be deduced
from Eq. ~78! and from the Wronskian relation

j m~z!nm8 ~z!2 j m8 ~z!nm~z!5
1

z2 . ~103!

The derived field at the surface is consequently

x~a,u!5
kQ

4p

1

~ka!2 (
m50

`

~2m11!

3
j m~kd!

j m8 ~ka!2 ih j m~ka!
Pm~cosu!. ~104!

From this, in turn, one determines that the rate of energy
absorption is

Pabs5
rvk

2
hE

0

p

ux~a,u!u2~2pa2!sinu du

5
1

8p

rchk2Q2

~ka!2 (
m50

`

~2m11!

3
j m
2 ~kd!

@ j m8 ~ka!#21@h j m~ka!#2 . ~105!

The derivation makes use of the orthogonality relation for
Legendre polynomials

E
0

p

sinuPm~cosu!Pn~cosu!du5
2

2m11
dmn . ~106!

The normalized version of the above result is

Pabs

P0
5

h

~ka!2 (
m50

`

~2m11!
j m
2 ~kd!

~ j m8 ~ka!!21~h j m~ka!!2 .

~107!

If the source is allowed to approach the center of the sphere,
one expects the result for a monopole at the center to result.
In this regard, one notes that Eq.~107! assumes, in the limit
kd→0, the form

Pabs

P0
5

h

~ka!2

1

@ j 1~ka!#21@h j 0~ka!#2

5
h~ka!2

~ka coska2sinka!21~hka sinka!2 ~108!

which agrees with Eq.~100!.

D. Dipole at the sphere center

The velocity potential for a dipole at the center of the
sphere, as given by Eq.~63!, reduces at the outer boundary
of the cavity to

f~a!cosu5
Q

4pa2

cosu

j 18~ka!2 ih j 1~ka!
. ~109!

Consequently, the corresponding rate at which energy is ab-
sorbed at the surface equals

Pabs5
1

2
rvkh@2pa2#uf~a!u2E

0

p

cos2 u sinu du

5
rch

24p

k2Q2

a2

1

@ j 18~ka!#21@h j 1~ka!#2 . ~110!

This can be compared to the power output by the same di-
pole in free space, such being

P05
rck4

24p
Q2. ~111!

The corresponding ratio of these two powers is

Pabs

P0
5

h

~ka!2

1

~ j 18~ka!!21~h j 1~ka!!2 . ~112!
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E. Line source at the center of a cylinder

As regards a cylindrical cavity with a nonuniform source
distribution along its axis, the time rate of energy absorption
at the curved surface can be determined from the defining
expression

Pabs5
1

2
~rvkh!2paE

0

H

uf~a,z!u2 dz. ~113!

The appropriate insertion for the velocity potential is

f~a,z!5 (
m50

`
2

H
QmGm~0,a!cos

mpz

H
, ~114!

where the Green’s function factors are found from Eqs.~89!
and ~91!. Thus introducing the symbol@x# to denote the in-
teger closest in value tox, but yet which is smaller thanx, it
follows that

Pabs52prch
ak2

H (
m50

`

Qm
2 uGm~0,a!u2

5
1

2p
rch

k2

aH H (
m50

@kH/p# Qm
2

@amJ1~ama!#21@hJ0~ama!#2

1 (
@kH/p#11

` Qm
2

@bmI 1~bma!#21@hJ0~bma!#2J . ~115!

While this appears somewhat cumbersome, one anticipates a
rapid convergence in the latter sum when

bma5@~mp/H !22k2#1/2a@1. ~116!
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A particle velocity-strain, finite-difference~FD! method with a perfectly matched layer~PML!
absorbing boundary condition is developed for the simulation of elastic wave propagation in
multidimensional heterogeneous poroelastic media. Instead of the widely used second-order
differential equations, a first-order hyperbolic leap-frog system is obtained from Biot’s equations.
To achieve a high accuracy, the first-order hyperbolic system is discretized on a staggered grid both
in time and space. The perfectly matched layer is used at the computational edge to absorb the
outgoing waves. The performance of the PML is investigated by calculating the reflection from the
boundary. The numerical method is validated by analytical solutions. This FD algorithm is used to
study the interaction of elastic waves with a buried land mine. Three cases are simulated for a
mine-like object buried in ‘‘sand,’’ in purely dry ‘‘sand’’ and in ‘‘mud.’’ The results show that the
wave responses are significantly different in these cases. The target can be detected by using
acoustic measurements after processing. ©2001 Acoustical Society of America.
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PACS numbers: 43.20.Bi, 43.20.Fn, 43.20.Gp@ANN#

I. INTRODUCTION

Simulation of elastic waves propagating in fluid-
saturated porous media is of great importance to geophysical
exploration, reservoir engineering, and military applications.

With the increasing difficulty of exploring natural re-
sources and the growing realization that hydrocarbon reser-
voirs are more heterogeneous and complex than assumed in
the past, it is desirable to characterize the subsurface mate-
rials as fluid-saturated porous media than perfectly elastic
single phase materials.

In military applications, simulation of waves in porous
media is important for underwater acoustics. More recently,
acoustic waves are used for land mine detection. For plastic
land mines, acoustic waves provide a much better measure-
ment than the traditional electromagnetic induction method.
Although the soil can be approximated as a single phase
elastic material, it is more accurate to treat soil as two phase
composite materials consisting of granular solid and pore
fluid.

Simulation of wave propagation in porous, fluid-
saturated media requires the analytical or numerical solution
of Biot’s equations.1–3 For a heterogeneous, complex model,
in general it is not possible to find analytical solutions to
Biot’s equations. Numerical methods have to be used to ob-
tain these solutions. Finite-difference~FD! algorithms have
been developed to simulate wave propagation in poroacous-
tic media,4 and in homogeneous poroelastic media.5 A
centered-grid FD scheme has also been developed for hetero-
geneous poroelastic media.6 In this article, a velocity-strain,
finite-difference method is developed in a staggered grid for
heterogeneous poroelastic media. In this method, Biot’s
equations3 are reformulated into first-order equations to ar-

rive at a leap-frog system in a staggered grid both in time
and space domains. Numerical solutions have been validated
by analytical solutions.

In order to simulate an unbounded medium, an absorb-
ing boundary condition~ABC! must be implemented to trun-
cate the computational domain in numerical algorithms.
There are many kinds of ABCs developed for numerical
simulation of wave propagation. Cerjanet al.7 introduced a
simple damping taper to the boundaries to attenuate the out-
going waves. Since this lossy layer is not perfectly matched
to the interior region, however, it requires a substantial num-
ber of layers for the taper to be effective. Clayton and
Engquist8 ~CE! use the paraxial approximation to the wave
equation to make the boundary transparent to outgoing
waves. The CE ABC can lead to instability when the Poisson
ratio is greater than 2.9 Since Berenger10 proposed the highly
effective perfectly matched layer~PML! as an absorbing
boundary condition for electromagnetic waves, the PML has
been widely used for finite-difference and finite-element
methods. Chew and Liu11,12 first proposed the PML for elas-
tic waves in solids, and proved the zero reflections from
PML to the regular elastic medium. Hastingset al.13 have
independently implemented the PML ABC for two-
dimensional problems by using potentials. The PML has also
been extended to model acoustic waves and electromagnetic
waves in lossy media.14 The PML has been applied to the
second-order Biot’s equation for fluid-saturated poroelastic
media,15 which requires a complicated convolution. In this
article, as the PML is developed for the first-order system,
incorporation of PML becomes much simpler. The effective-
ness of this ABC is confirmed by examining the reflection
from the boundary.

By using this numerical method, interaction of elastic
waves with a buried plastic minelike object is investigated.
Three cases are simulated for a plastic minelike object burieda!Electronic mail: qhliu@ee.duke.edu
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in ‘‘sand,’’ in purely dry ‘‘sand’’ and in ‘‘mud.’’ The results
show that the wave responses are significantly different in
these cases. After processing, the target can be detected by
using surface acoustic measurements.

II. FORMULATION

A. The governing equations

The propagation of acoustic waves in porous and fluid-
saturated media is different from that in single phase elastic
media. In addition to the regular P waves and S waves in
solid elastic media, a slow P wave which results from the
relative motion between solid frame and fluid may be present
in porous media. Thus the pattern of energy dissipation in
porous media is different from that in solid elastic media.
Based on continuum mechanics and macroscopic constitu-
tive relationship, Biot1–3 developed a theory of wave motion
in a porous elastic solid saturated with a viscous compress-
ible fluid. Biot’s theory was confirmed by Burridge and
Keller16 based on the dynamic equations which govern the
behavior of medium on a microscopic scale. Plona17 also
confirmed Biot’s theory through experiments.

In an isotropic, heterogeneous porous elastic medium,
the parameters describing the physical properties of the me-
dium are as follows:

m shear modulus of dry porous matrix
lc Lame constant of saturated matrix
f porosity
h viscosity
k permeability
r the overall density of the saturated medium deter-

mined byr ff1(12f)rs

rs density of solid material
r f density of fluid
a tortuosity of the matrix
Ks bulk modulus of the solid
K f bulk modulus of the fluid
Kb bulk modulus of the dry porous frame

The macroscopic displacements and strains are defined
as

ui ith component of displacements of solid particle
Ui ith component of displacements of fluid particle
wi ith component of relative displacement,wi5f(Ui

2ui)
eil il component of strain tensor in porous medium,eil

5@((]ul /]xi) 1 (]ui /]xl))/2#
e e5( i 51,2,3eii

j dilatation for the relative motion, j
52( i 51,2,3(]wi /xi)

For a three-dimensional isotropic, heterogeneous and
porous elastic medium, wave propagation is governed by Bi-
ot’s equations:3

2(
l

]

]xl
~mei l!1

]

]xi
~lce2aMj!5

]2

]t2
~rui1r fwi !,

~1!

]

]xi
~aMe2Mj!5

]2

]t2
~r fui1mwi !1

h

k

]wi

]t
, ~2!

wherem5ar f /f and

M5
1

f/K f 1 ~a2f!/Ks
, a512

Kb

Ks
.

Let vs be the velocity of the solid particle, andvf be the
velocity of the pore fluid relative to the solid frame. Then the
second-order equations~1! and ~2! can rearranged as the
first-order equations

~mr2r f
2!

]v i
s

]t
52m(

l

]

]xl
~meil !1m

]

]xi
~lce2aMj!

2r f

]

]xi
~aMe2Mj!1r f

h

k
v i

f , ~3!

~mr2r f
2!

]v i
f

]t
5r

]

]xi
~aMe2Mj!2r

h

k
v i

f

22r f(
l

]

]xl
~meil !2r f

]

]xi

3~lce2aMj!. ~4!

The time derivatives of strainsei l andj can be expressed as

]eil

]t
5@~]v l

s/]xi1]v i
s/]xl !/2#, ~5!

]j

]t
52¹"vf. ~6!

In the explicit first-order finite-difference schemes, Eqs.
~3!–~6! consist of a leap-frog system for the strain fieldei l ,
j and velocity fieldvs andvf. With proper absorbing bound-
ary conditions, these equations can be solved numerically for
the wave field in an unbounded medium.

Equations~3!–~6! predict the existence of three different
waves in fluid-saturated poroelastic media: a shear wave and
two compressional waves with a faster and a slower propa-
gation velocities.

B. Equations for the PML absorbing boundary
condition

In this article, the perfectly matched layer~PML! will be
used to truncate the unbounded medium, absorbing all out-
going waves. The artificial absorptive medium is introduced
in the regular medium by modifying Eqs.~3!–~6! with com-
plex coordinates.12,13,15 In the frequency domain~where a
time-harmonic factore2 j vt is implied andj 5A21), a com-
plex coordinate variable is chosen as

x̃i5E
0

xi
ei~xi8!dxi8 , ~7!

ei5ai1 j
v i

v
~ i 51,2,3!, ~8!
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whereai>1 is a scaling factor, andv i>0 is an attenuation
factor. The operator]/]xi can be expressed in terms of the
regular coordinate,

]

] x̃i

5
1

ei

]

]xi
. ~9!

The PML formulation is to replacexi in ~3!–~6! by the cor-
responding complex coordinatex̃i . In a PML region, the real
part ai is a scaling factor, and the imaginary partv i repre-
sents a loss in the PML. In a regular non-PML region,ai

51 andv i50.
In order to simplify the PML equations, the field vari-

ables are split as follows:

v i
s5 (

k51

3

v i
s(k) , v i

f5 (
k51

3

v i
f (k) ,

wherev i
s(k) andv i

f (k) represent the split field variables con-
taining space derivative]/]xk only. For example, Eq.~3! for
i 51 can be split into the following three equations,

~mr2r f
2!

]v1
s(1)

]t
52m

]

]x1
~me11!1m

]

]x1
~lce2aMj!

2r f

]

]x1
~aMe2Mj!,

~mr2r f
2!

]v1
s(2)

]t
52m

]

]x2
~me12!1r f

h

k
v1

f ,

~mr2r f
2!

]v1
s(3)

]t
52m

]

]x3
~me13!.

The diagonal strain componentseii need not be split. How-
ever, other strain components have to be split aseil

5(k51
3 eil

(k) for iÞ l , and j5(k51
3 j (k). For example, from

~5! we have

]eii

]t
5

]v i
s

]xi
,

e125e12
(1)1e12

(2) ,

]e12
(1)

]t
5

1

2

]v2
s

]x1
,

]e12
(2)

]t
5

1

2

]v1
s

]x2
,

j5j (1)1j (2)1j (3),

]j (1)

]t
52

]v1
f

]x1
,

]j (2)

]t
52

]v2
f

]x2
,

]j (3)

]t
52

]v3
f

]x3
.

In frequency domain PML formulation, afterxi is replaced
by x̃i , equations forv1

s , for example, can be rewritten as

~mr2r f
2!~2 j v!S 11 j

vx1

v
D v1

s(1)

52m
]

]x1
~me11!1m

]

]x1
~lce2aMj!

2r f

]

]x1
~aMe2Mj!,

~mr2r f
2!~2 j v!S 11 j

vx1

v
D v1

s(2)

52m
]

]x2
~me12!1S 11 j

v1

v D r f

h

k
v1

f ,

~mr2r f
2!~2 j v!S 11 j

v1

v D v1
s(3)52m

]

]x3
~me13!.

By taking the inverse Fourier transform, the above equations
yield the time-domain PML equations,

~mr2r f
2!S ]v1

s(1)

]t
1v1v1

s(1)D
52m

]

]x1
~me11!1m

]

]x1
~lce2aMj!

2r f

]

]x1
~aMe2Mj!, ~10!

~mr2r f
2!S ]v1

s(2)

]t
1v1v1

s(2)D
52m

]

]x2
~me12!1r f

h

k S v1
f 1v2E
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t

v1
f dt D , ~11!

~mr2r f
2!S ]v1

s(3)

]t
1v1v1

s(3)D 52m
]

]x3
~me13!, ~12!

]e11

]t
5

]v1

]x1
2v1e11, ~13!

]e12
(1)

]t
5

1

2

]v2
s

]x1
2v1e12

(1) , ~14!

]e12
(2)

]t
5

1

2

]v1
s

]x2
2v2e12

(2) , ~15!

]j (1)

]t
52

]v1
f

]x1
2v1j (1), ~16!

]j (2)

]t
52

]v2
f

]x2
2v2j (2), ~17!

]j (3)

]t
52

]v3
f

]x3
2v3j (3). ~18!

Similar equations can be obtained in the same way for other
componentsv2

s , v3
s , v1

f , v2
f , v3

f , ande13, e23. Within the
PML region, Eqs.~3! and ~4! are split into 18 equations for
3D. Equation~5! is split into nine equations and Eq.~6! is
split into three equations. So the total number of the equa-
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tions is 30 for the PML region, compared to 13 for the regu-
lar interior region. Thus, the memory requirement within the
PML region is about two and half times that required by a
regular medium for three-dimensional problems. This extra
memory requirement in the PML region is offset by the ef-
fectiveness of PML in absorbing the outgoing waves.

C. Finite-difference implementation

The governing equations for the PML absorbing bound-
ary condition, such as Eqs.~10!–~18!, are first-order partial
differential equations for particle velocity and strain. They
can be solved with different numerical methods. For the
evaluation of seismic and acoustic responses of specific
models, the accuracy and convenience of the numerical
method are of primary concern. The finite-difference method
is widely used in wave modeling because of its flexibility
and accuracy. For the first-order, leap-frog system of Eqs.
~3!–~6! and ~10!–~18!, the explicit finite-difference method
is used on a staggered grid.

To implement a 3-D finite-difference solution to the
equations with the PML, the material parameters and un-
known field components are discretized on a regular 3-D grid
at the intervalsDx1 , Dx2 andDx3 . The time domain is also
discretized with time stepDt. There are two discretization
schemes to approximate the first-order derivatives, i.e., the
centered grid and the staggered grid. Because the centered-
grid operator to perform first derivatives is less accurate than
the staggered grid operator,18 a staggered grid is used in this
article. For the FD implementation of Biot’s equations on a
staggered grid in Fig. 1, the velocity field components are
located at the cell’s face centers, while material parameters
and normal strains are located at the center of the cell, and
shear strains are located the at six edge centers. Strain field is
computed atnDt and velocity field is computed at (n
1 1

2)Dt. This staggered grid is similar to that for elastic
waves in a solid.19,20

With this discretization, the leap-frog system can be
written in a time-stepping form. In order to make the layout
of the formulas simple, the governing equations with PML

boundary conditions can be generalized as the first-order dif-
ferential equation. For examples,~11!, ~13! and ~16! can be
rewritten as

]v1
s(2)

]t
1c0v1

s(2)5c1E
2`

t

v1
f dt

1c2F2m
]

]x2
~me12!1r f

h

k
~v1

f !G ,
~19!

]e11

]t
1v1e115

]v2
s

]x1
, ~20!

]j (1)

]t
1v1j (1)52

]v1
f

]x1
, ~21!

wherec0 , c1 andc2 space-dependent coefficients. The cor-
responding time-stepping equations can then be written as

v1
s(2)@ j 1 , j 2 , j 3 ,~n1 1

2!#5 f 1v1
s(2)@ j 1 , j 2 , j 3 ,~n2 1

2!#

1 f 2R1 , ~22!

FIG. 2. Computational domain with an interior region and a PML boundary
region.

FIG. 3. A physical model showing source and receiver geometry used to
generate seismograms. Receivers are 7.5 m apart.

FIG. 1. The relative locations of field components in a unit cell of staggered
grid.
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e11@ j 1 , j 2 , j 3 ,~n11!#5g1e11@ j 1 , j 2 , j 3 ,n#1g2R2 , ~23!

j (1)@ j 1 , j 2 , j 3 ,~n11!#52g1j (1)@ j 1 , j 2 , j 3 ,n#2g2R3 ,
~24!

f 15
c0/221/Dt

1/Dt1c0/2
, f 25

1

1/Dt1c0/2
,

g15
v1/221/Dt

1/Dt1v1/2
, g25

1

1/Dt1v1/2
,

whereR1 , R2 andR3 are the right-hand sides of Eqs.~19!,
~20! and ~21! respectively. It should be noted that the mate-
rial parameters in the above equations must be properly av-
eraged in order to arrive at a higher accuracy.19 In order to
incorporate the PML boundary condition, the computational
domain is divided into a PML region and an interior region,
as shown in Fig. 2. The absorption of outgoing waves is
achieved by the PML region, which consists of several cells
of mathematically defined materials with a quadratically ta-
peredv i profile to increase the attenuation toward the outer
boundary. In this article,v i of the PML region is chosen as

v i~ j i !5
~M21/22 j i !

2

~M21/2!2
v i ,max, ~25!

where v i ,max is the value at the center of the cell at the
outermost boundary. At the outer boundary, the velocity
components and shear strain are forced to be zero. For con-
venience,v i ,max can be expressed in terms of dominant fre-
quency and a normalized coefficienta0 . Then Eq.~25! be-
comes

v i5H 2pa0f 0~ l xi
/LPML!2, inside PML,

0, outside PML,
~26!

where f 0 is the dominant frequency of the source,LPML is
the thickness of the PML region, andl xi

is the distance from
the interface between the interior region and the PML region.

III. NUMERICAL RESULTS

The finite-difference algorithm on a staggered grid has a
higher accuracy than on a centered grid. Thus, the PML re-
gion can be made thinner with a staggered grid with a better
absorption than with a centered grid. In this article, the
length of the PML region is chosen to be 10 cells. The FD
algorithm is illustrated by its two-dimensional implementa-
tion.

In the following numerical results, a pure P-wave source
is used to excite the seismic wave field. The source time
function is the first derivative of a Gaussian function

S~ t !5~ t2t0!e2p2f 0
2(t2t0)2

,

where f 0 is the predetermined dominant frequency, andt0

the time shift.
Unless otherwise stated, a bulk source is used in the

following examples. The source energy is partitioned lin-
early between the solid and the fluid phases with factors

Wf5f, Ws5~12f!, Wr5fuWf2Wsu,
whereWf is the weighting factor for the fluid motion,Ws is
for the solid motion andWr is for the relative motion be-
tween solid frame and pore fluid.

A. PML performance

The effectiveness of the absorbing boundary condition is
an essential factor for the successful numerical simulation. A
good absorbing boundary condition has the characteristics of
effective absorption of outgoing waves without requiring a
large memory. In this article, the performance of the PML is
investigated on a homogeneous, fluid-saturated poroelastic

FIG. 4. Vertical velocity components waveforms of the model in Fig. 3.

FIG. 5. ~a! Comparison of numerical
solution at a location 5 cells away
from the PML boundary in the model
in Fig. 3 with a reference solution.~b!
The difference between these two so-
lutions.
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medium by comparing numerical solutions of PML model
with reference solutions that do not have reflections. The
optimizeda0 can be obtained by examining the attenuation
of the wave field in the PML region.

The homogeneous model for the PML performance test
is a sandstone fully saturated with water having the proper-
ties of rs52650 kg/m3, r f51040 kg/m3, and porosityf
50.3. This model has the wave propertiesv fast52365.7 m/s
for fast P wave,vslow5776.95 m/s for slow P wave and
vshear5960.5 m/s for shear wave. The geometry of the physi-
cal model with receivers and source is shown in Fig. 3.

Figure 4 shows the numerical results of vertical velocity
in solid from the model with the PML boundary condition.
With the PML region, the reflections are eliminated from the
seismograms. Another advantage of the PML absorbing
boundary condition is its stability. For this particular model,
v fast/vshear52.46, which will cause an instability problem for
the CE boundary condition.10

In order to quantify the reflections from the PML bound-
ary, the reflection coefficient in dB is calculated for a loca-
tion 5 cells away from PML interface in this model. The
reflection was obtained by comparing the numerical results
from the model with the PML boundary to those from a

much larger model with the Dirichlet boundary in which
reflections have not arrived within the time window of inter-
est. Figure 5~a! shows these two results together, while Fig.
5~b! shows the difference. The PML result and the reference
are almost indistinguishable at the signal scale. Compared to
incident signal, the reflection is about 50 dB down.

B. Validation of numerical results

An analytical solution for the particle velocity field in a
homogeneous, fluid-saturated poroelastic medium subject to
a point source in 3-D space or a line source in 2-D space can
be derived.6 The particle velocity is obtained in a closed
form via potential functions.

For Biot’s equations, it is convenient to solve for the
particle velocity through potential functions. The velocity of
particles and body force at source can be expressed in terms
of potentials as

u5¹cs1¹3Cs ,

U5¹c f1¹3C f ,

f5¹F1¹3C,

where ¹•C f50, ¹•Cs50 and ¹•C50 and describe the
rotational potentials, whilecs , c f andF describe the dila-
tational potentials. If the source is purely dilatational, then its
rotational component disappears. In the time domain, for a
purely P-wave point source and ideal nonviscous fluid, the
potential can be expressed as

cs~r ,t !5
as~ t2 r /Vf !1bs~ t2 r /Vs!

4pr
,

cs~r ,t !5
aAfs~ t2 r /Vf !1bAss~ t2 r /Vs!

4pr
,

wherer is the distance ands(t) is the source time function.
Af and As represent the ratios between the solid and fluid
motion for the fast P wave and the slow P wave. The coef-
ficientsa andb are determined by the regularity conditions.
Vf andVs are the velocities of the fast P wave and the slow
P wave, respectively.

In two dimensions, for a pure P-wave line source along
the y axis, the solution can be obtained by integrating the
point source solution in they direction. In thex–z plane, the
dilatational potentials are

FIG. 6. Comparison of analytical and numerical solutions for the vertical
velocity component in the solid for~a! Dx53 m and~b! Dx51 m.

FIG. 7. Geometry of the model of a buried minelike object.

TABLE I. Properties of sand and mud~from Ref. 21!.

Sand Mud

Porosity 0.4 0.6
Density (kg/m3) 1990 1660
Structure factor 1.8 1.9
Permeability (m2) 3310211 3310213

Bulk modulus~Pa! 43107 13107
Shear modulus~Pa! 2.23107 63106
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cs~x,z,t !5
aH~ t2 r /Vf !

2p E
r /Vf

t s~ t2t!

At22r 2/Vf
2

dt

1
bH~ t2 r /Vs!

2p E
r /Vs

t s~ t2t!

At22r 2/Vs
2

dt,

c f~x,z,t !5
aAfH~ t2 r /Vf !

2p E
r /Vf

t s~ t2t!

At22r 2/Vf
2

dt

1
bAsH~ t2 r /Vs!

2p E
r /Vs

t s~ t2t!

At22r 2/Vs
2

dt,

where H~ ! is the Heaviside step function andr 5Ax21z2.
Once the potential functions are available, the velocity can
be easily obtained by taking the gradient of potential func-
tions.

The validation of the numerical method can be done by
comparing the numerical results with the above analytical

solution. A homogeneous model whose parameters are the
same as the previous model is considered. A P-wave line
source of the first derivative Gaussian time function with
f 0540 Hz is located at~0,0!. Then the solution at~30 m,30
m! is calculated numerically and analytically. The numerical
solutions for two different grid spacings are displayed with
an analytical solution in Fig. 6. The oscillatory tails and dis-
agreement in Fig. 6~a! for a coarser grid are caused by the
dispersion of the slow P wave. When the grid spacing is
decreased, the numerical solutions agree well with the ana-
lytical solution in Fig. 6~b!.

C. Applications

This algorithm can be used to characterize a reservoir in
a large scale as well as to investigate soil property in a small
scale. In this section, this method is used to model a plastic
minelike object that is difficult to detect with the more con-
ventional electromagnetic induction sensors~i.e., metal de-

FIG. 8. Seismograms of the vertical particle velocity on
the surface for a plastic minelike object in a ‘‘dry sand’’
model.~a! The total field.~b! The scattered field.
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tectors!. The geometry of the model of a buried object is
shown in Fig. 7.

For the plastic minelike object, the parameters are cho-
sen asr51330 kg/M3, S-wave velocityvshear5417 m/s and
P-wave velocityvp51060 m/s. The material in the ground
may be considered as a two-phase composite material con-
sisting of granular solid and pore fluid. The nature of this
composite varies with environment, geographic location, and
with depth below the surface of ground. Three different
types of soil—dry ‘‘sand,’’ ‘‘sand’’ and ‘‘mud’’—are used.
The first is similar to a coarse sand deposit saturated with air.
The second is similar to a coarse sand deposit saturated with
water. The third is similar to a fine clay mixture or mud. The
elastic properties of these materials are listed next and in
Table I.

Grain and fluid properties Ks53.631010 Pa
K f52.03109 Pa

rs52650 kg/m3

r f51000 kg/m3

Viscosity h51.031023 Mks
Sound speed of fluid C051414 m/s

A vertical dipole line source with the first derivative of
Gaussian pulse with center frequency of 15 kHz is located on
the free surface. The receivers are uniformly distributed on
the free surface at a distance 2 to 14.5 cm from the source.
The plastic minelike object is buried in the ground with its
upper edge 2 cm beneath the surface of the ground. The
space step is chosen such that there are 15 grid points per
minimum wavelength. The time step is chosen according to
the stability condition. Because the minimum wave velocity
is different, these three models have a different grid size and
number of cells. The computational domain contains 600
3160 cells for the ‘‘dry sand’’ model, 4003100 cells for the

FIG. 9. Same as Fig. 8 except for the ‘‘sand’’ model.

2578 2578J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Y. Q. Zeng and Q. H. Liu: Time reversal for a spherical scatterer



‘‘sand’’ model, and 6003160 for the ‘‘mud’’ model, includ-
ing a PML region with a thickness of 10 cells.

The numerical simulations of the soil with plastic mine-
like objects were carried out to examine the effects of the
plastic object on the wave field and investigate the possibility
of the detection of a plastic object in the ground by using
acoustic method. Figure 8~a! shows the synthetic seismo-
grams of the vertical velocity of solid particle at the surface
for the dry sand model. Here, the vertical velocity is plotted
as a function of time and vertically offset by the distance
from the source. The wave speed is indicated by the slope of
the traveling waves in the figure. Clearly, the Rayleigh sur-
face wave dominates the wave field. In the scattered field in
Fig. 8~b! ~obtained by subtracting the background field from
the total field!, the reflected shear wave dominates the wave
field. Figures 9~a! and ~b! show the total field and scattered
field for the ‘‘sand’’ model. In the total field, a strong Ray-

leigh surface which has lower speed than the shear wave is
present. The reflected shear wave can be seen clearly just
behind the surface wave on the first several traces. Because it
has a higher speed, it surpasses the surface wave at far off-
sets. In this figure, the reflected shear wave dominates other
waves. Figures 10~a! and ~b! show the total and scattered
fields respectively for the ‘‘mud’’ model. The results are
very similar to those of the ‘‘sand’’ model except that the
speeds of surface waves and shear waves are much lower.

IV. CONCLUSION

A particle velocity-strain, finite-difference method com-
bined with the perfectly matched layer~PML! has been for-
mulated in three dimensions for the simulation of seismic
waves propagating in porous media. The performance of the
PML boundary in two dimensions has been studied on a

FIG. 10. Same as Fig. 8 except for the ‘‘mud’’ model.
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homogeneous model by calculating the reflection from the
boundary. The analytical solution to Biot’s equations is used
to validate the numerical algorithm. The results show that the
first-order, leap-frog, staggered-grid scheme has a higher ac-
curacy than the second-order, centered-grid finite-difference
scheme. Even with only a 10-cell PML region, the reflection
is much less than that of second-order centered-grid scheme
with 20-cell PML. The results also show the scheme is stable
even if the ratio of the fast P-wave velocity to shear wave
velocity is greater than 2.

This numerical method has been used to investigate the
interaction of elastic waves with a buried minelike object.
Three cases have been investigated: a plastic object buried in
purely dry ‘‘sand,’’ in ‘‘sand,’’ and in ‘‘ mud.’’ The results
show that the wave responses are substantially different for
different backgrounds.
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I. INTRODUCTION

Pulse propagation in inhomogeneous and random media
is a phenomena of much interest in applied sciences such as
ocean acoustics and atmospheric optics. Much of the theo-
retical work done in wave propagation in random media~see
review in Ref. 1! consists of analysis in the frequency do-
main, that is, studies of the Helmholtz equation rather than
the time-domain wave equation. The reason for this is that
this problem can be treated as a scattering problem and there
are powerful techniques to study wave scattering in the fre-
quency domain while time-domain formulations are notori-
ously more difficult to use and obtain results. Fourier synthe-
sis must then be used to find out the implications for pulse
propagation of the results obtained by single frequency
methods. Recently~see Ref. 2! an approach for treating wave
propagation in random media in a space–time framework
was proposed using a time-domain progressive wave equa-
tion derived a few years ago by McDonald and Kuperman3

from the wave equation. This equation is the equivalent in
the space–time formulation of the well-known parabolic~or
paraxial! wave equation in the space-frequency
formulation4,5 and mathematically similar to the time-
dependent Schro¨dinger equation. The parabolic equation in
the frequency domain has been extensively used to discuss
wave propagation in random media; an important example of
its use can be found in Ref. 6. In the present article a previ-
ously developed~see Ref. 2! path integral representation for
the solution of the time-domain progressive wave equation is
applied to study pulse propagation in randomly fluctuating
media. This approach allows us to use our knowledge about
time-dependent wave propagation in homogeneous media to
approximately evaluate the path integrals and obtain analyti-
cal expressions for the moments of the propagating pulse in
a weakly and randomly inhomogeneous medium. Besides
obtaining expressions for the various statistical moments, the
approach discussed in this article also yields a simple algo-
rithm for producing simulations of pulse propagation in such
media. Thus time series at a point detector are computed
using this method and their behavior can then be related to
the hypothesized properties of the medium.

II. THE TIME-DOMAIN PROGRESSIVE WAVE
EQUATION

In this section the time-domain progressive wave equa-
tion, derived in Ref. 3, is introduced and its application to
pulse propagation discussed. The time-domain progressive
wave equation is an approximate, first order in the time de-
rivative, version of the usual wave equation:

¹2P2
1

c2 ] t
2P52S. ~1!

In this equationP is the acoustic pressure andc is the sound
speed in the medium. In the following discussion it is as-
sumed that the sound speed can be split into a large homo-
geneous part,c0 , and a small inhomogeneous partc1(r ,t),
that is, c5c01c1(r ,t) with 1@uc1(r ,t)/c0u. This assump-
tion implies that the wave fronts move through the medium
with speed very close toc0 . Thus it is expected that in a
reference frame that moves along the direction of propaga-
tion with speedc0 the acoustic pressure will vary slowly
with time. This observation plus the weak inhomogeneity
assumption are the basic ingredients in obtaining the pro-
gressive wave equation.

In the following discussion thex axis is directed along a
line that goes through the source and the observation point.
Along this direction the position of the wave front is, ap-
proximately, x'c0t. In Ref. 2 the following equation is
found to be a very good approximation to the wave equation
along the propagation direction~the x axis! and forc0t@r'

where r' is a position vector in the plane perpendicular to
the propagation direction~the y2z plane!:

i ] tf5H~r ,2 i¹,t !f2
ic0

2
S, ~2!

with

H~r ,p,t !5c~r ,t !px1
c0

2
p'

2 1

px
, ~3!

and withP being related tof through

P~r ,t !5E
2`

x

dx8 f~x8,y,z,t !. ~4!

In Eq. ~4!, px52 i ]x andp'
2 52¹'

2 52]y
22]z
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At this point it is convenient to introduce a propagator
for Eq. ~2!. The propagator is the solutionf(r ,tur 8,t8) of the
time-domain progressive wave equation, Eq.~2!, with S50
such that

f~r ,t8ur 8,t8!5d~r2r 8!. ~5!

The propagator has the following two useful properties for
t>t8,

f~r ,t !5E dr 8 f~r ,tur 8,t8!f~r 8,t8!, ~6!

i.e., a solution at timet can be obtained from the solution at
time t8 if one knows the propagator, and

f~r ,t !52
c0

2 E dr 8E
2`

t

dt8 f~r ,tur 8,t8!S~r 8,t8!, ~7!

that is, knowing the propagator one can construct the solu-
tion of the time-domain progressive wave equation for an
arbitrary source functionS(r ,t).

III. PULSE PROPAGATION IN A WEAKLY
INHOMOGENEOUS MEDIUM

In the previously cited work, Ref. 2, the similarity be-
tween the equation for the propagatorf(r ,tur 8,t8) and the
time-dependent Schro¨dinger equation leads to a Feynman
path integral representation for the propagator:

f~r ,tur 8,t8!

5E DqpxDpxe
i *

t8
t

dt9px~ t9!@ q̇x~ t9!1~1/2c0!q̇'
2

~ t9!2c„q~ t9!,t9…#,

~8!

In Eq. ~8!, as usual in Feynman path integrals~see Ref.
7!, the position pathq(t9) is constrained such thatq(t8)
5r 8 and q(t)5r while the x-component of the momentum
~or, as it is appropriate for classical wave propagation, the
wave vector! path is not constrained, that is,px(t8) and
px(t9) are also integration variables.

It was argued in that work that in the case of weak
inhomogeneities the direct path connectingr 8 and r ,

q~ t9!5R~ t9![r 81~r2r 8!
t92t8

t2t8
, ~9!

is dominant in the path integral. Thus a good approximation
for the path integral in this case is obtained by replacing the
path variables inc„q(t9),t9… by the direct pathR(t9). This
yields the following approximated expression for the propa-
gator:

f~r ,tur 8,t8!52
1

2pc0~ t2t8!
d8S x2x81

~r2r 8!'
2

2c0~ t2t8!

2c0~ t2t8!2E
t8

t

dt9 c1„R~ t9!,t9…D , ~10!

where d8(u)5]ud(u). Thus for the Green function of the
Helmholtz equation, that is, for the pressure due to an impul-
sive point source, one obtains~with t.t8 andx.x8!

G~r ,tur 8,t8!5
1

4p~ t2t8!
dS x2x81

~r2r 8!'
2

2c0~ t2t8!
2c0~ t2t8!

2E
t8

t

dt9 c1„R~ t9!,t9…D , ~11!

Thus, for example, the pressure field due to an impulsive
point source atr50 and turned on att50 is

P~r ,t !5
1

4pt
dS x1

r'
2

2c0t
2c0t2E

0

t

dt8 c1„R~ t8!,t8…D .

~12!

Of course, in the above equationR(t8)5(t8/t)r .
At this point it is interesting to compare the above result

with what one would obtain using a standard perturbation
approach to solve Eq.~2!. This equation can be rewritten in
terms of the pressure:

] t]xP~r ,t !52„c01c1~r ,t !…]x
2P~r ,t !2

c0

2
¹'

2 P~r ,t !.

~13!

In the absence of fluctuations, that is, forc1(r ,t)50, the
solution of Eq.~13! is

P0~r ,t !5
1

4pt
d„F0~r ,t !…, F0~r ,t !5x1

r'
2

2c0t
2c0t.

~14!

Thus the unperturbed wave front is characterized by the sur-
face

F0~r ,t !5x1
r'

2

2c0t
2c0t50. ~15!

The equation that determines the characteristic surface
F(r ,t)50 for Eq. ~13! is ~see Ref. 8 for a discussion of
characteristic surfaces!

~] tF !~]xF !1„c01c1~r ,t !…~]xF !21
c0

2
~¹'F !250.

~16!

The standard perturbation technique to obtain a ‘‘re-
tarded potential’’ type of solution for Eq.~13! is to assume
that

P~r ,t !5
1

4pt
d„F~r ,t !…, ~17!

and

F~r ,t !5F0~r ,t !1C~r ,t !, ~18!

where C(r ,t) is to be determined perturbatively from Eq.
~16!. Inserting the aboveansatzfor F(r ,t) into Eq. ~16! one
finds

] tC1c1~r ,t !2
r'

2

2c0t2 ]xC1
1

t
r'•¹'C50. ~19!

One wants to determine the characteristic function perturba-
tion C(r ,t) in the neighborhood of the observation point
when the wave front arrives there, that is, forx'c0t and for
c0t@r' as discussed before in Sec. I. Thus the last two terms
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in Eq. ~19! can be neglected and one obtains the following
equation forC(r ,t):

] tC1c1~r ,t !50. ~20!

Thus one has, by integrating Eq.~20! with respect to time,

C~r ,t !52E
0

t

dt9 c1~r ,t8!. ~21!

Therefore, standard perturbation techniques lead to the fol-
lowing ‘‘retarded potential’’ type of solution for Eq.~2! in
the case of an impulsive point source atr50 and turned on
at t50:

P~r ,t !pert5
1

4pt
dS x1

r'
2

2c0t
2c0t2E

0

t

dt8 c1~r ,t8! D .

~22!

Comparing the expressions for the correction to the unper-
turbed characteristic surface function obtained from the per-
turbative approach and from the path integral not only shows
the difference in their underlying physical assumptions, but
also indicates why the path integral expression is preferable.
The perturbative approach yields C(r ,t)pert

52*0
t dt8 c1(r ,t8) and the path integral method yields

C(r ,t)path52*0
t dt8 c1„r (t8/t),t8…. The perturbation result

C(r ,t)pert states that the distortions of the wave front~with
respect to what it would be in the absence of inhomogene-
ities! observed at pointr and timet are caused by an accu-
mulation of sound propagation speed fluctuations at the ob-
servation pointr during the time intervalt. The Feynman
path integral resultC(r ,t)path recognizes that the wave front
has traversed the space between the source and the observa-
tion point accumulating distortions due to the fluctuations in
the sound propagation speed along the path between source
and receiver. This difference is more clearly illustrated in the
case in which the inhomogenities in the sound propagation
speed are only position dependent. In this caseC(r ,t)pert

52c1(r )t, that is, only the inhomogeneity at the observa-
tion point contributes to the wave front distortion. The path
integral result in this case isC(r ,t)path52*0

t dt8c1„r (t8/t)…
and it takes into account all the inhomogeneities along a
straight line from the source to the observation point. Thus
the path integral estimation of the wave front distortions is
more faithful to the physics of wave propagation which is
one of the reasons for using the Feynman path integral rep-
resentation of the solution of the progressive wave equation.
This path integral representation of the solution also allows
one to explore higher order corrections in a fairly straight-
forward way. It can also be used to analyze the moments of
the acoustic field averaged over the propagation speed fluc-
tuations.

Now, the progressive equation is a good approximation
for the wave equation in the region where

x2x81
~r2r 8!'

2

2c0~ t2t8!
2c0~ t2t8!'ur2r 8u2c0~ t2t8!.

~23!

Using the above near equality in the expression for the
Green function one obtains the approximation that will be

used to study pulse propagation in weakly inhomogeneous
media:

G~r ,tur 8,t8!5
1

4p~ t2t8!
dS ur2r 8u2c0~ t2t8!

2E
t8

t

dt8 c1„R~ t9!,t9…D . ~24!

Thus, for a pulse generated by a point source of the form
S(r ,t)5d(r ) f (t), where f (t) is the pulse shape function,
one has the following expression for the pressure field
@P(r ,t)5*dr 8*dt8 G(r ,tur 8,t8)S(r 8,t8)#:

P~r ,t !5E
2`

t

dt8 f ~ t8!
1

4p~ t2t8!
dS r 2c0~ t2t8!

2E
t8

t

dt9 c1„R~ t9!,t9…D . ~25!

By parametrizing the time delay,t2t8, with propaga-
tion speeds through the change of variablesv5r /(t2t8),
one obtains an expression for the pulse as an average over
propagation speeds of pulse shape functions with different
arrival times:

P~r ,t !5
1

4pr E0

`

dv f S t2
r

v D d„v2c02V~r ,t,v !…,

~26!

where

V~r ,t,v !5
v
r Et2~r /v !

t

dt8 c1XS 12~ t2t8!
v
r D r ,t8C. ~27!

Let the argument of the delta function in Eq.~26! be
g(v), that is, g(v)5v2c02V(r ,t,v). With v0 such that
g(v0)50 the acoustic field can be evaluated yielding

P~r ,t !5
1

4pr

1

z12]V/]vuv5v0
z u~v0! f S t2

r

v0
D , ~28!

where u(v0) is the step function@u(v0)50 if v0,0 and
u(v0)51 if v0.0# and notice thatv05v0(r ,t). Thus the
pulse propagates with a variable effective propagation speed.
If the equationg(v0)50 has multiple solutions, then on the
right-hand side of Eq.~28! one must sum over all the solu-
tions. As it will be shown in the next section, for the weak
fluctuation case, where the approximations made to obtain
the above equation should be valid, a unique solution to
g(v0)50 can be obtained perturbatively.

IV. NUMERICAL SIMULATION OF THE TIME SERIES

The effective propagation speed obtained in Sec. III,
v0(r ,t), can be approximately expressed in terms ofc1 :

v0~r ,t !'c01
V~r ,t,c0!

12]V/]vuv5c0

. ~29!

Equation~27! can be rewritten as

V~r ,t,v !5E
0

1

dm c1S mr ,t2~12m!
r

v D , ~30!
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and so one gets

]V

]v
~r ,t,v !5

r

v2 E
0

1

dm~12m!] tc1S mr ,t2~12m!
r

v D .

~31!

Both V(r ,t,c0) and (]V/]v)(r ,t,c0) are random pro-
cesses and if the statistical properties ofc1(r ,t) are known
then their statistical properties are also known since they
both are simple linear functionals ofc1(r ,t).

The pressure fieldP(r ,t) according to Eq.~28! is an
explicit function ofV(r ,t,c0) and (]V/]v)(r ,t,c0), thus it is
straightforward to generate numerical simulations of the
pressure field in this random medium if one assumes that
c1(r ,t) is a Gaussian random process. For simplicity only
the case of the time series at a pointr , that is, P(r ,t) for
fixed r , will be discussed in this section.

To obtain the desired time series one must produce a
simulation of the Gaussian stochastic processesS1(t)
5V(r ,t,c0) and S2(t)5(]V/]v)(r ,t,c0). Those processes
have zero mean and are correlated such that^Si(t1)Sj (t2)&
5Ci j (t12t2) with ^¯& indicating an ensemble average over
the sound speed fluctuations. To generate time sequences of
the two-dimensional vector processS(t) one needs the con-
ditional probability p(U2 ,t2uU1 ,t1), that is, the probability
thatS(t2) assumes the valueU2 given thatS(t1) is known to
have the valueU1 . One finds that

p~U2,t2uU1,t1!5
1

2pADet~K !
e2~1/2!W•K21

•W, ~32!

where

Ki j ~ t12t2!5Ci j ~0!2@C~ t22t1!C~0!21C~ t12t2!# i j ,
~33!

and

W5U22U1•C~0!21C~ t12t2!. ~34!

From Eq.~32! one sees thatW is a Gaussian random vector
with correlated components such that^WiWj&5Ki j .

Thus, in order to generate a sample sequence of values
for S(t) one initially generates a Gaussian random vectorU1
with correlated components such that^U1iU1 j&5Ci j (0).
This provides the initial value of the sequenceS(t). The next
value is obtained by first generating another Gaussian ran-
dom vector W with correlated components such that
^WiWj&5Ki j , then the next value is, according to Eq.~32!,

U25W1U1•C~0!21C~ t12t2!. ~35!

That is,U1 is the sample value ofS(t) at t5t1 andU2 is the
sample value ofS(t) at t5t2 . The next sample value is
obtained by settingU15U2 and using Eq.~35! to get the
third value in the sequence. Iterating this procedure one ob-
tains a sample time series forS(t) and for the pressure field
P(r ,t) by using Eq.~28!.

For the example discussed in this section the fluctuation
correlation function was chosen to be a simple function,
namelyr(r ,t)5r0e(2r /L)2(t/T), wherer0 is the strength of
the sound speed fluctuations, andL andT are, respectively,
the correlation length and time of those fluctuations. The
fluctuation strength was chosen so thatr0 /c0

251024. The

pulse shape function used wasf (t)5e2t2/2t2
cos(v0t). The

parameters were chosen so thatv0/2p5300 Hz andv0t
52p. For c0 the value used was typical of sound speed in
water, that is,c051500 m/s. The time series was computed
for a point detector at a range of 1500 m from the source.

Two examples of the resulting time series are presented
in Fig. 1. The continuous line representing the received pulse
in the absence of fluctuations was included for comparison
purposes. The two other time series correspond to two dis-
tinct samples of the fluctuations with distinct environmental
parameters. In one case, represented by the dashed line, the
correlation length of the fluctuations was 1 m while in the
other example, represented by a dotted line, the correlation
length was 100 m, in both cases the correlation time was 10
s. Otherwise, both examples were computed in exact the
same manner.

For those two sample time series in Fig. 1 the main
effect of the random fluctuations was to make the pulse ar-
rive earlier than in the absence of fluctuations. This is not a
general feature. Different simulations, involving the same
parameters but a different sequence of the uniformly distrib-
uted random numbers used to generate the Gaussian random
vectors, can yield pulses that arrive later than they would
arrive in the absence of fluctuations, for example. Basically
the reason for this is that any finite sequence of Gaussian
random numbers is going to have a preponderance of either
positive or negative values, even if, on average, the total
number of positive and negative values should be the same.
This is the mathematical expression of the implicit assump-
tion that fluctuations of the propagation speedc(r ,t) can
makec larger or smaller than the background speedc0 . Thus
one can invoke Fermat’s extremum path argument here. If
along the shortest path the fluctuationsc1(r ,t) happen to be
preponderantly negative, thus reducing the effective propa-
gation speed along this path, the pulse wil be delayed com-
pared to a similar pulse propagating in the absence of propa-
gation speed fluctuations. Similarly if the fluctuations happen
to be predominantly positive, thus increasing the effective

FIG. 1. Pressure as a function of time for both uniform and random media.
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propagation speed along such path, the pulse will arrive ear-
lier than a comparable pulse propagating in the undisturbed
background medium.

The other major feature noticed in the examples in Fig. 1
is the degradation of pulse coherence and increased pulse
spreading as the fluctuation correlation length decreases.
This is a general feature which is intuitively expected and
verified by many such simulations that were carried out by
the author but not shown here. Decreasing the fluctuation
correlation length or the fluctuation correlation time leads to
increased pulse spreading and loss of coherence. As either
the fluctuation correlation length or fluctuation correlation
time decreases, the pulse propagates over an environment
that is more inhomogeneous as the fluctuations at two sepa-
rated points will be more likely to be more disparate in sign
and magnitude than when the correlation length and time are
longer.

The more extensive simulations carried out by the au-
thor indicate that the random pulses are, to a very good ap-
proximation, Gaussian with zero mean.

V. PULSE STATISTICS IN A RANDOMLY FLUCTUA-
TING MEDIUM

In this section statistical properties of a pulse propagat-
ing through a random medium will be evaluated analytically
in the weak inhomogeneity approximation assuming the
sound speed fluctuations to be Gaussian. It is convenient to
start from the expression for the pulse as an average over
propagation speeds of pulse shape functions with different
arrival times determined by the propagation speeds as given
in Eq. ~26!.

Thus, for then-point correlation function one has

^P~r 1,t1!¯P~r n,tn!&

5E
0

` dv1

4pr 1
f S t12

r 1

v1
D¯E

0

` dvn

4pr n
f S tn2

r n

vn
D

3
1

A~2p!nDet~M !
e2~1/2!( j ,k51

n M jk
21

~v j 2c0!~vk2c0!, ~36!

where

M jk5^V~r j ,t j ,v j !V~r k ,tk ,vk!&. ~37!

One should notice here that the distribution of the propa-
gation speeds,v, is almost Gaussian but not quite so due to
the dependence of the sound speed fluctuation covariance
matrix, M, on the propagation speeds.

The simplest approximation that allows one to evaluate
the above integral order by order for the pulse shape function
previously discussed, and for a few other simple functions
too, starts with a change of variables,v j5c0es j xj wheres j

2

51/c0
2^V(r j,t j ,c0)2&. It is also convenient to introduce the

Fourier transform off (t j2r j /v j ),

f S t j2
r j

v j
D5E

2`

` dv j

2p
F~v j !

3exp2 iv j S t j2
r j

c0
1

r j

c0
~12e2s j xj ! D . ~38!

^P~r 1,t1!¯P~r n,tn!&

5E
2`

` dv1

2p

F~v1!

4pr 1
e2 iv1@ t12~r j /c0!#

¯

3E
2`

` dvn

2p

F~vn!

4pr n
e2 ivn@ tn2~r n /c0!#

3KS v1

r 1

c0
,...,vn

r n

c0
D , ~39!

where

K~a1 ,...,an!5E
2`

`

dx1¯E
2`

`

dxn

c0
n

A~2n!nDet~M !

3expF (
j 51

n

@s j xj2 ia j~12e2s j xj !#

2
c0

2

2 (
j ,k51

n

M jk
21~es j xj21!~eskxk21!G .

~40!

Now, the approximatione6s j xj'16s j xj will be used
in the above integral. Also one should notice that

1

ADet„M ~x!…
5e2~1/2!Tr@ ln~M ~x!!#

'
1

ADet„M ~0!…

3e2~1/2!Tr@( j 51
n xjTr@M21~0!~]/]xj !M ~0!#. ~41!

Using the above approximations one reduces
K(a1 ,...,an) to a multi-dimensional Gaussian integral
which, upon evaluation, yields

K~a1 ,...,an!5expF2
c0

2

2 (
j ,k51

n

~a j1 ib j !

3~ak1 ibk!M jk
21uv j 5vk5c0G , ~42!

where

b j512c0(
k51

n

M j ,k
21 ]

]v j
Mk, j uv j 5vk5c0

. ~43!

One finds that the analytic results are in good agreement
with the averages and other statistics computed from the nu-
merical simulations and allow one to interpret those as will
be discussed in the next section. Obviously the numerical
simulation also allows for studying pulse statistics for pulse
shapes for which, even with the above-mentioned simplify-
ing approximations, analytical results cannot be obtained.

VI. CONCLUSION

In this work pulse propagation through a weakly inho-
mogeneous medium was studied in a explicit time-dependent
approach instead of the traditional frequency domain analy-
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sis. The formalism used was the analog in the time domain
of the parabolic approximation that has been successfully
used in the frequency domain approaches to wave propaga-
tion in random medium. The advantages of a time-domain
approach go beyond the obvious one of being able to study
the propagation of very broadband pulses. It also takes ad-
vantage of the fact that our intuition about the physics of
wave phenomena is much better when dealing with such
phenomena in space and in time rather than in the more
abstract frequency and position approach. Finally, such a
framework allows for straightforward incorporation of time-
dependent propagation speed fluctuations.

The combination of numerical simulation and analytical
approximations permitted a thorough analysis of pulse statis-
tics. It was found that numerically the pulse tend to effec-
tively obey Gaussian statistics even though formally it would
seem otherwise. This corresponds to nearly saturated propa-
gation in a regime where full saturation is not expected. By
formally it is meant by inspection of the analytically calcu-
lated moments and correlation functions. However, numeri-
cal evaluation of those formulas matches the conclusions of
the computer simulations.

This conclusion depends on a complex interaction of
pulse characteristics and the fluctuation scales and traveled
range. Short pulses exposed to a highly fluctuating propaga-
tion speed field between source and receiver will be more
randomized than longer pulses. Center frequency and band-
width also come into play. What is surprising is that ‘‘Gaus-
sianization’’ occurs even when there are only about ten fluc-
tuation correlation lengths in range provided that the pulse
length is very short compared with range. In signal process-
ing the number of samples available for analysis from a de-
tected signal is estimated by the product of detection time
and frequency bandwidth; the larger this product the larger
the number of samples that can be extracted from the re-
ceived time series. One could think that some product of the
fluctuation correlation length times the wave-number band-
width of the pulse could yield a ‘‘Gaussianization’’ criterion.
But even in this relatively simple situation one has three

different length scales playing a role. Thus for ‘‘Gaussian-
ization’’ one must have the pulse length~which is inversely
related to the frequency bandwidth! much greater than the
fluctuation correlation length and the traveled range much
greater than the pulse length. While ‘‘Gaussianization’’ is a
consequence of the central limit theorem, the way this plays
out for random fields is much more subtle than in the case of
discrete random numbers.

Finally, a few words about possible extensions of this
work. The more obvious one is the inclusion of higher-order
corrections in the path integral formulation. Another interest-
ing extension is the incorporation of boundaries. A promis-
ing approach here involves obtaining the equivalent of Eq.
~2! for the case where the background medium has position-
varying sound speed and density. Boundaries could then be
simulated as regions of rapid transition between sharply dif-
ferent values of those quantities. Such extensions are cur-
rently being studied by the author.
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Multiple scattering in a reflecting cavity: Application to fish
counting in a tank
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Classical fisheries acoustics techniques are useless in the presence of multiple scattering or
reflecting boundaries. A general technique is developed that provides the number and the scattering
strength of scatterers in motion placed inside a highly reflecting cavity. This approach is based on
multiple scattering theory. The idea is to measure the average effect of the scatterers on the acoustic
echoes of the cavity interfaces. This leads to the measure of the scattering mean free path, a typical
length that characterizes the scattering strength of the cloud of scatterers. Numerical results are
shown to agree with a simple theoretical analysis. Experiments are performed with fish in a tank at
two different scales: ultrasonic frequency~400 kHz! in a 1.4-1 beaker with 1-cm-long fish as well
as fisheries acoustics frequency~12.8 kHz! in a 30-m3 tank with 35-cm-long fish. These results have
interesting applications to fish target strength measurement and fish counting in aquaculture.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1369101#

PACS numbers: 43.20.El, 43.30.Gv, 43.80.Ev@DLB#

I. INTRODUCTION

Most fish act as strong acoustic reflectors because of
their gas-filled swim bladder. During the past 30 years,
acoustical measurement of fish abundance has been widely
developed, and acoustic devices range now from classical
single-beam sonar systems to direction-sensing arrays.1,2

Acoustic estimation of fish abundance~called echo integra-
tion! is based on single scattering theory which assumes that
the expected energy of the received echoes is proportional to
the number of fish insonified.3 However, in the presence of
boundaries or multiple scattering, this assumption is not
valid and echo integration leads to incorrect estimates of fish
biomass.4 In this work, we are interested in the worst case:
how to measure the density of a multiple scattering medium
inside a highly reflecting cavity? In parallel with numerical
and theoretical approaches, we will show that the experimen-
tal results have a direct and simple application to fish count-
ing in a tank.

We consider first the general problem of a set of scat-
terers randomly distributed in a closed cavity. The particu-
larity of the system lies in the fact that the scatterers are
continuously moving, whereas the cavity boundaries are mo-
tionless. In order to measure the density of scatterers, we
must solve the following double problem: first, we have to
sort the scatterer echoes from the cavity echoes; second, we
wish to count the number of scatterers even if this number is
too large to resolve each scatterer separately. If a pulsed
source is placed in a closed cavity without scatterers, the
backscattered signal is made of multiple echoes due to the
reflections of the incident field on the cavity boundaries. In
other words, the cavity disperses in time the acoustic energy
of the initial pulse. If scatterers are present in the cavity, the
backscattered acoustic field is now composed of two parts:

the wave field that has interacted at least once with one scat-
terer and the wave field that has propagated inside the cavity
as if there was no scatterer. Using a ray picture of acoustic
propagation, the first family is made of rays that have been
reflected at least once by one scatterer, whereas the second
family corresponds to rays that have been reflected by the
cavity interfaces only. For a given backscattered signal, it is
obvious that the two families of echoes are not distinguish-
able. On the other hand, between two successive shots the
scatterers move slightly, which allows us to separate the
wave field due to the scatterers from the wave field due to the
cavity: the echoes that have interacted with scatterers arrive
at different times from one shot to another, whereas echoes
from the cavity boundaries remain unchanged. If we average
the backscattered field over many shots, echoes from the
scatterers are attenuated due to destructive interference and
the average signal looks like the backscattered signal of the
cavity without scatterer. However, the amplitude of these
averaged echoes is not the same as the amplitude of the
echoes obtained without scatterer in the cavity. Indeed, even
if there is no trace of scatterer in the average field, the scat-
terers were present in the cavity at each shot. The amplitude
of an average echo is then proportional to the probability that
one ray propagates inside the cavity without any reflection
on the scatterers. Of course, the longer the ray path~there
can be many reflections on the cavity boundaries!, the
smaller the probability and the smaller the average ampli-
tude. The aim of this work is then to measure this probability
and, with the help of multiple scattering theory, to link the
average amplitude of the backscattered field to the density of
scatterers inside the cavity.

Another way to understand acoustic propagation inside
the cavity1scatterers system is to apply the method of im-
ages to the cavity interfaces. For simplicity, we suppose that
the cavity is a 2D square in which scatterers are randomly
distributed~Fig. 1!.

We consider one particular ray that has interacted sev-
a!Author to whom correspondence should be addressed. Electronic mail:
philippe.roux@espci.fr
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eral times with the scatterers and the cavity interfaces. From
the actual ray path inside the cavity, we define a conjugated
image path in free space~Fig. 1!. This image path links the
image of the source to the actual receiver with reflections on
the image of the scatterers. Acoustic propagation inside the
cavity is then equivalent to acoustic propagation in a medium
without interface between a set of source images and the
actual receiver through a set of scatterers images. The
cavity1scatterers system is thus equivalent to a
sources1scatterers system with no interface. Between two
shots, the scatterers move in the cavity and the cavity bound-
aries are motionless, which means that, in the equivalent
medium, the scatterers’ images move compared to the mo-
tionless source images. The backscattered signal in the cavity
can then be interpreted as the transmitted signal obtained at
the actual receiver from the source images. Each image of
the source simultaneously emits the same signal as the signal
emitted by the actual source inside the cavity at timet50.
Then, the longest paths inside the cavity correspond to the
furthest source images of the equivalent medium and to the
latest echo arrivals. The interest of this representation lies in
the fact that multiple scattering theory can be applied in free
space between a source and a receiver through a cloud of
scatterers.5 For a large number of realizations of a set of
scatterers, the coherent intensityI c is classically defined as
the intensity of the average field and the total intensityI t as
the average incoherent intensity.6 The coherent and incoher-
ent intensity follow the equations

I t~L !5I 0 exp~2L/ l a!, ~1!

I c~L !5I 0 exp~2L/ l a!exp~2L/ l s!, ~2!

whereL is the length of the path between the source and the
receiver through the scatterers,l s is the scattering mean free
path which characterizes the elastic scattering strength of the

medium,l a is the absorption mean free path which takes into
account both dissipation in the medium and the inelastic
scattering strength of the scatterers, andI 0 is the field inten-
sity. In the cavity1scatterers system, the quantity we are
interested in is the ratio between the coherent and the inco-
herent intensity

I c

I t
~L !5exp~2L/ l s! ~3!

This ratio only depends on the elastic scattering strength of
the scatterers whatever the attenuation in the medium. Trans-
posed in the equivalent medium with the method of images,
Eq. ~3! can be written by changing from a space variable to
a time variable

I c

I t
~ t !5exp~2t/ts!, ~4!

wherets5 l s /c, c is the sound speed in the medium, andt is
the arrival time of the coherent echo between each source
image and the actual receiver in the cavity. Actually, the
exponential decrease corresponds to the probability that one
cavity echo is scattered by the set of scatterers at timet.
Thus, measuring the ratio between the coherent and the in-
coherent intensity leads to the measurement ofl s , the elastic
scattering mean free path. As long as the density of scatterers
is not too high, we have the classical relation7

l s5
1

nss
, ~5!

wheren is the density of scatterers andss the elastic scat-
tering cross section of the scatterers. If we knowss , the
measurement ofl s gives the density of scatterersn. On the
other hand, knowing the density of scatterersn, the measure-
ment of l s gives the scattering cross sectionss . We will

FIG. 1. Representation of two ray
paths in a square cavity~full lines! and
their analog in a medium without in-
terface ~dashed lines! using the
method of images.
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show in the following that, for the particular case of fish in a
tank, a simple double measurement allows us to get bothn
andss .

After this Introduction, the paper is divided into four
parts. Section I deals with a numerical simulation whose ap-
plication is twofold: we present first an estimator of the scat-
tering mean free path from a set of computed backscattered
time series. Second, we use the simulation to study the ro-
bustness of the estimator as a function of the parameters of
the cavity1scatterers system in a noiseless environment. In
Sec. II, we develop a theoretical approach which confirms
and generalizes the previous numerical results. We introduce
also another estimator of the scattering mean free path based
on the correlation between successive shots. In Sec. III, we
first compare the robustness of the two estimators with re-
gard to experimental configurations. We report then experi-
mental results at two different scales: in a 25-m3 tank with
35-cm-long fish at 10-kHz frequency and in a 1.4-1 beaker
with 1-cm-long fish at 400-kHz frequency. Finally, we dis-
cuss applications of this new technique to aquaculture in Sec.
IV.

II. NUMERICAL SIMULATION

In this part, we describe acoustic propagation in a 2D
cavity1scatterers system with a finite difference simulation.
The goal is to closely model the experimental configuration
in a noiseless environment while varying some parameters of
the system. In particular, we will show how to measure the
scattering mean free path from a set of backscattered signals.

For convenience, the cavity is a square but the results do
not depend on the cavity shape. We sample space with al/5
grid spacing~l is the central wavelength! on a 40l340l
grid. The emitted signal is a Gaussian pulse with a 20%
bandwidth around the central frequencyF. Time is sampled
at a 83F frequency (l5c/F5cT). The finite difference
simulation is a second-order algorithm. Grid spacing and
sampling frequency are a compromise between an accurate
numerical result and a reasonable run time. In other words, a
l/5 grid spacing is not enough to avoid anisotropy and nu-
merical dispersion, but numerical results are good enough to
understand the physical insight involved in the problem. We
use Dirichlet conditions on the cavity interfaces~i.e., perfect
reflection!. We define scatterers as grid points whose acous-

tical impedance is different from the acoustical impedance of
the medium. At each shot,K identical scatterers are ran-
domly placed in the cavity. This means that the acoustic
wave propagates in a frozen medium from one realization to
another. After emission from a point source, the scattered
signal is recorded on one or several receivers. Figure 2~a!
shows both the received signal in the absence of scatterers
ref~t! and the received signalh(t) after one shot in the pres-
ence of scatterers. The signal envelopes of course look dif-
ferent, but the average intensity is constant because, in both
cases, the acoustic wave propagates in a lossless medium.
Figure 2~b! represents the reference signal ref~t! without
scatters and the field averaged on 1000 shots^h(t)& in the
presence of scatterers. As expected, we observe that the scat-
terers’ echoes have vanished in the average field^h(t)&.
Thus, the two signals ref~t! and ^h(t)& are composed of the
same echoes but the amplitude of the average field decreases
with time.

We get another perspective on the same phenomenon by
considering intensity. For a signalh(t), we define here the
instantaneous intensityh2(t) as the square of the envelope of
h(t). Figure 3~a! shows both the intensity of the average
field ~or coherent intensity! ^h(t)&2 and the field intensity
averaged on 1000 shotŝh(t)2& ~or incoherent intensity!.
The decreasing of the coherent intensity observed on^h(t)&2

confirms that energy is transferred from cavity echoes to
scatterer echoes as time increases. Figure 3~b! is the same as
Fig. 3~a! in the presence of absorption. Of course, we ob-
serve now that the incoherent intensity^h(t)2& decreases
with time but the coherent intensitŷh(t)&2 still decreases
faster. Finally, Fig. 4 shows in a logarithmic scale the ratio
R(t) between the coherent intensity^h(t)&2 and the incoher-
ent intensity ^h(t)2& with or without absorption, respec-
tively. The two curves follow the same slope, which is pro-
portional to the scattering mean free path of the set of
scatterers. As stated above@Eq. ~4!#, this can be written as

R~ t !5
^h~ t !&2

^h2~ t !&
' expS 2

tc

l s
D , ~6!

where c is the sound speed in the medium. Note that the
second equality of Eq.~6! is valid only if ^h(t)&2Þ0.
^h(t)&250 physically means that there is no cavity echo at
time t. For example, this occurs in Fig. 4 fort;50 T and

FIG. 2. ~a! Envelope of the signal received after one shot on one receiver in the cavity in the presence of 200 scatterersh(t) ~bold line! and without scatterers
ref(t) ~light line!; ~b! Envelope of the average signal received after 1000 shots on one receiver in the cavity in the presence of scatterers^h(t)& ~bold line! and
without scatterers ref(t) ~light line!. Time scale corresponds to the number of periods of the acoustic signal.
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10 log10(R(t)) is then not defined. This confirms that we
measure the scattering mean free path as an effect of the
scattererson the cavity echoes.

Thus, this numerical experiment shows how to extract
information about the scattering strength of scatterers placed
in a highly reflecting cavity. The solution is to measure the
scattering effect as an averaged attenuationR(t) on the am-
plitude of the successive echoes of the cavity. We have
shown thatR(t) does not depend on absorption in the me-
dium. Similarly, this result does not depend on attenuation at
the cavity interfaces.

Finally, we test the accuracy of the numerical measure-
ment of the scattering mean free path. We choose a density
of scatterersn50.20 scatterers/l2. We compute numerically
with the same simulation the scattering cross sectionss us-
ing one scatterer surrounded by receivers in free space (ss

55.0531022l). From the data represented in Fig. 4, we
find l numerical597l to be compared tol theoretical51/nss

599l.
The accuracy of the results depends on two different

types of average. The first is an average over realizations of
the scatterers. This is the basic principle of this work. We
average the backscattered field fromN shots to make the
echoes from the scatterers vanish and to record the amplitude

of the cavity echoes in the presence of scatterers. However, if
there is no cavity echo at timet or if the cavity echo ampli-
tude is too small, the variance of the estimatorRN(t)
5^h(t)&N

2 /^h2(t)&N becomes important~we define here
^¯&N as an average overN scatterer realizations!. That is
why we introduce a second average over the source–receiver
positions. When the source–receiver position is changed,
then the time arrivals of cavity echoes are changed. In other
words, if no cavity echo arrived at timet for a source–
receiver inr 0 , you may expect one at timet for a source-
receiver inr 1 . Then, the estimator

RN,M~ t !5F ^h~ t !&N
2

^h2~ t !&N
G

M

~7!

is more robust~we define here@ #M as an average overM
source–receiver positions!. For example, the fluctuations ob-
served onRN,5(t) for 5 source–receiver positions are more
important than the fluctuations observed onRN,29(t) for 29
different source–receiver positions~see Figs. 4 and 5!. An-
other way to artificially increaseM, or more generally to
increase the robustness ofR(t), is to work either with a
wideband transducer, an omnidirectional transducer, or in an
ergodic cavity. The first solution leads to a larger number of
modes excited inside the cavity and thus to a larger number
of cavity echoes received at timet. In an ergodic cavity or

FIG. 3. Comparison between the instantaneous incoherent intensity^h(t)2& ~light line! and the instantaneous coherent intensity^h(t)&2 ~bold line! for 1000
shots in a squared cavity with 200 scatterers~a! without attenuation;~b! in the presence of absorption~0.017 dB/l!. In each case, the intensity is averaged over
29 receiver positions. Time scale corresponds to the number of periods of the acoustic signal.

FIG. 4. Representation on a logarithmic scale of the ratioR(t) without
attenuation~bold line! and in the presence of absorption~clear line! for 200
scatterers and 1000 shots in a cavity. The dashed line corresponds to the
average slope. In each case, the ratioR(t) is averaged over 29 receiver
positions. Time scale corresponds to the number of periods of the acoustic
signal.

FIG. 5. Representation in a logarithmic scale of the ratioR600,5(t) for 200
scatterers in a smooth cavity~dashed line! and in a rough cavity~bold line!.
By definition, the ratioR600,5(t) is averaged over 5 receiver positions. Time
scale corresponds to the number of periodsT of the acoustic signal.
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with an omnidirectional transducer, acoustic energy is spread
rapidly in the whole cavity, which leads to the same conse-
quences~Fig. 5!.

III. THEORETICAL APPROACH

In this part, we verify theoretically the numerical results
obtained in Sec. I. More particularly, we show that two dif-
ferent estimators allow us to get the scattering mean free
path. One is based, as defined above, on the ratio of the
coherent intensity on the incoherent intensity. The other is
given by the measure of the average correlation between suc-
cessive shots. We first recall the two types of average intro-
duced above: the first onê̄ &N is an average overN real-
izations obtained by repeatedly illuminating on a randomly
distributed set of scatterers. The second one@¯#M is an
average onM different source–receiver positions in the cav-
ity for a given realization.

For each shot, we now define the backscattered field at
the sourcehi(t) in the presence of scatterers as

hi~ t !5h̃~ t !1hr
i ~ t !, ~8!

wherei refers to the realization number,h̃(t) is the average
field obtained for an infinite number of shots, andhr

i (t) is the
residual field that depends on the scatterers’ positions from
one shot to another. We then write two equations based on
energy conservation and multiple scattering theory. Energy
conservation leads to

@hi 2~ t !#`5@ h̃2~ t !1hr
i 2~ t !#`5I 0 expS 2

t

ta
D , ~9!

whereta corresponds to the characteristic absorption time of
the cavity1scatterers system which takes into account acous-
tic loss in water, on the cavity interfaces as well as acoustic
attenuation due to scatterers’ inelasticity.I 0 is the total en-
ergy transmitted from the source in the cavity.@ #` means
that we average over an infinite number of source–receiver
positions. Equation~9! is based on the assumption that scat-
terer echoes and cavity echoes are uncorrelated, i.e.,

bh̃(t)hr
i (t) c`[0. On the other hand, multiple scattering

theory applied to the scatterers1cavity system implies

@ h̃2~ t !#`5I 0 expS 2tS 1

ta
1

1

ts
D D , ~10!

wherets5 l s /c andl s is the elastic scattering mean free path.
Equation ~10! states that the coherent intensity through a
cloud of scatterers exponentially decreases as a function of
the length of the path through the scattering medium. We
now define

^hi~ t !&N5
1

N (
i 51

N

hi~ t !

and

^hi 2~ t !&N5
1

N (
i 51

N

hi 2~ t !.

From Eqs.~8!, ~9!, and~10!, we show in Appendix A that

RN,`~ t !5F ^hi~ t !&N
2

^hi 2~ t !&N
G

`

5expS 2
t

ts
D1

1

N S 12expS 2
t

ts
D D . ~11!

The first exponential in Eq.~11! corresponds to the attenua-
tion due to the scattering effect of the scatterers. For a given
shot i, the contribution of the average fieldh̃(t) to the total
field hi(t) becomes very small as time increases. The second
term in Eq.~11! represents then the variance ofN random
variableshr

i (t), i P@1,N#.
We now compare this theoretical result to numerical ex-

periments. Figure 6 presents theoretical and numerical re-
sults obtained for three different sets of scatterers. Keeping
the same scattering cross sectionss , we first vary the den-
sity n of scatterers, thus varying the scattering mean free path
l s51/nss . The estimatorRN,M(t) is numerically measured
from N5100 signals andM515 source–receiver positions.
In Fig. 7, we use the same scatterers and the same density
~thus keepingl s constant!, but we vary the numberN of
realizations. In both Figs. 6 and 7, the agreement between
theory and numerical results is excellent.

Finally, we present another estimatorS(t) which allows
us to get the scattering mean free path in a different way.
S(t) is based on the average correlation of successive back-
scattered signals. For each shoti P@1,N#, we consider once
again the decomposition of the backscattered fieldhi(t)
5h̃(t)1hr

i (t). We expecthr
i (t) to change from one shot to

another. Measuringh̃ 2(t) is necessary to get the scattering
mean free path. With this in mind, instead of measuring the
average field onN realizations, we now measure the average
correlation between two successive shots. Starting from Eqs.
~9! and ~10!, we show in Appendix B that

SN,`~ t !5F ^hi~ t !hi 11~ t !&N

^hi 2~ t !&N
G

`

5expS 2
t

ts
D , ~12!

FIG. 6. Comparison on a logarithmic scale between numerical and theoret-
ical results. NumericalRN,M(t) is plotted in black lines for a numberK of
scatterers,N5100 realizations, andM515 receiver positions. Gray lines
corresponds to the theoreticalRN,`(t). Time scale corresponds to the num-
ber of periodsT of the acoustic signal.
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where

^hi~ t !hi 11~ t !&N5
1

N (
i 51

N

hi~ t !hi 11~ t !.

Equation ~12! is valid if bhr
i (t)hr

i 11(t) c`[0, which means
that we wait until the scatterer’ echoes become uncorrelated
between two successive shots. In other words, we wait until
the scatterers have sufficiently moved. We represent in Fig. 8
the results obtained forSN,M(t) and RN,M(t) on the same
numerical acquisitions. It is important to notice thatSN,`(t)
does not depend onN. On the other hand,SN,M(t) depends
on M, meaning that the plateau observed in Fig. 8 for
SN,M(t) depends altogether on the number of source–
receiver positions, the frequency bandwidth of the emitted
signal, and the ergodicity of the cavity.

We show in the next section on experimental results the
important advantage of the new estimatorSN,M(t) compared
to RN,M(t).

IV. EXPERIMENTAL RESULTS

In this section, we present experimental results where
the scatterers are fish and the cavity is a tank. Experiments
are performed at two different scales. We first work with
ultrasound at a 400-kHz central frequency transducer~wave-
lengthl;3.8 mm! in a 1.8-liter beaker with 1-cm-long zebra
fish. The second scale is a more typical scale in aquaculture.
We carry out experiments in a 30-m3 tank with a 12.8-kHz
central frequency transducer on 35-cm-long striped bass. The
advantage of working at a large scale is that one approaches
potential applications. The advantage of working at an ultra-
sonic scale lies in the ease with which experiments are per-
formed. It is then much simpler to vary all the parameters of
the system such as the number of fish, the volume of the
beaker, or the position of the source. For this reason, we first
focus attention on the ultrasonic experimental results.

The first experiments determine the choice of the esti-
mator we will use to measure the scattering mean free path.
To this goal, we place a 400-kHz transducer in a 1.4-1 cy-
lindrical beaker. The transducer works as a source and a
receiver. No fish are present in the beaker. After emission of
a high-amplitude pulsed signal, we receive long reverbera-
tion echoes that last on the order of 8 ms: an 8-ms signal
corresponds approximately to a 12-m propagation length,
which is very large compared to the typical size of the beaker
~on the order of 15 cm!. We record a numberN of successive
impulse responses with which we compute the estimators
RN,1(t)5RN(t) andSN,1(t)5SN(t). Of course, without fish,
all the echoes are due to reflections on the glass beaker and
on the water–air interface. Shot after shot, every signal
should be the same and we should get 10 log10(SN(t))
510 log10(RN(t))50. In practice it is not the case, as shown
in Fig. 9. As time increases, we observe thatSN(t) is remark-
ably stable: we have 10 log10(SN(t))520.01 dB at t
58 ms. On the other hand, we see a decrease of the estima-
tor RN(t) which seems to be biased in this experimental

FIG. 7. Comparison on a logarithmic scale between numerical and theoret-
ical results. NumericalRN,M(t) is plotted in black lines for a numberK
5100 of scatterers,N realizations, andM515 receiver positions. Gray lines
corresponds to the theoreticalRN,`(t). Time scale corresponds to the num-
ber of periods of the acoustic signal.

FIG. 8. Comparison in a logarithmic scale betweenRN,M(t) ~black line! and
SN,M(t) ~gray line! obtained on the same numerical acquisitions:N5600,
M526, 200 scatterers in a rough cavity. Time scale corresponds to the
number of periods of the acoustic signal.

FIG. 9. Experimental comparison in a logarithmic scale betweenSN(t)
~black line! andRN(t) ~gray line! for N5400 shots in a 1.4-1 beaker with-
out fish. Expected result is 10 log10(SN(t))510 log10(RN(t))50.
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configuration.RN(t) is based on the recording ofN succes-
sive time series, which lasts a few minutes. During anN
5400 shots experiments lasting 400 s~1 shot/s!, we observe
temperature variations inside the beaker due to dissipation in
the beaker and/or a changing environment in the laboratory.
This temperature changeDT;0.2 °C implies a sound veloc-
ity change which induces a delayDt in the time arrivals of
the beaker echoes. For instance, forDc'DT3(]c/]T)uT
'1 m/s and iftm54 ms is the time arrival of a given echo,
we get Dt/T0'(tm /T0)(Dc/c)51, where T051/(400
3103) s is the period of the acoustic wave. This means that
the echoes become progressively delayed as temperature in-
creases and that the average on the successive shots then
turns out to be a destructive average. As a consequence, the
use ofRN(t) requires a good stability of the cavity echoes
from the beginning to the end of the experiment.SN(t) is
much less sensitive to such slow variations because it is only
based on correlation of backscattered signals on successive
recordings.

Figure 10 represents the correlation coefficient of a
given time window of the signal as a function of shot num-
ber. Without fish, we observe the progressive effect of tem-
perature variation on the correlation coefficient. The correla-
tion starts from a plateau equal to 1 for the first seconds but
is already under 0.9 after 40 s, corresponding to 40 shots.
With fish, the problem is different.SN(t) is based on the
assumption that fish echoes are uncorrelated from one shot to
another. Figure 10 shows that a 1 shot/s rate is enough to
verify this condition. The value of the correlation after 1 s
corresponds then to the correlation coefficient of cavity ech-
oes only and thus to the average value ofSN(t) in the con-
sidered time window. Last, we observe once again a slow
decrease of the correlation due to temperature effects on cav-
ity echoes. In Fig. 11, we use a short rate of 20 shots/s to
measure the decorrelation time of fish echoes. In other
words, Fig. 11 is a zoom of the gray curve in Fig. 10 be-
tween 0 and 3 s. For ten fish and a 100-ms time window after

tm53 ms, the decorrelation time is around 0.2 s. In the fol-
lowing, we use the estimatorSN(t) with a 1 shot/s rate to
experimentally measure the scattering mean free path.

In this paragraph, we study the effects of ripples that
may be generated by fish or wind at the water–air interface
on the measure of the scattering mean free path. Of course, it
is difficult to reproduce in a beaker wind-driven disturbances
that occur in a large tank. However, in order to obtain quali-
tative results, we perform the following experiment: we mea-
sureSN(t) with N5100 shots in a 1.4-1 beaker in the ab-
sence of fish while creating surface waves at the water–air
interface. Experimental results are presented in Fig. 12. The
two upper curves correspond to two experiments in which
the water–air interface is similarly hit by a needle every two

FIG. 10. Correlation coefficient of a selected time window of the back
scattered signal as a function of the shot number: without fish~black line!
and in the presence of 20 fish in the beaker~gray line!. Shot rate is 1 shot/s.
The selected time window starts attm53 ms after the beginning of the back
scattered signal and lasts 100ms.

FIG. 11. Correlation coefficient of a selected time window of the back
scattered signal as a function of time. There are 20 fish in the beaker. Shot
rate is 20 shots/s. The selected time window starts attm53 ms after the
beginning of the back scattered signal and lasts 100ms.

FIG. 12. Experimental measurement ofSN(t) for N5100 shots at 400 kHz
in a 1.4-1 beaker without fish in the presence of surface disturbances at the
water–air interface. Results are presented in a dB scale. The two upper
curves~thin gray and black lines! correspond to two experiments performed
with small-amplitude surface disturbances. The equivalent scattering cross
section isss52.4 mm2. The two lower curves~full gray and black lines!
correspond to two experiments with high-amplitude surface disturbances.
The equivalent scattering cross section isss;26 mm2.

2593 2593J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 J. De Rosny and P. Roux: Multiple scattering in a reflecting cavity



shots. This would reproduce on the water–air interface the
behavior of very active fish, for example during fish feeding.
Results are very close from one experiment to the other. The
two lower curves correspond to two experiments in which
the surface is continuously hit by the same needle. The am-
plitude of surface waves, though difficult to measure in the
beaker, seems much larger in this case. For example, this
would reproduce strong wind-driven disturbances at the
water–air interface. Results are comparable from one experi-
ment to the other. In the absence of fish in the beaker, an
ideal experiment gives 10 log10(SN(t))50 ~cf. Fig. 9!. Fluc-
tuations at the surface induce a slow decrease ofSN(t) as if
scatterers were present in the cavity. In the case of small
surface disturbances like the one that could be generated dur-
ing fish feeding by the fish themselves, we obtainl s

5586 m. This corresponds to the scattering mean free path
obtained with one fish whose scattering cross section is 2.4
mm2. This scattering cross section is small compared to the
scattering cross section of one zebra fish at 400 kHz~ss

513.0 mm2, see Fig. 14!. In the case of surface waves
equivalent to strong wind-driven disturbances, we obtainl s

;54 m. This corresponds to the scattering mean free path
obtained with two zebra fish in the beaker (ss;26 mm2

52313 mm2!. These results show that surface agitation
may affect the measure of the scattering cross section of
scatterers present inside the cavity. The relevant parameters
are both the root-mean-square height of surface disturbances
with respect to the acoustic wavelength and the area of the
water–air interface compared to the total area of the cavity.

The next set of experiments focuses on the study of the
parameters of the beaker1fish system at an ultrasonic scale.
In particular, we study the influence of the beaker volume,
the number of fish, and the source–receiver positions on the
measurement of the scattering mean free path. Figure 13 rep-
resents the estimatorSN,M(t) for N5100, andM51 or M
55 source–receiver positions, respectively. The experiment

is performed withK540 fish in a 1.4-1 beaker. It confirms
the average effect observed previously with numerical ex-
periments. The standard deviation of the estimated scattering
mean free pathl s is around 3%. Figure 14 shows the influ-
ence of the number of fish on the scattering mean free path.
Experiments are performed here withN5200 shots andM
51 source–receiver positions. These results validate the
definition of the scattering mean free path in a diluted me-
dium l s51/nss . Knowing the density of scatterers, the mea-
sure ofl s leads to a very accurate measure of the scattering
cross section~Fig. 14!. Finally, Fig. 15 shows that the mea-
sure of the scattering cross section does not depend on the
volume of the beaker.

We complete this section by reporting a set of experi-
ments conducted at a scale close to fisheries acoustics stan-
dards. We worked with an omnidirectional 12.8-kHz trans-
ducer in a 30-m3 tank on 35-cm-long striped bass. Two
experiments were performed withK5161 andK5211 fish,
respectively. Results are presented in Fig. 16. Once again,

FIG. 13. Experimental measurement ofSN,M(t) for N5100 andM51
~black line! or M55 ~gray line!. SN,5(t) looks smoother thanSN,1(t). The
experiment is performed at 400 kHz with 40 fish in a 1.4-1 beaker. The
dotted line corresponds to the theoreticalSN,`(t). From the theoretical fit,
we getl s52.6 m.

FIG. 14. Experimental measurement of 1/l s as a function of the number of
fish. Experiments are performed withN5200 shots andM51 source–
receiver positions. The slope of the curve is proportional to the fishes’ av-
erage scattering cross section. We findss513.0 mm2 with a 3% standard
deviation.

FIG. 15. Experimental measurement ofKss ~K540 fish! at two different
frequencies as a function of the beaker volume. Experiments are performed
with N5200 shots andM51 source–receiver position. Standard deviation
is less than 5%. Results show that the measure ofss does not depend on the
beaker volume.
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the behavior of the estimatorSN,M(t) is in agreement with
the previous theoretical and numerical predictions. The fish
density being known, we obtain an average value of the fish
scattering cross section. For the two different values of the
numberK of fish, we find the same target strength TS, which
confirms the consistency of the experimental results. We
have TS510 log10(ss/4p)'235 dB. Considering the fish
swim bladder as an air-filled sphere, we getss54pR2 with
R;3.8 cm, which is in agreement with the fish size.

In summary, these experiments performed at different
scales with small fish in a beaker or large fish in a tank
validate theoretical predictions. Moreover, we see in the next
section that they lead to interesting applications in fisheries
acoustics.

V. DISCUSSION

This last section is threefold: first, we describe potential
applications of this method to fisheries acoustics. The second
part is devoted to experimentalists who would like to repro-
duce these experiments. To this regard, we try to define some
optimal experimental configurations. Last, we extend this
work to multiple scattering in a fish school in the ocean.

The main point of this work is the measure of the scat-
tering mean free path of a set of scatterers placed inside a
reflecting cavity. The measure of the scattering mean free
path l s51/nss leads to the measure of the scattering cross
section of the scatterers if the scatterer density is known.
This is of particular interest in fisheries acoustics, where a
great amount of time is spent on scattering cross-section
measurement.8 Of course, this measure does not correspond
to standards such as the dorsal or the lateral scattering cross
section used classically in fisheries acoustics. However, this
technique combines three advantages: it is simple and low
cost~it just requires one transducer and an acquisition chan-
nel!, it is fast ~one obtains an accurate scattering cross sec-
tion with N;200 shots, which lasts a few minutes!, and it
provides a reference measurement, the total scattering cross
section, which does not depend on the angle of incidence of
the acoustic wave, on the anisotropy of the fish backscatter
function, or on the fish behavior in the tank. In future work,

it would then be of great interest to apply this technique to
study the influence of physical and biological parameters on
the scattering cross section: depth, water temperature, or sa-
linity, but also amount of food in the fish stomach or fish
sexual maturation. The measurement could either be done on
one fish~in a small tank! or on a given number of fish with
the same characteristics~then, we measure the average scat-
tering cross section of the fish!.

The other application of the scattering mean free path
measurement concerns aquaculture and, more particularly,
fish counting in a tank. Fish counting is a two-stage experi-
ment. Actually, measuring the fish density via the scattering
mean free path requires the knowledge of the scattering cross
section. To this end, we propose a first experiment with a
given number of fish in a small tank that will be used as a
test tank. Knowing the fish densityn, we measure the scat-
tering mean free pathl s and thus the scattering cross section
ss . Then, we place the transducer in the tank that is to be
sampled and from which came the fish placed in the test
tank. We assume that all fish in the tank have approximately
the same characteristics, which is usually true in aquaculture.
The previously measuredss is then a good approximation of
the averagess for all fish in the tank. The new measure ofl s

provides the fish densityn and thus the number of fish in the
tank. Following this double-step procedure, we perform sev-
eral fish-counting experiments in a 1.4-1 beaker at 400 kHz.
Table I summarizes the results. The accuracy of the measure-
ments is remarkable, taking into account that fish size distri-
bution is quite heterogeneous.

Concerning the experimental setup, its main advantage
relies on the simplicity of the electronics. It is made of one
transducer, a waveform generator, a power amplifier, and an
acquisition channel. We have shown that the accuracy of the
measure of the scattering mean free path is improved by an
average over the transducer positions. Because this is not
always practical in a tank, we suggest the use of an omnidi-
rectional and/or wide band transducer. Then, the optimal
configuration is obtained when the scattering mean free path
l s is on the order of 5 times the characteristic length of the
tank L( l s;5L). This means that after ten round trips inside
the cavity, we would get

10 log10S SS t5
20L

c D D510 log10~exp~24!!

'217.5 dB. ~13!

In this case, we expect to measure on a long time scale a
linear decrease of the estimatorS(t) from 0 dB down to
nearly 220 dB. This configuration should provide an accu-
rate value of the average slope ofS(t) on a logarithmic scale.
In practice, the parameters that need to be adjusted are the
tank volume, the number of scatterers, and the central fre-

FIG. 16. Experimental measurement ofSN,M(t) ~plotted here on a logarith-
mic scale! for N51000 shots andM55 source–receiver positions. Experi-
ments are performed at 12.8 kHz in a 30-m3 tank on 35-cm-long fish.
Dashed lines correspond to the average slopes.

TABLE I. Experimental results obtained performing fish counting at 400
kHz in a 1.4-1 beaker. Experiments are performed withN5200 shots and
M51 source–receiver position.

Number of fish 25 18 13 7 4
Results of fish-
counting experiments

25.7 18.7 14 8.2 4.7
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quency of the transducer. The relationship between fre-
quency and scattering cross section is rather complex. A
good choice is to use a central wavelength comparable to the
typical size of the scatterers~the length of the swim bladder
for fish, for instance!. Then, concerning the application to
fish counting, where a double measurement in two tanks is
required, it may be of interest to work with a similar mean
free path in the two tanks. In this case, a constant mean free
path means a constant density. For instance, if the fish den-
sity corresponds to 5000 fish in a 40-m3 tank, one could first
work with 50 fish in a 400-liter test tank to measure the
average scattering cross section of the fish.

Finally, we consider application to fisheries acoustics: is
there multiple scattering in fish schools in the ocean? In mul-
tiple scattering theory, the scattering mean free pathl s is
classically used as the typical length scale for multiple scat-
tering: multiple scattering cannot be neglected as soon asL
. l s , whereL is the width of the scattering medium. This
criterion is valid when the scattering cross section of the
scatterers is isotropic. In the case of anisotropic scatterers,
such as fish, the scattering mean free path has to be replaced
by the transport mean free pathl * , which is, in general, at
most the double of the scattering mean free pathl s ( l s< l *
<2l s). With 35-cm-long striped bass in a tank, we experi-
mentally gotl s;25 m at a 12.8-kHz frequency for ann;7
fish/m3 density. According to Eq.~3!, we would get l s

;5 m with a 35-fish/m3 density. This means that multiple
scattering should not be neglected for a 35-cm-long striped
bass school with a densityn;35fish/m3 and whose width
L.10 m. These conditions seem to be easy to obtain in the
ocean. This point is interesting because presence of multiple
scattering may then lead to bias in fish biomass assessment
usually performed under a strong, single scattering approxi-
mation.
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APPENDIX A:

We wish to get an analytic formula for

RN,`~ t !5F ^hi~ t !&N
2

^hi 2~ t !&N
G

`

. ~A1!

We start from Eqs.~8!, ~9!, and~10!
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Using Eq.~8! and averaging over source–receiver positions,
we obtain
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We assume then that

bh̃~ t !hr
i ~ t !c`5 bhr

j ~ t !hr
i ~ t !c`[0. ~A4!

This physically means, first, that echoes from the scatterers
are uncorrelated from one shot to another, and second, that
scatterers echoes and cavity echoes are also uncorrelated. It
follows:
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Using Eqs.~9! and ~10!, we get
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Concerning the denominator ofRN,`(t), we have
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From Eqs.~A6! and ~A7!, we finally obtain
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APPENDIX B:

We wish to get an analytic formula for
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Once again, we start from Eqs.~8!, ~9!, and~10!.
We have
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Using Eq.~8! and averaging over source–receiver positions,
we obtain
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As in Appendix A, we assume that
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J. V. Sánchez-Pérez, C. Rubio, and R. Martı́nez-Sala
Centro Tecnolo´gico de Ondas, Unidad Asociada de Investigacio´n (CSIC), Edificio de Institutos II,
Universidad Polite´cnica de Valencia, Avenida de los Naranjos s/n, 46022 Valencia, Spain

~Received 23 August 2000; accepted for publication 12 March 2001!

An analysis of the reflectance of sonic band-gap crystals consisting of square arrays of rigid
cylinders in air is presented. The standing wave formed in front of the structures is studied both
experimentally and theoretically. Experiments have been performed with a mobile robotized
microphone that obtains pressure maps on the plane perpendicular to the axes of the cylinders.
Enhancements of the standing wave ratio~SWR! are observed in frequency regions where
attenuation bands appear in zero-order transmission experiments. Also, the SWR presents
oscillations that can be related to the finite dimension of the structure~Fabry–Perot effect!. Both
features are well described by calculations based on a double-scattering approach. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1369784#

PACS numbers: 43.20.Fn, 43.20.Ks, 43.20.Ye@ANN#

I. INTRODUCTION

The existence of frequency regions where the propaga-
tion of electromagnetic waves is forbidden was predicted in
certain structures having a periodic modulation of the dielec-
tric function.1,2 The structures that exhibit such behavior are
called photonic-band-gap~PBG! materials. The underlying
theory has been applied to other types of waves like sound or
elastic waves and the corresponding structures are called
sonic-band-gap~SBG! or elastic-band-gap~EBG! materials.
Great theoretical effort has been put into the study of these
kinds of waves.3–6 Most of the works calculated the acoustic
band structure of infinite crystal using the plane-wave expan-
sion method. Recently, other approaches based on a varia-
tional method7 and a Korringa–Khon–Rostoker method8

have been developed. On the other hand, finite systems have
been studied by the transfer-matrix method9 and multiple-
scattering theory.10 In this work we use multiple-scattering
theory to study our finite samples. In our approach each scat-
terer is characterized by its scattered pressure, which links
the diffracted pressure field to the incoming one. Our proce-
dure is a simplified version of the one employed in Ref. 11,
which uses a rigorous multiple-scattering theory to study
light scattering by dielectric cylinders. We will see that this
simplified approach, which takes up to double-scattering
events, reproduces the experiments fairly well.

Most experimental work on SBG structures reports zero-
order attenuation spectra.7,12,13 A recent paper by Torres
et al.14 shows nice pictures of Bloch waves on a liquid hav-
ing wave velocity modulation. In the same spirit we have

developed an experimental setup which permits the measure-
ment of pressure patterns in the plane where the two-
dimensional arrays of scatterers are deployed.

Making use of both theoretical and experimental tools,
our goal in this work is to study the reflectance properties of
SBG crystals formed by two-dimensional arrays of rigid rods
in air. Those properties will be inferred from the study of the
partial standing wave formed in front of the SBG structure.
As we discuss below, the method of pressure measurement
effectively detects a full standing wave whose standing wave
ratio ~SWR! allows the characterization of some features in
the acoustic band structure. Also, the comparison with our
model based on a multiple-scattering approach facilitates
such analysis.

II. THEORETICAL APPROACH

A. Sound scattering by an ensemble of rigid
cylinders in single-scattering approach

Let us first compute the scattering of a sound plane
wave, with frequencyv, by a cylinder of radiusR0 placed at
the origin of coordinates. The incident wave travels in a di-
rection perpendicular to the cylinder’s axis~i.e., along the
positiveX axis! and impinges on a cylinder infinite along the
Z axis. If we assume a temporal dependencee2 ivt, the wave
can be expressed as

Pincid5eikx5eikr cosu5 (
s52`

s5`

i sJs~kr !eisu, ~1!

wherek is the wave number~k52p/l! andJs is the Bessel
function of the first kind and orders. The scattered wave
takes the form

a!Electronic mail: lsanchis@fis.upv.es
b!Electronic mail: jose.sanchezdehesa@uam.es
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Pscatt5 (
s52`

s5`

AsHs~kr !eisu, ~2!

whereHs is the Hankel function of the first kind and orders
with the superscript~1! omitted for simplicity; Hs(z)
5Js(z)1 iYs(z), Ys(z) is the Bessel function of the second
kind and orders. The coefficientsAs are calculated by ap-
plying the boundary condition on the cylinder’s surface.

If we assume a rigid cylinder, the radial velocity of the
air particles at the surface must be zero. This velocity is
generated by the combination of the plane wave and the scat-
tered wave. Since the velocity is proportional to the pressure
gradient, this boundary condition is

]

]r
@Pinc1Pscatt# r 5R0

50. ~3!

After an easy calculation, the coefficients are

As5
2 i s~Js21~kR0!2Js11~kR0!!

~Hs21~kR0!2Hs11~kR0!!
. ~4!

The total pressure at any point on theXY plane is the
sum of the scattered wave and the incident wave

P5Pinc1Pscatt. ~5!

Now, if we consider that the wave is scattered not by a single
cylinder but by an ensemble, a scattered wave is generated
on every cylinder and, therefore, to obtain the net pressure
we have to add the waves of all cylinders at any point of the
XY plane. This is a single-scattered approach since it in-
volves the scattered pressure originated in each cylinder by
just the incident wave arriving on it. Let us assume that the
jth cylinder is placed at the point~xj , yj !; so, if we take the
phase origin atx50, when the plane wave reaches this cyl-
inder its phase will bekxj , and the corresponding scattered
pressure at this point must be the same as the one calculated
above multiplied by the phase factor exp(ikxj!

Pj
scatt5eikxj (

s52`

s5`

AsHs~kr j !e
isu j . ~6!

Therefore, the total pressure at the point~x, y! takes the form

P~x,y!5Pinc1(
j 51

N

Pj
scatt

5eikx1(
j 51

N

eikxj (
s52`

s5`

AsHs~kr j !e
isu j , ~7!

N being the number of cylinders (j 51, . . . ,N).
We must keep in mind that this pressure field is related

to the system of coordinates of each cylinderj

r j5A~x2xj !
21~y2yj !

2,
~8!

u j5arcsin~~y2yj !/r j !.

This approach usually works well in systems where the scat-
terers are distant enough from each other; in other words,
when the fraction of volume occupied by the cylinders is
small.

B Sound scattering by an ensemble of cylinders with
double-scattering term

Now, consider cylinderjth and lth shown in Fig. 1. As
we mentioned before, the field generated by the plane wave
on thejth cylinder is

Pj5eikxj (
s52`

s5`

AsHs~kr j !e
isu j . ~9!

Using Graf’s formula15 for the Hankel function, we can ex-
press the termHs(kr j )e

isu j in the lth coordinate system

Hs~kr j !e
isu j5 (

q52`

q5`

e[ i (s2q)u l j ]Hq2s~krl j !Jq~krl !e
iqu l.

~10!

The pressure scattered by thejth cylinder in the system of
coordinates of thelth cylinder is

Pjl 5 (
s52`

s5`

Ase
ikxj (

q52`

q5`

e[ i (s2q)u l j ]Hq2s~krl j !Jq~krl !e
iqu l.

~11!

The field generated at thelth cylinder produced by the wave
scattered by thejth cylinder can be written in the following
form:

PPjl 5 (
s52`

s5`

AjlsHs~krl !e
isu l. ~12!

If we apply the boundary condition on thelth cylinder

]

]r l
@Pjl 1PPjl # r l5Ro

50, ~13!

]

]r l
F (

s52`

s5`

Ase
ikxj (

q52`

q5`

e[ i (s2q)u l j ]Hq2s~krl j !Jq~krl !e
iqu l

1 (
s52`

s5`

AjlsHs~krl !e
isu lG

r l5Ro

50. ~14!

Making use of the relations between the partial derivatives of
the Bessel and Hankel functions, the last equation takes the
form

FIG. 1. Notation used for a change of coordinate system between cylinder
jth andlth. They are placed at the points~xj , yj ! and ~xl , yl!.
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Ase
ikxj (

q52`

q5`

e[ i (s2q)u l j ]Hq2s~krl j !~Jq21~kRo!2Jq11~kRo!!eiqu l1Ajls~Hs21~kRo!2Hs11~kRo!!eisu l50. ~15!

Now it is possible to find the coefficientsAjls

Ajls5
Ase

ikxj(q52`
q5` e[ i (s2q)u l j ]Hq2s~krl j !~Jq11~kR0!2Jq21~kR0!!

~Hs21~kR0!2Hs11~kR0!!
ei (q2s)u l. ~16!

We can repeat the same process, but this time thelth cylinder is the one that induces the scattered wave on thejth. In this case
the coefficients are

Al js5
Ase

ikxl(q52`
q5` e[ i (s2q)u j l ]Hq2s~kr jl !~Jq11~kR0!2Jq21~kR0!!

~Hs21~kR0!2Hs11~kR0!!
ei (q2s)u j . ~17!

It is clear thatj 5 l makes no sense regarding the coefficientsAl js . Therefore, the coefficients can be cast in the following
form:

Al js5~12d l j !
Ase

ikxl(q52`
q5` e[ i (s2q)u j l ]Hq2s~kr jl !~Jq11~kR0!2Jq21~kR0!!

~Hs21~kR0!2Hs11~kR0!!
ei (q2s)u j , ~18!

whered l j is the Kronecker delta (d l j 51 if l 5 j andd l j 50 if
lÞ j ). The pressure induced on thejth cylinder by thelth is

PPl j 5 (
s52`

s5`

Al jsHs~kr j !e
isu j . ~19!

So, the pressure field produced by a finite number of cylin-
ders,N, due to the double-scattering process is

PPscatt5(
l 51

N

(
j 51

N

(
s52`

s5`

Al jsHs~kr j !e
isu j . ~20!

This is the multiple-scatter term employed in our calculation.
Finally, the pressure at any point~x, y! will be the sum

of all contributions

P~x,y!5Pinc1Pscatt1PPscatt

5eikx1(
j 51

N

eikxj (
s52`

s5`

AsHs~kr j !e
isu j

1(
l 51

N

(
j 51

N

(
s52`

s5`

Al jsHs~kr j !e
isu j . ~21!

Notice that the summations overj and l permit the analysis
of any arrangement of cylinders, either ordered or disor-
dered. Here, we are concerned with ordered structures.

Let us stress that our approach cuts the expansion pro-
cedure of Twersky16 after the double-scattering term. Our
simplified approach is justified by the agreement with experi-
mental results as described below.

III. EXPERIMENTS

The experiments have been performed in an anechoic
chamber of 83633-m3 size. As a sound source we used a
speaker placed at the focus of a parabolic reflector. The re-
flector is employed to collimate the beam. Nevertheless, the
distance between the source and sample is not enough to
produce full plane-wave fronts when the sound reaches the
sample.

With the aim of obtaining pressure maps on the plane
perpendicular to the cylinder’s axis, we have developed a
computer-controlled automatic positioning system~called ro-
bot for short! capable of sweeping the microphone through a
grid of measuring points located in a plane. The movement
along eachX- or Y-axis is accomplished by means of steeper
motors with a maximum resolution of 0.25 mm per step. The
maximum length of each axis is 1800 mm. Nevertheless,
larger distances can be explored by hand relocation of the
whole frame of the robot. Sound-pressure measurements are
automatically taken by means of a B&K 2144 frequency
analyzer controlled by a computer through a general purpose
interface bus~GPIB! interface. At each grid point the micro-
phone samples the sound with a sampling frequency of 15
kHz. Afterwards the analyzer makes the fast Fourier trans-
form ~FFT! of such data and produces the corresponding
pressure spectrum with a resolution of 8Hz. Frequencies be-
low 6.4 kHz are well described in the spectra. A total of 256
spectra has been taken to generate an averaged spectrum,
which is the one finally assigned to that grid point. The total
measuring time in one point is 10 s. As a result we obtain at
each point, and for a given frequency, the root-mean-squared
~rms! pressure,Prms(x,y). In order to put it in decibels we
used a reference pressurePref[20 mPa; in other words,
Lexp(x,y)520 log10(Prms(x,y)/Pref!. The total time employed
to elaborate a pressure map with 400 grid points, like the
ones shown here, is about 7 h.

Our SBG crystals are built up by hanging cylindrical
rods on a frame which has the crystal symmetry. Here, we
have studied square arrays of hollow aluminum rods ofR0

52 cm radius put in a square lattice with 11 cm of lattice
constant,a. The fraction of volume occupied by the cylinders
f is quite small: f 5pR0

2/a250.104. It has been shown
previously17 that this structure does not possess a full acous-
tic band gap.

In Fig. 2 we show the two samples under study. They
were constructed along theX axis, the incident sound direc-
tion, in order to represent the two high-symmetry directions
in the Brillouin zone; i.e., theGX direction @Fig. 2~a!# and

2600 2600J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Sanchis et al.: Reflectance by a sonic crystal



GM direction @Fig. 2~b!#, respectively. Both structures have
five rows of cylinders so as to have short computational
times, and to make for an easier comparison. We choose
them as test materials to study their properties in reflectance
by using our experimental setup.

IV. RESULTS AND DISCUSSION

The structures under study have been analyzed previ-
ously by using zero-order transmission experiments, and the
following results were obtained:~1! along theGX direction
an attenuation band appears18 in the frequency region~1260–
1750 Hz!; ~2! along theGM direction the attenuation band
measured covers the region~1900–2500 Hz!. When com-
pared to the acoustic band structure calculated by a varia-
tional method one finds that attenuation alongGX is fairly
well explained by the gap existing at the region~1204–1764

Hz!. On the contrary, along theGM no gap was found in the
band calculation. The origin of the attenuation along this
direction is twofold. One is the existence of one deaf band;7

i.e., a band that is not coupled with the incident sound for
reasons of symmetry. The other is the possible energy trans-
fer to Bragg waves of higher order when the sound leaves the
sample. In what follows we will see how these effects are
shown in our experiments and by our multiple scattering
calculation. First, we analyze pressure maps. Afterwards, the
study of the standing wave observed in front of the structure
will give us further confirmation of the SBG crystal proper-
ties inferred from the transmission experiments.

A. Pressure maps

The pressure,P(x,y), has been calculated by our
double-scattering approach~see Sec. II! at different frequen-
cies. The sums to the orders of Hankel functions,s or q, have
been truncated to five terms. This truncation is justified due
to the fast decreasing of the coefficient’s modulus. Thus, for
example, at 2720 Hz,uA0u/uA3u'140. On the other hand, to
reduce the computational time the double-scattering term,
Eq. ~20!, is calculated by using just first-neighbors interac-
tion; i.e.,Al js50 if r l j .A2a.

To compare with experiments we define a theoretical
RMS-pressure,Ptheo

2 (x,y)5 1
2PP* 5 1

2uP(x,y)u2, which is the
average squared pressure at each point.

Therefore, the pressure in decibels is

L theo~x,y!520 log10~ uP~x,y!u/a!, ~22!

wherea is an adjustable parameter that takes into account
that the incident pressure is not unity in the experiments. In
particular, we will present here results for two relevant fre-
quencies; both are in regions where attenuation bands are
observed.

Figure 3 shows the calculated pressure pattern at 1600
Hz for the sample constructed along theGX direction @see
Fig. 2~a!#. It can be observed how the pressure decreases as
the wave penetrates inside the structure. This behavior is
well explained by the fact that the frequency is inside the
existing acoustic gap along this direction. Both low transmis-
sion and high reflectance are observed along the incident
direction, as is shown in Fig. 3. On the other hand, Fig. 4
plots the map obtained at 2540 Hz for the sample constructed
along theGM direction. In comparison with the previous
result, we now notice how the pressure takes nonzero values
at angles tilted with respect to the incident direction and in
the lateral sides of the structure. In this case the attenuation
measured in the forward direction is due to an energy trans-
fer to other directions; i.e., other than the collinear between
source and microphone.

In Fig. 5 we compare pressure maps calculated and mea-
sured for the same sample and at the same frequency as in
Fig. 3. The area represented in front of the structure isx
P@20.985 m,20.485 m#, yP@20.160 m, 0.160 m#. This
plot shows that both experiment and theory display periodic
high- and low-pressure levels, which clearly define standing
waves that are in good qualitative agreement.

Figure 6 compares the measured values~squares! with
the predictions of the model inside the region~20.985 m,

FIG. 2. ~a! Geometry of the sample used to study the scattering of sound
waves incident along theGX direction.~b! Sample employed to study sound
waves along theGM direction. The incident direction is always from left to
right in the figures.
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20.485 m! along theX axis. The continuous line represents
the functionL theo(x,y50) in Eq. ~22! with a50.004. We
fitted the theoretical curve so that experimental maxima and
minima were always above and below, respectively, the cal-
culated ones. An improved fitting could have been done if
our calculations had taken into account the fact that the in-
cident sound probably does not have a plane-wave front

when it reaches the structures. This effect will be discussed
further in the next subsection.

B. Standing wave ratio

If we consider that an incident sound wave with unit
pressure amplitude impinges on the SBG crystal, it will be

FIG. 3. Double-scattering calculation
of the mean-square pressure pattern at
1600 Hz for the sample along theGX
direction @see Fig. 2~a!#.

FIG. 4. Double-scattering calculation
of the mean-square pressure pattern at
2540 Hz for the sample along theGM
direction @see Fig. 2~b!#.
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partially reflected. The net pressure in front of the crystal is
the superposition of the incident and reflected wave

cos~kx2vt !1R cos~2kx2vt !

5A~x!cos~2vt2w~x!!, ~23!

whereR is the reflection coefficient,w~x! is a phase angle
which is of no concern here, and A(x)
5A112R cos 2kx1R2. Only for R561 is a full standing
wave formed. For the general caseRÞ61 the sum of the
incoming traveling wave and the reflected wave is a partial
standing wave. If we explore the wave with a microphone, as
we have done, we are, in fact, measuring its mean square
pressure,P̄2. In other words, we are measuringA(x), which
ranges~if R.0! from a maximum value (11R) at antinode
positionskx501np, to a minimum value (12R) at node

position kx5p/21np. The standing wave ratio is defined
by19

P̄max
2

P̄min
2

5
~11R!2

~12R!2
5SWR2. ~24!

Experimentally, to obtain the SWR it is better to work in
terms of rms-pressures

SWRexp5LPmax2LPmin

510 log10~Pmax/Pref!
2210 log10~Pmin /Pref!

2

520 log10~Pmax/Pmin!. ~25!

In this equationLPmin andLPmax are the rms-pressure levels
measured in decibels,Pref is an arbitrary value~see Sec. III!,
andPmax andPmin are the maximum and minimum values of

FIG. 5. Comparison between the
mean-square pressure levels calculated
~a! and measured~b! for the sample
along the GX direction at 1600 Hz.
The area represented in front of the
sample is ~20.985 m, 20.485 m!
3~20.160 m, 0.160 m!, along thex-
and y-axis, respectively. The scale
numbered the grid points employed in
the plot.
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the root time-averaged pressures, respectively.
With regards to theoretical calculation, the SWR can be

calculated using the following formula:

SWRtheo520 log10~ uPmaxu/uPminu!. ~26!

Figures 7 and 8 show the SWRs along the two high-
symmetry directions:GX and GM, respectively. The thick
solid lines represent the measurements, while dotted lines
define the calculations using the theory described in Sec. II.
On the other hand, to evaluate the effect associated with a
possible nonplanar wavefront, a phase mismatch between the
cylinders in the planes perpendicular to the incident wave
has been introduced in the model: the phase factors are con-
sidered to have the formeikuRsource2r j u instead of exp(ikxj!,
where r j5(xj , yj ! is the position vector of the cylinderj,
andRsourceis the position of a line source at a distance L in
front of the sample;Rsource5(2L,0). The thin solid lines in
Figs. 7 and 8 represent the calculations for this cylindrical
wavefront with a fitted valueL510a.

When the sound wave impinges the structure along the
GX direction ~see Fig. 7!, the SWR measured~thick solid
line! show an enhancement in the very same frequency re-

gion where the first gap appears in the acoustic band struc-
ture. The lack of states available to sound transmission pro-
duces a large reflectanceR and, consequently, explains the
SWR increasing. With regard to the oscillations observed,
they are related to the resonances associated with the finite
thickness of the SBG crystal~Fabry–Perot resonances!. The
frequency of these resonances is determined bykd5mp,
m51,2, . . . , d54a50.44 m being the thickness of the
sample constructed along this direction@see Fig. 2~a!#. From
the oscillation period,Dv, it would be possible to obtain the
sound velocity inside the sonic crystal~SC!, cSC, through the
formula cSC5Dvd/p. Nevertheless, since the period mea-
sured changes with frequency~its values are in the range
222–355 Hz!, a frequency-dependent sound velocity must be
considered instead. The study of this magnitude, which im-
pinges on the broad problem of homogenization, requires the
analysis of more structures and detailed calculations on their
corresponding acoustic bands for comparison. Such a task is
beyond the scope of this work. The comparison with the
SWR resulting from our double-scattering model is qualita-
tively good, although both calculations~i.e., plane and cylin-
drical wavefronts, respectively! define the gap shifted with
respect to the measurements and the band structure calcula-
tion. This disagreement mainly comes from the fact that we
didn’t include all the multiple-scattering terms as they are in
the acoustic band calculation. Furthermore, the result for the
case of a cylindrical wavefront predicts a smaller gap.

When the sound is incident along theGM direction~see
Fig. 8! we notice an SWR enhancement in the region~1800–
2700 Hz!, though no gap appears in the acoustic band struc-
ture calculated along this direction. Now, the origin of large
SWR values is associated with the existence of a deaf band
that goes from 1878 Hz up to 2798 Hz. This band, ideally
uncoupled, weakly couples with the exciting sound and pro-
duces large reflectance values. The multiple-scattering calcu-
lations are also in qualitatively good agreement and repro-
duce most of the features observed. Again, the theoretical
frequencies at which the SWR enhances are shifted~now to
lower frequencies! compared to the experimental ones and to
the ones deduced from band structure. Regarding the Fabry–
Perot oscillations, its period is now larger since the slab
thickness is smaller,d54a/A250.31 m. These oscilla-

FIG. 6. Comparison between the effective pressures measured~symbols!
and calculated~solid line! for the sample constructed along theGX direction
at 1600 Hz. The data represented are in the region~20.985 m,20.485 m!
along thex axis.

FIG. 7. Frequency dependence of the standing wave ratio~SWR! ~in dB!
measured~thick solid line! and calculated for the sample along theGX
direction. The dotted line represents the calculated results for an incoming
sound plane wave. The thin solid line shows the corresponding ones calcu-
lated with an incident sound with a cylindrical shape~see the text!.

FIG. 8. Frequency dependence of the SWR~in dB! measured~thick solid
line! and calculated for the structure along theGM direction. The dotted line
represents the calculated results for an incoming sound plane wave. The thin
solid line shows the corresponding ones calculated with an incident sound
with a cylindrical shape~see the text!.
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tions are well reproduced by our models. In fact, we observe
that the results with the cylindrical wavefront give a better
account of the SWR amplitude. This effect leads us to con-
clude that phase mismatch plays a role and has to be in-
cluded in improved models based on the multiple-scattering
approaches.

V. SUMMARY

In this work we have studied the standing wave formed
in front of a SBG crystal when a sound wave impinges on it.
The crystals analyzed consist of two-dimensional arrays of
rigid cylinders in air. Experiments were conducted in an free-
echo chamber by using a new experimental setup based on a
computer-controlled automatic positioning system which is
able to obtain the effective pressure pattern on the plane
perpendicular to the cylinder axis. On the other hand, we
have used a theoretical approach based on a multiple-
scattering algorithm, which takes into account up to double-
scattering events. The comparison between theory and ex-
periments has allowed us to obtain intrinsic properties of the
SBG crystal. In particular, we have shown that gaps and
uncoupled bands can be characterized in the SWR of the
standing wave. Moreover, the finite thickness of our SBG
structures along the sound propagation direction produces
Fabry–Perot-type resonances that were detected as oscilla-
tions in the SWR.
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Acoustically coupled gas bubbles in fluids: Time-domain
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In previous work@C. Feuillade, J. Acoust. Soc. Am.98, 1178–1190~1995!# a coupled oscillator
formalism was introduced for describing collective resonances, scattering, and superresonances, of
multiple gas bubbles in a fluid. Subsequently, time-domain investigations of the impulse response of
coupled systems have disclosed the exact conditions which determine whether the ensemble
scattering behavior should be described using: either~a!, a multiple scattering; or~b!, a
self-consistent methodology. The determining factor is theQ of the individual scatterers, and their
typical spatial separations in the medium. For highly damped or sparse systems, e.g., scattering from
loose schools of swimbladder fish, or from a gassy seabed containing entrained bubbles, the multiple
scatter counting approach should be applicable. For more strongly coupled systems, e.g., a dense
cloud of resonating bubbles in the water column, energy exchange may be due primarily to radiative
cycling rather than scattering, in which case a self-consistent approach is indicated. The result has
implications for both volume and bottom scattering applications. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1369102#

PACS numbers: 43.20.Fn, 43.20.Px, 43.20.Ks, 43.30.Jx@ANN#

I. INTRODUCTION

The collective acoustic behavior of multiple gas bubbles
in water, and other fluids, continues to be a topic of critical
importance and interest. For example, in seawater, the pres-
ence of dense clouds of air bubbles can have a strong effect
on the passage of sound which impacts propagation, attenu-
ation, scattering, and reverberation, phenomena.1 Bubbles in
the water column are generated by several factors, including
entrainment due to the action of breaking waves, cavitation
from ship propellers, or even the biological action of micro-
organisms. Another cause of ‘‘bubbles’’ might be the pres-
ence of fish. A fish swimbladder is a type of gas bubble
~albeit highly damped!, and the presence of large dense
schools of swimbladder-bearing fish can have an effect on
the propagation of sound similar to that of bubble clouds.2

There has also been great interest recently in the acoustic
properties of bubbles entrained in gassy seabed sediments,
and the effects they have on bottom scattering and propaga-
tion ~e.g., see the paper by Gardner,3 which also contains a
helpful list of references!.

It has been recognized for a long time4,5 that scattering
from gas bubbles in fluids is closely linked to the propaga-
tion of sound, and plays a critical role in determining acous-
tic attenuation and dispersion in the medium. Attempts to
incorporate interactions between bubbles, in order to produce
an improved scattering description, have frequently used a
multiple scattering methodology, which seeks to more accu-
rately represent the scattering process by adding higher-order
interactions~i.e., second order, where the field interacts with
two bubbles before returning to the receiver, and third order,
where it interacts three times, etc.! as a series of perturbation
corrections to the primary first-order scatter~the direct return

from the individual bubbles!. However, while this approach
embodies an intuitively appealing picture of the scattering
problem, it also entails a number of serious obstacles. First,
for very strong scatterers~e.g., resonating bubbles! in close
proximity to each other, the perturbation terms may become
large enough to cause the series to diverge. In this case, the
method cannot be used. Second, even though the series may
still converge, it is frequently not clear how many orders of
perturbation are needed to provide a sufficiently accurate
prediction of the true scattering level. Third, after the first-
and second-order corrections, the bookkeeping needed to
correctly count all of the interactions becomes formidable
when many scatterers are involved. Recently, attempts have
been made to overcome this third problem in extended media
by developing sophisticated scattering schemes.6,7

The problems associated with the multiple scattering ap-
proach just described may be significantly ameliorated by
using a self-consistent methodology, whichdefinesthe total
field incident on any bubble as the sum of the external field
plus the scattered fields from all the other bubbles, where
these other bubbles are considered to havealready experi-
encedall of the interactions which affect them. Because the
interactions between bubbles then implicitly contain, by defi-
nition, all orders of multiple scattering, the self-consistent
approach:~a! is not limited to weak scatterers;~b! accurately
predicts the true level of scattering after many interactions;
and ~c!, greatly simplifies counting of the scattering pro-
cesses. A formalism which utilizes this methodology has
been developed to provide a description of multiple scatter-
ing effects in fish schools.8

While scattering is essentially a time-domain phenom-
enon, theories of scattering from multiple bubbles in water
have predominantly used time-independent descriptions.
This is unfortunate, because there are critical aspects of this
scattering problem which become evident only in the timea!Electronic mail: cf@nrlssc.navy.mil

2606 2606J. Acoust. Soc. Am. 109 (6), June 2001 0001-4966/2001/109(6)/2606/10/$18.00 © 2001 Acoustical Society of America



domain. The aim of this present paper is to decrease this
deficiency by specifically investigating the transient behavior
of multiply interacting bubbles. In so doing, a number of the
fundamental physical features of the phenomenon are re-
vealed.

First, it is seen that the acoustic interaction between gas
bubbles is best understood in terms of the classical theory of
coupled resonators. The self-consistent methodology applied
to bubbles implicitly adopts this picture, and consequently
gives the most complete physical description. Second, with
this understanding, it is possible to differentiate between the
multiple scattering and self-consistent approaches to the in-
teraction problem in a completely new way. It is seen that,
by imposing a multiple scattering paradigm on the interac-
tion between the bubbles, discretely separated scattering
events are implicitly incorporated as the means by which
energy is exchanged. The self-consistent methodology, con-
versely, is capable of characterizing the system more com-
prehensively: either~as before! as an interaction between
multiple scatterers, or else as an interaction between strongly
coupled resonators wherein the energy exchange is primarily
due to radiative cycling rather than scattering. Third, the
work described here indicates the limitations of the multiple
scattering approach and its point of failure, and also shows
how the number of perturbation terms necessary to deter-
mine the true scattering level depends on the properties of
the individual bubbles and their spacings. The restrictions on
the usage and implementation of the multiple scattering ap-
proach which are identified here are clearly extendable to the
general case of large ensembles of bubbles, and circumscribe
the applicability of this approach to practical problems.

While much of the discussion in this paper is concerned
with the behavior of air bubbles in water, this is intended to
be only a representative case. The formalism developed has
applicability to the general problem of the interactions of
multiple gas bubbles entrained in a fluid.

Section II of this paper gives brief outlines of the
Minnaert/Devin theory of a single bubble, Twersky’s two
methods for multiple scattering, and the coupled equation
method. Section III develops the time-domain solutions to
the coupled equations and describes the solutions in the mul-
tiple scattering and strong coupling regimes. Section IV
gives a summary of conclusions.

II. TIME-INDEPENDENT THEORY FOR ONE AND TWO
BUBBLES

A. One bubble: the Minnaert ÕDevin theory

Anderson’s fluid sphere scattering model9,10 offers a
physically accurate method for describing acoustic scattering
from a single spherical air bubble in water. This analysis
shows that the monopole~or ‘‘breathing mode’’! resonance
of air bubbles is a salient feature which dominates the scat-
tering response. The ‘‘dipole’’ mode, which is the resonance
effect next in sequence in the frequency spectrum, is very
much smaller in amplitude than the monopole mode, and its
modal frequency is;33 times higher. These features render

the dipole mode negligible, for most practical purposes,
when considering the effects of air bubbles on sound propa-
gation in water. This also applies to subsequent higher-order
modes.

The predominant influence of the monopole resonance
on acoustic scattering from air bubbles in water has led to the
common usage of an alternative theory, which was first in-
troduced by Minnaert11 and given an excellent development
and explanation by Devin,12 to describe this phenomenon. In
the monopole resonance frequency region and below, it can
be shown to be practically equivalent to the Anderson
theory. The monopole response is identified as the solution
of a second-order ‘‘mass-spring’’ differential equation as fol-
lows:

mv̈1bv̇1kv52Peivt. ~1!

In this equation, the variablev ~called the ‘‘differential’’
volume! is the difference between the instantaneous and
equilibrium (54pa3/3) volumes of a bubble of radiusa.
The coefficientm(5r/4pa) is termed the inertial ‘‘mass’’
of the bubble, wherer is the density of water. The quantity
k(53gPA/4pa3) is the ‘‘adiabatic stiffness,’’ whereg is the
gas constant andPA is the ambient water pressure. The co-
efficientb describes the damping of the bubble motion, while
P andv represent the amplitude and frequency, respectively,
of the external pressure field applied to the bubble~P is
preceded by a minus sign since a decrease in pressure results
in an increase in the bubble volume!.

If a harmonic quasi-steady-state solution of~1! of the
form v5 v̄eivt is assumed, substitution yields the individual
bubble resonance response function

v̄5
2P

k2v2m1 ivb
5

2P/v2m

Fv0
2

v221G1 i
b

mv

, ~2!

where v0(5Ak/m5(1/a)A3gPA /r ) is Minnaert’s reso-
nance frequency. Ifk05v0 /c is the propagation wave num-
ber at resonance, then for an air bubble at atmospheric pres-
sure in water (c51500 m/s) the value ofk0a'0.0136,
making the wavelength at resonance several hundred times
greater than the bubble radius. The imaginary component
(b/mv) in the denominator of~2! can be identified with a
bubble damping parameterdB comprising radiative, thermal,
and viscous terms

b/mv5dB5d r1d t1dv . ~3!

Air bubbles in water are typically lightly~or ‘‘under’’ !
damped. At the resonance frequency the ‘‘quality factor’’
Q5mv0 /b51/dB(v0) may be defined. The acoustic field
reradiated by the bubble is given by13

p~r ,t !5
re2 ikr

4pr
v̈5

2rv2

4pr
v̄ei ~vt2kr !5 f P

ei ~vt2kr !

r
,

~4!
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where

f 5
a

Fv0
2

v221G1 idB

~5!

is the ‘‘scattering amplitude.’’

B. Two bubbles: The Twersky method

What effect do multiple scattering processes have on the
total field scattered from air bubbles in water? A seminal
analysis of multiple scattering was presented by Twersky,14

who identified two different methodologies for evaluating
the scattered field. Kapodistrias and Dahl15 have recently ex-
perimentally investigated some of his predictions for mul-
tiple bubble scattering.

1. The multiple scatter ‘‘counting’’ approach

The first method Twersky described is schematically de-
picted in Fig. 1~a!. For two identical bubble scatterers, the
total field is determined by calculating the aggregate of a
series of perturbation terms representing successive scatter-
ing events at the two bubbles. Thus, writingpT (r ,t)
5 f PT ei (vt2kr)/r , and using~4!, yields

PT5 f PF11 f
e2 ikd

d
1 f 2

e22ikd

d2 1¯G , ~6!

whered(.2a) is the distance separating the bubbles. This
approach only leads to a physically meaningful determina-
tion of the scattered field whenu f e2 ikd/du,1; otherwise, the
power series on the right-hand side of~6! does not converge.
The maximum value ofu f u(5a/dB) occurs whenv5v0 ,
and this leads to an equivalent condition, i.e.,d/a.1/dB

'Q. This indicates a minimum bubble spacing restriction
for successful implementation of the approach for resonating
bubbles. In order for the power series to converge, either the
dampingdB must be high enough to result in a low value of
Q, or the spacingd must be sufficiently large, or both.

2. The ‘‘self-consistent’’ approach

The restrictions inherent in the multiple scattering pro-
cedure just described may be avoided by using the second
approach discussed by Twersky, which implements the so-
called ‘‘self-consistent’’ methodology. This is exemplified in
Fig. 1~b!. The amplitudePT of the total field scattered from
either of the identical bubbles is evaluated by adding to-
gether terms arising from just two events. The first term rep-
resents scattering of the external field. The second represents
rescattering of the field incident on the bubble due to scat-
tering from its partner. This time, however, the coefficient of
the second term isdefinedas the total field amplitudePT

scattered from the partner. Thus, the self-consistent equation
for PT may be written.

PT5 f P1 f
e2 ikd

d
PT , ~7!

which, after rearrangement, yields

PT5
f P

12 f e2 ikd

d

. ~8!

If u f e2 ikd/du,1, a binomial expansion of~8! recovers~6!,
indicating that the multiple scattering and self-consistent ap-
proaches produce identical results. While this establishes an
important connection between the two procedures, one of the
purposes of this present work is to demonstrate that the two
methods should not be mistaken as simply alternative formu-
lations of the same phenomenon. Neither should the self-
consistent methodology be viewed merely as a convenient
technique for extending the multiple scattering solution into
the region where the power series diverges. Instead, it will be
shown that for multiple strongly interacting air bubbles in
water, there is a critical physical distinction between the two
approaches.

C. Two bubbles: The coupled-resonator method

In a previous paper,16 the interaction between two en-
sonified air bubbles in water, with differentm, b, k, etc., was
described by a pair of coupled differential equations, each
similar to ~1!, i.e.,

FIG. 1. Twersky’s two approaches for enumerating multiple scattering.~a!
The ‘‘scatter-counting’’ approach. The total scattered field from either
bubble is written as the sum of an infinite power series, in which each term
represents a specific order of multiple scattering, i.e.,PT5p11p21p3

1¯ , and the multiplying factor in the series, i.e.,f e2 ikd/d @see Eq.~6!#,
represents scattering and propagation from one bubble to the other and is
derived from Eq.~4!. ~b! The ‘‘self-consistent’’ approach. The total scat-
tered field from either bubble is written as the sum of two parts:~1! the
scattering of the external field; and~2!, the scattering of the total scattered
field from the second bubble. Whend/a . Q the two methods give for-
mally identical results.
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m1v̈11b1v̇11k1v152P1ei ~vt1f1!2
re2 ikd

4pd
v̈2 , ~9!

m2v̈21b2v̇21k2v252P2ei ~vt1f1!2
re2 ikd

4pd
v̈1 . ~10!

The second term on the right-hand side of~9! and~10! is the
radiative coupling to the other bubble, derived from~4!; and
v1 and v2 are definedto include the effects of all radiative
interactions, so these equations give a completely self-
consistent description of the system. Since the coupling is
proportional to the second derivatives ofv1 , v2 , the me-
chanical system represented is equivalent to two electrical
circuits coupled through a mutual inductance~Ref. 17, pp.
103–105!.

For two identical bubbles~i.e., v15v25v, b15b25b,
etc.! the equations may be solved by adding and subtracting
to obtain two uncoupled equations forv15 1

2(v11v2) and
v25 1

2(v12v2) ~Ref. 17, pp. 96–98!

Fm1
re2 ikd

4pd G v̈11bv̇11kv1

52 1
2 @P1eif11P2eif2#eivt, ~11!

Fm2
re2 ikd

4pd G v̈21bv̇21kv2

52 1
2 @P1eif12P2eif2#eivt. ~12!

The quantitiesv1 and v2 represent normal modes of the
system:v1 describes the motion in which the two bubbles
oscillate in phase;v2 describes the bubbles oscillating in
antiphase. Any collective oscillation of the system driven by
an external field can be expanded as some linear superposi-
tion of these modes.

Equations~11! and~12! are identical in form to Devin’s
Eq. ~1!. Assuming harmonic solutions yields coupled bubble
resonance response functions

v̄65
2 1

2 ~P1eif16P2eif2!

k2v2Fm6
re2 ikd

4pd
G1 ivb

5
2 1

2 ~P1eif16P2eif2!

k2v2m61 ivb6

,

~13!

wheree2 ikd has been separated into real and imaginary parts
to give

m65m 6
r coskd

4pd
, ~14!

b65b 6
vr sinkd

4pd
. ~15!

Applying ~4! to ~13!, in particular, gives the radiated field
amplitude corresponding tov1 as

p1~r ,t !5
2rv2

4pr
v̄1 ei ~vt2kr !

5
f

12 f
e2 ikd

d

S P1eif11P2eif2

2
D ei ~vt2kr !

r
. ~16!

Comparing ~16! with ~8! shows that the Twersky self-
consistent calculation discussed earlier incorporates radiation
from the ‘‘1’’ mode. However, depending on the external
field amplitudes and phases, the ‘‘2’’ mode may also be
excited. It is this latter mode which gives rise to the super-
resonance phenomenon described by Tolstoy,18 as Ref. 16
makes clear.

The ‘‘1’’ and ‘‘ 2’’ modes resonate at frequencies dif-
ferent from each other and from a single bubble. Manipulat-
ing the denominator of~13! gives

v065
v0

A16S a

dD cos
v06d

c

, ~17!

which can be solved by recursion. In Fig. 2~a!, v06 /v0 is
plotted as a function of bubble separation, together with data
from the experiments of Lauer,19 who measured the reso-
nance frequencies of air bubbles in water adjacent to rigid
and free boundaries. A bubble next to a rigid wall creates a
positive acoustic image of itself with which it oscillates in
phase. The combined behavior of the bubble and image is
equivalent to the ‘‘1’’ mode. A bubble next to a free surface
creates a negative acoustic image with which it oscillates in
antiphase, and their combined behavior forms the ‘‘2’’
mode. Lauer used quite large bubbles with resonance fre-
quencies ranging from 1515 to 2330 Hz. Following Devin,12

the corresponding values ofQ('30– 33) can be estimated
for these bubbles. In Fig. 2~a!, the bubble separation is scaled
in bubble radii, and the evident agreement between data and
theory indicates the validity of the self-consistent methodol-
ogy, which correctly predicts the resonance frequenciesv06

for d/a , Q @when the multiple scattering approach, as Eq.
~6! indicates, would be inapplicable#.

Just asv06 varies for the ‘‘1’’ and ‘‘ 2’’ modes due to
the radiative interactions between the bubbles, so do their
damping rates. If the damping of the individual bubbles is
purely radiative then, from~3!, dB5d r (5ka), where k
5v/c. Thermal and viscous damping increases the value of
dB . Let us assume that the total damping may be represented
by dB5d r(11a)5ka(11a), wherea@5(d t1dv)/d r>0#
is a phenomenological parameter representing incremental
damping due to nonradiative effects. It may then be shown,
from the denominator of~13!, that

d6

dB
5

16
1

11a

sinkd

kd

16
a

d
coskd

. ~18!

For very smalld, d2 /dB approaches 0, which is one of the
features of superresonances~see Ref. 16!. In Fig. 2~b!,
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d1 /dB is plotted at the resonance frequency of the ‘‘1’’
mode~i.e., k5k015v01 /c! as a function of bubble separa-
tion, for two values ofQ51/k0a(11a). The modal damp-
ing varies with the bubble separation, due to cycling at the
spatial frequencyk01 . When two bubbles are close together
the damping is often, but not always, greater than that of a
single bubble.

III. TIME-DOMAIN THEORY FOR COUPLED BUBBLES

The primary interest of this work is to develop a physi-
cal understanding of the time-dependent behavior of multiple
gas bubbles in fluids which are coupled together by their

mutually scattered, or reradiated, fields. The time response of
an acoustic system to an external field can be represented as
the convolution of the impulse response of the system with
the time signature of the source drive. Investigations of the
time evolution of multiple bubbles are therefore facilitated
by determining the impulse response for the coupled system.
The impulse response also represents a particularly appropri-
ate method for studying the effects of multiple interactions
between bubbles because its behavior is predominantly gov-
erned by processes in the resonance region where these in-
teractions have their most significant effects.

The dominant central region of the bubble resonance
spectrum represented by~2! is typically narrow for air
bubbles in water. Over this region the variation inb is small,
and this parameter may, for present purposes, be assumed
frequency independent. The impulse responseG(t) of a
single bubble may then be found from~1!, with a delta func-
tion replacing the original source term on the right-hand side,
i.e.,

mG̈1bĠ1kG52d~ t !, ~19!

whered ~•! denotes the Dirac delta function. It is convenient
to solve this equation entirely in the Fourier transform do-
main. Thus, if we obtaing(v)5*2`

` G(t)e2 ivt dt, and simi-

larly transformĠ and G̈ using the derivative theorem for
Fourier transforms~Ref. 20, pp. 117–118!, a few simple ma-
nipulations yield

g~v!5
21

k2v2m1 ivb
[

2 f

mav2 , ~20!

where the second equivalence has been derived by inspection
from ~5!. A simple expression forG(t) may then be found
by performing the inverse Fourier transform of~20!, i.e.,

G~ t !52
e2at sinVt

mV
, ~ t > 0! ~21!

wherea5b/2m; V5Av0
22a2, and b is evaluated atv0.

This expression~representing a sinusoid decaying in time!
describes the ‘‘ringing’’ response of the bubble as it reacts to
the impulse. The value ofa can be related, viaQ, to the
resonance halfwidth. SinceQ5mv0 /b5v0 /(2Dv1/2),
where 2Dv1/2 is the halfwidth of the resonance, thena
5b/2m5v0/2Q5Dv1/2. This indicates that the exponential
time decay ofG(t) is characterized by a damping parameter
equal to the semi-halfwidth of the resonance. The frequency

of the sinusoid can also be rewrittenV5Av0
22(Dv1/2)

2.
Typically v0 @Dv1/2, soV'v02(Dv1/2 / 2v0)Dv1/2, i.e.,
the ringing frequency lies well within the central spectral
range of the original bubble resonance. For the smaller mi-
crobubbles found in the ocean,Q;7, in which case the dif-
ference betweenV and v0 is found to be, 0.5%, soV
'v0 . WhenQ is greater than this, the difference betweenV
andv0 is even smaller.

Like b in ~19!, the coupling factor~i.e., re2 ikd/4pd)
appearing on the right-hand side of Eqs.~9! and ~10! typi-
cally varies little over the central peak of the bubble reso-
nance spectrum, and may be assumed practically frequency
independent. The impulse response of two radiatively

FIG. 2. Frequency shifts and damping of two identical coupled bubbles.~a!
Radiative coupling between bubbles leads to shifts in the resonance fre-
quency for the ‘‘1’’ and ‘‘ 2’’ modes. The ratiosv01 /v0 andv02 /v0 are
plotted as a function of the bubble separation scaled in numbers of bubble
radii. The points denoted ‘‘o’’ are experimental results from Lauer’s work
~Ref. 19!. The dotted line (ratio51) corresponds to the unshifted single
bubble frequency.~b! The ratio d1 /dB at the ‘‘1’’ mode resonance fre-
quency (v01) is plotted as a function of bubble separation, using a loga-
rithmic scale, for two values ofQ. The cyclic variation with separation
occurs because the phase of the scattered field from one bubble alternately
assists and retards the damping of the other as the distance between them
changes. The dotted line (ratio51) corresponds to the single-bubble damp-
ing.
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coupled bubbles may then be determined in a similar manner
to ~19!, by modifying Eqs.~9! and ~10! so that the driving
terms on the right-hand side are replaced by delta functions.
If the bubbles are identical~i.e., k15k25k, m15m25m,
b15b25b), we have

mG̈11bĠ11kG152d~ t2t1!2
re2 ikd

4pd
G̈2, ~22!

mG̈21bĠ21kG252d~ t2t2!2
re2 ikd

4pd
G̈1, ~23!

where the inclusion oft1 andt2 allows for a difference in the
time of excitation of the two bubbles. Transformation to the
Fourier transform domain yields two simultaneous algebraic
equations, forg1(v) and g2(v). If t15t250, so that both
bubbles are excited at the same time, solution of these equa-
tions yields

g1~v!5g2~v!5g1~v!

5
21

~k2v2m1 ivb!2
v2re2 ikd

4pd

5g~v!F 1

12 f
e2 ikd

d
G , ~24!

where g15 1
2 (g11g2); and f ,g(v) are related by~20!

above. Recalling that we are still in the Fourier transform
domain, Eq.~24! @which may be instructively compared with
~8!# indicates that the impulse response for either of the
coupled bubbles is the convolution of the impulse response
for a singleuncoupled bubble with the time domain response
of the interaction between the bubbles, whose Fourier trans-
form is given by@12 f (e2 ikd/d)#21 .

A. The multiple scattering regime

What information can be obtained by studying the prop-
erties of the bubble interaction transfer function represented
in ~24!? Let us first examine the case whereu f e2 ikd/du,1,
so that the term in brackets may be expanded in a binomial
series to give

g1~v!5g~v!F11 f
e2 ikd

d
1 f 2

e22ikd

d2 1¯G
5g~v! (

n50

`

f n
e2 inkd

dn . ~25!

The factor f n ~i.e., representing powers of the scattering
function f ! appearing in~25! strongly suggests that each in-
dividual term in the summation represents a specific order of
multiple scattering between the two bubbles. This may be
explicitly shown by considering the inverse Fourier trans-
form of the individual terms. Thus, denoting thenth term of
g1(v) in ~25! asg1

(n)(v), we can write

E
2`

`

g1
~n!~v! eivt dv5E

2`

`

g~v!
f n

dn eiv~ t2@nd/c# !dv

5G1
~n!S t2

nd

c D , ~26!

wherev/c has been substituted fork, and the ‘‘shift’’ theo-
rem for Fourier transforms~Ref. 20, pp. 104–107! has been
used to show that the inverse Fourier transform ofg1

(n)(v)
represents a time function which isdelayedby t5nd/c.
Now, d/c is exactly the time it takes sound to propagate
between the two bubbles and, bearing this in mind, inspec-
tion of ~25! shows that, while the first term in the summation
@i.e., g(v) ~at t50!# indicates the original uncoupled scat-
tering response of a single bubble, the higher-order terms in
the series correspond to time functions delayed byt5d/c,
t52d/c, t53d/c,..., t5nd/c, etc., after the single bubble
impulse response, and may be uniquely identified with suc-
cessive rescattering events at the bubble sites as sound trav-
els back and forth between them.

What can be learned from~25! about the actions of the
successive rescattering processes, and their contributions to
the final level of scattering from the two-bubble system? We
have already seen, in Fig. 2~b!, that damping can vary with
the bubble separation. This effect should give rise to an as-
sociated variation in the scattered energy from the coupled
system. The effects of the successive rescattering events may
be studied by forming partial sums of the power series for
g1(v) in ~25!, i.e., by calculating PN @g1(v)#
5g(v)Sn50

N f n(e2 inkd/dn). By Rayleigh’s energy theorem
for Fourier transforms~Ref. 20, pp. 112–113!, the energy in
the scattered time signal, up to and including theNth rescat-
tering, is then given by

EN5E
2`

`

uPN @g1~v!#u2dv. ~27!

In Fig. 3~a! the scattered energy for the impulse response of
a system of two identical bubbles, each withQ530 ~i.e., a
value ofQ approaching that of the rather large bubbles used
in Lauer’s experiments19!, is plotted as a function of the
number of scatters@i.e., N115number of rescatters11,
since N50 corresponds to the uncoupled scattering re-
sponse#. The integral in~27! was evaluated numerically. The
scattered energyEN is scaled to the energy for an uncoupled
bubbleE0 , and the number of scatters is plotted on a loga-
rithmic scale.

Results are shown in Fig. 3~a! for four different values
of d/a. Whend/a5300~solid line!, the calculation indicates
that the output scattered energy of the system@i.e., E` ,
which may be inferred by estimating asymptotes for the
curves in Fig. 3~a!# is increased by multiple scattering. The
increase~; 7%–8%! is affected primarily by the first rescat-
ter, while later rescatters have an essentially negligible ef-
fect. In contrast, whend/a5100 ~dashed line!, the overall
effect of multiple scattering is toreducethe scattered energy
of the system. The first rescatter reduces the energy by about
24%, while the second rescatter increases it again slightly,
and subsequent rescatters after this have a small effect. What
is the reason for these alternations in output energy? The
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explanation is indicated by Fig. 2~b!, which shows that, at
the resonance frequency of the ‘‘1’’ mode @i.e., v01 , see
the discussion following~18!#, multiple scattering may lead
to d1 /dB ,1 or d1 /dB .1 depending on the spacing and
damping of the bubbles. Now, the impulse response of two
identical bubbles coupled in the ‘‘1’’ mode should be simi-
lar to the decaying sinusoid for a single bubble represented
by ~21!, but with a ringing frequency close to the down-
shifted resonance frequencyv01 . It can be readily shown
that the integrated energy of the impulse response of such an
oscillatory system is inversely proportional to the damping.
We should therefore expect the output energyE` from the
coupled system to vary with the bubble spacing, but in an
inverse mannerfrom d1 /dB ~evaluated atv01!. This is in-
deed observed: Detailed comparison of Figs. 2~b! and 3~a!
shows that the asymptotic value of the scattered energy,

reached after 100 scattering events@see Fig. 3~a!#, ap-
proaches the value ofdB /d1 @i.e., the inverse ofd1 /dB ,
derived from Fig. 2~b!# for corresponding values ofd/a and
Q.

The dot-dash line in Fig. 3~a! shows the variation in
scattered energy whend/a530.5. Sinced/a.Q(530), the
power series in~25! should still converge, which it does,
although quite slowly. The first rescatter increases the energy
by ;12%, but the second markedly reduces it again to a
level ;15% belowE0 . Further rescatters cause the level to
oscillate slightly, and then gradually approach the asymptotic
limit of ;25% belowE0 @cf. dB /d1 , as inferred from Fig.
2~b!#. The dotted line in Fig. 3~a! shows the variation in
scattered energy whend/a529.5. Sinced/a,Q, the power
series in~25! should diverge. We see that the first few res-
catters have effects similar to those seen whend/a530.5. In
this case, however, the energy does not approach an
asymptotic limit, but eventually exhibits strongly divergent
and unphysical behavior. The results ford/a530.5 and
d/a529.5 in Fig. 3~a! illustrate the limitations of using a
perturbation method to predict the effects of multiple scatter-
ing in bubbles. First, the power series may not converge.
Second, even if the series does converge, great care must be
taken to ensure that sufficient terms are included to correctly
determine the final output scattering level~i.e., a level as-
ymptotically close toE`!, because the predicted level can
fluctuate strongly from one scattering event to the next.

This second issue is emphasized more strongly in Fig.
3~b!, which shows the scattered energy for a system of two
identical bubbles withQ57 ~i.e., a value typical of the much
smaller microbubbles found in bubble clouds and plumes
near the ocean surface12,21!. In this case, whend/a;Q, the
first few rescatters can give rise to energy fluctuations of
more than 50%. However, the asymptote predicted when
d/a57.1 indicates that the final change in energy due to
multiple scattering remains much smaller@cf. Fig. 2~b!#. Fig-
ure 3~b! again shows that, whend/a,Q, the power series
diverges. Subsequent calculations of this type@results not
shown in Fig. 3~a! or ~b!# demonstrated that, if the value of
d/a is reduced much further belowQ, the power series di-
verges more rapidly, and the partial sum over the first few
terms increases catastrophically.

B. The strong coupling regime

Let us now consider the general case whereu f e2 ikd/du
.1, so that~24! cannot be expanded in a binomial series.
What is the physical implication of the impulse response in
this case? Is the divergent power series merely a mathemati-
cal artifact, or does it signify a substantively different physi-
cal process?

To answer these questions, first rewrite~24! in a form
similar to ~20!, i.e.,

g1~v! 5
21

~k2v2m1 ivb!2
v2re2 ikd

4pd

5
21

k2v2m11 ivb1

~28!

FIG. 3. Scattered energy from a coupled two-bubble system. The cumula-
tive scattered energy is scaled against the energy for an uncoupled system
~i.e., from one scatter!, and plotted as a function of the number of scatters.
@The scattered energy values for the discrete scattering increments are con-
nected together by lines~solid, dashed, etc.! in order to accent the overall
variation, and avoid the clutter of overlapping symbols due to the logarith-
mic scale.# The asymptotic value for many scatters is inversely proportional
to the value ofd1 /dB @see Fig. 2~b!# for the same combination ofd/a and
Q: ~a! Q530; ~b! Q57.
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@and also see Eqs.~13!, ~14!, and~15!#. Both m1 andb1 are
slowly varying within the dominant central spectral region of
the bubble resonance. Assuming they are constant, and per-
forming the inverse Fourier transform, yields@cf. ~21!#:
G1(t)52ea1t sin(V1 t)/(m1V1) for the impulse response
of the coupled system, wherea15b1/ 2m1, and b1, m1

are evaluated atv0 ; V15Av01
2 2a1

2 ; andv01 is given by
~17!. The frequencyV1 is less thanV ~the value for a single
bubble!, having been downshifted as a result of the interac-
tions between the bubbles.

It is instructive to study the magnitude of the frequency
shift V2V1'v02v01 @cf. discussion following~21!# as a
function ofd/a. Since it is always the case thatd/a . 1, Eq.
~17! for v01 can be expanded by using the binomial theo-
rem, i.e.,

v015v0F12
a

2d
cos

v01d

c
1

3a2

8d2 cos2
v01d

c
2¯G .

~29!

If d/a . 4, which is approximately the smallest bubble sepa-
ration where the monopole approximation has been experi-
mentally justified,19,22,23an error, 2.5% is incurred by trun-
cating the expansion in~29! after the first order in (a/d) and
writing

v02v01'
v0a

2d
cos

v01d

c
. ~30!

The condition for divergence of the power series for
multiple scattering, i.e.,d/a , Q, can now be reexpressed in
the following way:

d

a
H 5

v0 cos
v01d

c

2~v02v01)
J , QH 5

v0

2Dv1/2
J , ~31!

which yields:

v02v01 . Dv1/2 cos
v01d

c
. ~32!

For the cases under consideration, 0.54< cos(v01 d/c) < 1.
Equation~32! is an important result, because it indicates that
the impulse response of the coupled bubble system cannot be
represented by a power series when the center frequency of
the corresponding downshifted resonance peak lies outside
the central spectral range of the original resonance. This
makes good sense, since the spectral range of the scattering
function f spans only the original resonance, and forming the
aggregate of an infinite series of terms containing powers of
f, as in~25!, will not supply the spectral information required
for G1(t), which lies outside this range when~32! applies.

There is, however, another interpretation of condition
~32!, which may be discerned when the time response of the
two bubble system is such that they oscillate with different
phases, i.e., when the motion is a combination of both ‘‘1’’
and ‘‘2’’ modes. Obviously, there are innumerable ways in
which such motion could be generated. For the purposes of
this discussion, let us consider the time response of the sys-
tem when an external impulse is applied to only one of the
bubbles, which then reradiates sound and interacts with the

second bubble. This may be achieved, for example, by elimi-
nating the delta function in~23!, and then solving the
coupled equations~22! and ~23! to determineG1(t) and
G2(t). These solutions, which may be obtained straightfor-
wardly using the methods and assumptions already dis-
cussed, are

G1~ t !5@C2~ t !1C1~ t !#cosS V22V1

2
t D sinS V21V1

2
t D

1@C2~t!2C1~t!#sinS V22V1

2
t D cosS V21V1

2
t D

'@C2~ t !1C1~ t !#cosS v022v01

2
t D sinv0t

1@C2~ t !2C1~ t !#sinS v022v01

2
t D cosv0t ; ~33!

G2~ t !52@C2~ t !1C1~ t !#sinS V22V1

2
t D cosS V21V1

2
t D

2@C2~ t !2C1~ t !#cosS V22V1

2
t D sinS V21V1

2
t D

'2@C2~ t !1C1~ t !#sinS v022v01

2
t D cosv0t

2@C2~ t !2C1~ t !#cosS v022v01

2
t D sinv0~ t ! ,

~34!

whereC2(t)52e2a2t/(2m2V2); a25b2/ 2m2, andb2,

m2 are evaluated atv0 ; V25Av02
2 2a2

2 ; v02 is given by
~17!; andC1(t)52e2a1t/(2m1V1).

Examination of these equations shows that each of the
terms in~33! and~34! contains three parts. First, a coefficient
which incorporates amplitude and exponential time decay
components. Second, an oscillatory feature which varies at
about the resonance frequencyv0 of the single-bubble reso-
nance. Third, another oscillation which varies at a much
slower frequency~approximately equal to half the difference
between the frequencies of the ‘‘1’’ and ‘‘ 2’’ modes! and
serves to modulate the envelope of the overall response. Ex-
amination also shows thatG1 andG2 are in quadrature. The
phases of both thev0 and (v022v01)/2 oscillations inG2

lag behind their counterparts inG1 by 90 deg.
The phenomenon represented by~33! and ~34! closely

resembles behavior which is observed in a well-known prob-
lem of classical mechanics, i.e., the combined motion of two
coupled pendulums~Ref. 17, pp. 103–105!. Bubble 1 is set
into motion by an external impulse, while bubble 2 initially
remains at rest. Bubble 1 begins to oscillate, radiates sound,
and bubble 2 begins to move by responding to the radiated
field from bubble 1. The oscillation amplitude of bubble 2
increases by absorbing energy from bubble 1, whose ampli-
tude correspondingly decreases. The amplitude of bubble 1
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reaches a minimum at exactly the same time as the amplitude
of bubble 2 reaches a maximum. As time goes on the process
reverses, and the energy is transferred back to bubble 1. En-
ergy continues to be transferred back and forth between the
bubbles while, at the same time, their oscillations are
damped by radiation of sound outside the system and other
loss mechanisms. The cyclical variation of the amplitudes
G1 and G2 is represented by the slower of the oscillatory
terms in Eqs.~33! and~34!, and is thus characterized by the
frequency (v022v01)/2.

Modifying the procedure which led through Eq.~29! to
Eq. ~30!, we can show, to the same order of approximation,
that (v022v01)/2'v02v01'(v0a/2d)cos(v01 d/c), and
then rewrite condition~32! as

v022v01

2
. Dv1/2 cos

v01d

c
. ~35!

Recognizing that the exchange of energy back and forth be-
tween the bubbles is driven~or ‘‘induced’’! by the radiative
coupling between them, and is inversely proportional to the
distance separating them, now leads to a second, and more
physically intuitive, interpretation of the equivalent inequal-
ity conditions~32! and ~35!. When the two bubbles are far
apart the coupling is weak, and the rate of energy exchange
due to cycling is less than the rate of energy loss which each
bubble experiences as a result of its individual damping
mechanisms. In this case, the time variation of the scattering
amplitude of each bubble is predominantly determined by its
damping parametera @5Dv1/2, see~21! and the following
discussion# rather than the cycling frequency, so thatDv1/2

.(v022v01)/2. The interaction between the two bubbles
can be treated as a perturbation of their individual motions,
and characterized as amultiple scatteringprocess whose
magnitude may be determined via a power series expansion
@viz., ~25!#.

When the coupling is strong, however, so that the rate of
energy exchange due to cycling is greater than the rate of
individual energy loss due to damping, i.e.,Dv1/2, (v02

2v01)/2, the perturbation picture is no longer valid. The
energy ‘‘stored’’ in the coupling is so great that it dominates
the behavior of the two bubbles, which can then no longer be
individually resolved insofar as the scattering process is con-
cerned. In this case, a fully coupled self-consistent descrip-
tion is strongly indicated if the behavior of the ensemble is to
be accurately determined.

We can now see that the multiple scattering and self-
consistent approaches to describing acoustic interactions be-
tween the two air bubbles should not be viewed as alterna-
tive ways of looking at the same phenomenon. Due to the
strongly resonant character of bubbles, they actually repre-
sent distinct physical pictures. The multiple scattering ap-
proach imposes a paradigm which implicitly incorporates
discretely separated scattering events as the primary means
of energy exchange. The self-consistent methodology, con-
versely, while capable of characterizing the system as an
interaction between multiple scatterers, can also describe it
as an interaction between stongly coupled resonators wherein
the energy exchange is primarily due to radiative cycling

rather than scattering. Only whenu f e2 ikd/du,1 are the two
approaches formally equivalent.

C. More than two bubbles

What effects would the introduction of additional
bubbles into the ensemble have on the conclusions of the
foregoing discussion? In my previous paper,16 I also consid-
ered the case of three identical bubbles placed at the apices
of an equilateral triangle, and mutually separated by a dis-
tanced. In this case, three self-consistent coupled differential
equations may be written to describe the behavior of the
system@cf. Eqs.~9! and ~10!#. Just as the equations for the
two-bubble case can be combined to give uncoupled equa-
tions forv1 andv2 , a similar procedure can be adopted for
the three-bubble system using the following combinations of
v1 , v2 , and v3 : vA51/)(v11v21v3), vB51/&(v1

2v2); vC51/A6(v11v222v3), where the square-root fac-
tors are normalizing constants. In particular, the differential
equation forvA describes motion~cf. v1 in the two-bubble
case! in which all of the three bubbles oscillate in phase.
Transforming to the Fourier transform domain, and solving
for the corresponding impulse response, yields

gA~v!5
21

~k2v2m1 ivb!2
2v2re2 ikd

4pd

5g~v!F 1

122 f
e2 ikd

d
G . ~36!

This expression may be expanded in a binomial series~to
achieve a perturbation expansion for the multiple scattering
interactions! if u2 f e2 ikd/du , 1. Substituting the maximum
value of u f u (5a/dB) yields the convergence conditiond/a
. 2/dB ' 2Q @cf. the discussion following Eq.~6!#. The in-
troduction of the third bubble has the effect of making the
convergence condition more restrictive than when there were
just two bubbles, i.e., the bubbles now have to betwice as
far apart from each other than before~for the sameQ! in
order for a multiple scatter counting approach to be appli-
cable. As further bubbles are added to the system it can be
shown, by setting up larger sets of coupled differential equa-
tions and solving them in an equivalent manner, that the
convergence condition becomes progressively more restric-
tive.

While these phenomena have been discussed in terms of
ensembles of identical bubbles, which rarely occur in nature,
they should nevertheless circumscribe the applicability of the
multiple scattering approach to practical problems involving
extended media containing many strong, and closely spaced,
scatterers.

IV. CONCLUSIONS

The multiple interactions of air bubbles in water have
been studied in the time domain and show that the acoustic
phenomena are best understood in terms of the classical
theory of coupled resonators. The self-consistent methodol-
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ogy for enumerating the interactions implicitly adopts this
picture, gives the most complete physical description, and
makes it possible to differentiate between the multiple scat-
tering and self-consistent approaches to the interaction prob-
lem in a completely new way. It is seen that, by imposing a
multiple scattering paradigm on the interaction between the
bubbles, discretely separated scattering events are implicitly
incorporated as the means by which energy is exchanged.
The self-consistent methodology, conversely, is capable of
characterizing the system more comprehensively: either~as
before! as an interaction between multiple scatterers; or else
as an interaction between strongly coupled resonators
wherein the energy exchange is primarily due to radiative
cycling rather than scattering. The work described here indi-
cates the limitations of the multiple scattering approach for
systems of strongly interacting bubbles, particularly in the
resonance region, and its point of failure, and also shows
how the number of perturbation terms necessary to deter-
mine the true scattering level depends on the properties of
the individual bubbles and their spacings.
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Time reversal for a single spherical scatterer
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We show that the time reversal operator for a planar time reversal mirror~TRM! can have up to four
distinct eigenvalues with a small spherical acoustic scatterer. Each eigenstate represents a resonance
between the TRM and an induced scattering moment of the sphere. Their amplitude distributions on
the TRM are orthogonal superpositions of the radiation patterns from a monopole and up to three
orthogonal dipoles. The induced monopole moment is associated with the compressibility contrast
between the sphere and the medium, while the dipole moments are associated with density contrast.
The number of eigenstates is related to the number of orthogonal orientations of each induced
multipole. For hard spheres~glass, metals! the contribution of the monopole moment to the
eigenvalues is much greater than that of the dipole moments, leading to a single dominant
eigenvalue. The other eigenvalues are much smaller, making it unlikely multiple eigenvalues could
have been observed in previous experiments using hard materials. However, for soft materials such
as wood, plastic, or air bubbles the eigenvalues are comparable in magnitude and should be
observable. The presence of multiple eigenstates breaks the one-to-one correspondence between
eigenstates and distinguishable scatterers discussed previously by Prada and Fink@Wave Motion20,
151–163~1994!#. However, eigenfunctions from separate scatterers would have different phases for
their eigenfunctions, potentially restoring the ability to distinguish separate scatterers. Since relative
magnitudes of the eigenvalues for a single scatterer are governed by the ratio of the compressibility
contrast to the density contrast, measurement of the eigenvalue spectrum would provide information
on the composition of the scatterer. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1368404#

PACS numbers: 43.20.Fn, 43.60.Pt@ANN#

I. INTRODUCTION

Time reversal is a technique that focuses waves onto a
source or scatterer by emitting a time-reversed version of the
received wave field measured at several points in space. It
exploits the invariance of the wave equation for lossless me-
dia to changes in the sign of the time variable. This invari-
ance has been apparent since the initial development of the
wave equation. In 1965 Parvulescu and Clay demonstrated
the technique between pairs of receivers in the ocean.1 How-
ever, a practical acoustic system that can measure a wave
field at multiple points, time reverse the signals, and then
send them back towards their origin has only recently been
developed. Since the first results from a time-reversing array
system by Finket al.2 in 1989, time reversal has become a
subject of great interest both experimentally and theoretically
~see Refs. 3 and 4 for recent reviews!. Much of this interest
has centered on the ability of time reversal systems to focus
wave energy through complicated inhomogeneous media.

In the presence of multiple scatterers, the time reversal
procedure has typically been used to focus on the strongest
scatterer in the volume. Using an operator formalism to de-
scribe the time reversal process, Pradaet al.5–7 in a series of
papers showed that the eigenvalues of the time reversal~TR!
operator corresponded one-to-one with distinct scatterers in
the volume. Furthermore, the eigenvalues were naturally or-
dered according to the strength of the scatterers, with the
largest eigenvalue corresponding to the strongest scatterer.
The eigenfunctions of the TR operator specified the ampli-

tude and phase distributions across the array that focused on
their respective scatterers. An experimental procedure
~D.O.R.T method! based on the singular value decomposi-
tion of the TR operator was employed to focus sequentially
on individual scatterers in a water tank. Prada’s proof of the
one-to-one correspondence between TR eigenvalues and
scatterers assumes that the scatterers are pointlike~spheri-
cally symmetric scattered amplitude! and well separated
~negligible multiple scattering!. The first assumption requires
the scatterers to be small, less than a wavelength in size, and
have densities matched to the acoustic medium. Small scat-
terers whose densities are different from the host medium
will scatter acoustic energy in a preferential direction~see
Ref. 8!.

In this article we extend Prada’s analysis of the acoustic
TR operator to small~pointlike! scatterers with arbitrary den-
sities. We show that even for the case of a single spherical
scatterer, the TR operator can have up to four distinct non-
zero eigenvalues. One eigenvalue, typically the largest in
magnitude, is associated with the spherically symmetric part
of the scattered amplitude~monopole moment!. The other
three eigenvalues are associated with the directional part of
the scattered amplitude~dipole moment! and vanish when
the scatterer material density approaches the density of the
medium. These results are obtained from an analysis of a
planar time reversal mirror~TRM!9 and a single small
spherical scatterer. We derive an explicit expression for the
TR operator in the second section and determine the eigen-
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value problem that gives the eigenvalues and eigenfunctions.
In the next section we calculate the analytic solution for the
case of a TRM symmetric about thex andy axes. We deter-
mine bounds for the relative amplitudes of the eigenvalues
and discuss the variation with different materials. We show
that the first eigenvalue dominates for the hard, dense mate-
rials such as those investigated experimentally by Prada,5–7

making it unlikely that other eigenvalues could be observed.
We evaluate the eigenvalues for the specific examples of a
circular and narrow rectangular TRM in the fourth section.
The latter approximates a linear array. The eigenvalues for
other examples, including an elliptical TRM, are given in
Appendix A. Finally, we repeat the eigenvalue analysis for
TRMs composed of discrete array elements in Appendix B.

II. DEVELOPMENT OF THE TR OPERATOR

Consider a planar time reversal mirror at a distancezM

from a sphere of radiusa at the origin of our coordinate
system~Fig. 1!. The TRM is finite in extent but otherwise of
arbitrary shape and size. We will assume that the distancezM

is much greater than the wavelengthl of the acoustic field
and the sphere radiusa is much less than a wavelength.
Following Cassereau and Fink,9 we model the TRM in trans-
mission as a region in an infinite, rigid baffle where the dis-
tribution of normal velocityUM(j,h,v) is specified,j andh
are thex andy coordinates of a point on the TRM. In recep-
tion the TRM measures the pressure fieldPM(j,h,v) inci-
dent on the mirror surface. This configuration follows mod-
els of real transducers.10 In actual practice the normal
velocity is a pulse, but for analytical convenience we will
consider the case of single frequencyv and omit explicit
references to frequency unless otherwise required for clarity.
The TRM then becomes equivalent to a phase conjugate mir-
ror ~PCM!11,13 and results for an actual pulse and TRM can
be obtained by Fourier synthesis.

We start by calculating the pressure field at a given point
of the mirror that is scattered back from the sphere when it is
irradiated by the TRM. The pressure field emitted from an
arbitrary velocity distribution on the mirror is12

p~x!52
irv

2p E
S
UM~j,h!

eikr M

r M
dS, ~1!

wherer M5AzM
2 1(x2j)21(y2h)2, k5v/c,r is the den-

sity, andc is the sound speed in the medium. The sphere
scatters this field in all directions, including back towards the
TRM. SincezM@l anda!l the incident field on the sphere
can be considered as a superposition of plane waves, each

emitted from an elementdS5djdh on the TRM. Using the
expression for the scattered field from a small sphere illumi-
nated by a unit amplitude plane wave,8

Pa~x!5
1

3
k2a3S ks2k

k
23

rs2r

2rs1r
cosu D eikr

r
, ~2!

the received pressure at position~j8, h8! on the TRM is

PM~j8,h8!52
irc

6p
k3a3

eikr M8

r M8
E

S
UM~j,h!

3S ks2k

k
23

rs2r

2rs1r
cosu D eikr M

r M
dS. ~3!

In the above expression,r M is the distance between the
sphere and elementdS,r M8 is the distance to the pointj8
5(j8,h8,2zM), cos u is the angle between the vectorsj
5(j,h,2zM) and j8, k and ks are the compressibilities of
the medium and sphere, andrs is the density of the sphere.
Note that the sign of the density contrast term is opposite to
that in Ref. 8 becausej is directed opposite to the propaga-
tion direction of the plane wave fromdS.

To complete the description of the time reversal operator
we imagine the TRM to be composed of a distribution of
transducers which convert input voltagesE(j,h,v) to nor-
mal velocity UM(j,h,v) on transmit and pressure
PM(j8,h8,v) to output voltagesR(j8,h8,v) on receive.
Time reversal is applied to the output voltage to generate the
next input voltage. Following Prada and Fink,5 we assume
linear relationships between voltages and acoustic field quan-
tities,

UM~j,h,v!5cAe~v!E~j,h,v!,

R~j,h,v!5Ar~v!PM~j,h,v!/rc2.

The final expression relating the output voltage to the input
voltage is obtained by combining these relationships with
Eq. ~3!:

R~j8,h8,v!5E
S
Ks~j8,j,v!E~j,h,v! dS[Ks+E. ~4!

~The circle operator is used instead of the asterisk to distin-
guish the integral operator here from convolution.! This in-
tegral operator is the continuous version of Prada’s time re-
versal operator for a finite array. Thescattering kernel
Ks(j8,j,v) is given by

Ks~j8,j,v!52
i

6p
Ar~v!Ae~v!~ka!3

3S a2b
j8•j

r M8 r M
D eik~r M8 1r M !

r M8 r M
, ~5!

wherea5(ks2k)/k, b53(rs2r)/(2rs1r), and the co-
sine is replaced with the equivalent vector dot product.

Time reversal is an iterative procedure in which thenth
input voltageEn is determined by time reversing the previ-
ous output voltage, i.e.,En5Rn21* . In the frequency domain,
time reversal is equivalent to applying the complex conju-
gate assuming the voltages are real.11,13Applying time rever-
sal iteratively to a given inputE0 using~4!, we generate the
sequence

FIG. 1. Geometry of time reversal mirror~TRM! and sphere.
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R05Ks+E0

E15R0* 5Ks* +E0* , R15Ks+E1 ,

A ~6!

E2m5~Ks* +Ks!
m+E0 , R2m5Ks+E2m

E2m115~Ks* +Ks!
m+Ks* +E0 , R2m115Ks+E2m11 .

This sequence is the same as that derived by Prada and Fink5

for a discrete array. It eventually converges to an eigenfunc-
tion ~or linear combination of eigenfunctions for degenerate
eigenvalues! of the time reversal kernelKs* +Ks . Subsequent
applications of the operator produce the original input mul-
tiplied by an eigenvalue of the operator. For a general input
E0 , the sequence converges to the eigenfunction~s! associ-
ated with the largest eigenvalue.

III. ANALYSIS OF THE TR OPERATOR

The convergence of the time reversal process is gov-
erned by the eigenvalues of the time reversal operator. These
are determined from solutions of the eigenvalue problem

~Ks* +Ks!+F5mTR
2 F. ~7!

The kernel (Ks* +Ks) is Hermitian, which implies that its ei-
genvalues are real and the eigenvectors are orthogonal. We
can reduce the number of extraneous factors by defining

f~j,h!5F~j,h!eikr M, m25
36p2

~ka!6

mTR
2

uAeAr u2 .

The eigenvalue problem becomes

~K+K !+f5m2f, ~8!

with the reduced scattering kernel K(j8,j),

K~j8,j!5
1

r M8 r M
S a2b

j8•j

r M8 r M
D . ~9!

It is simpler to solve the equivalent eigenvalue problem

mf~j8,h8!5E
S

1

r M8 r M
S a2b

j8•j

r M8 r M
Df~j,h! dS, ~10!

wherem is real due to the symmetry of the kernel. Note that
we have removed the phase distribution of the eigenfunction
by our definition off. The reduced eigenvalue problem then
determines only the amplitude distribution of the TRM for an
eigenstate. Thus all the eigenstates of the TR operator for a
single scatterer share the same phase structure, i.e., they all
focus on the scatterer but with different amplitude distribu-
tions.

Equation ~10! is the fundamental eigenvalue problem
that determines the properties of the time reversal operator. It
is a Fredholm integral equation of the second kind with a
real, symmetric, separable kernel composed of four terms.
There can be up to four distinct real eigenvalues with four
orthogonal eigenfunctions, each representing an amplitude
distribution of the TRM that focuses on the sphere. The or-
thogonality relation for the eigenfunctions is

E
S
fm~j,h!fn~j,h! dS}dmn .

Iteration of the time reversal process will generally converge
to the eigenfunction associated with the largest eigenvalue.
However, if the contribution from this eigenfunction were
removed using an orthogonalization process such as Gram–
Schmidt, time reversal would converge to the eigenfunction
associated with the next largest eigenvalue. This procedure
could be repeated four times to identify the four eigenfunc-
tions in descending order of their eigenvalue magnitudes.
Each term in the kernel is linearly independent, with one
term associated with compressibility contrast~monopole!
and the other three terms associated with density contrast
~dipoles!. The eigenfunctions are orthogonal combinations of
these terms. If the density contrast vanishes, the time reversal
operator will have only one eigenstate, which is the case
previously investigated by Prada for multiple point
scatterers.5–7 In the presence of multiple scatterers, one can
no longer assume each eigenstate of the time reversal opera-
tor identifies a different scatterer since several eigenstates are
associated with each scatterer. Thus breaking the spherical
symmetry of the scattering amplitude for a given scatterer
produces multiple eigenstates of the TR operator.

The integral equation~10! can be reduced to an ordinary
matrix eigenvalue problem using the property that the eigen-
functions f~j, h! are linear combinations of the separable
functions in the kernel. We write the kernel in the form

K~j,j8!5aw1~j!w1~j8!2b(
j 52

4

wj~j!wj~j8!, ~11!

and the eigenfunctions asf(j,h)5( j 51
4 f̂ jwj (j). The func-

tions wj (j) are

w1~j!5
1

r M
, w2~j!5

zM

r M
2 ,

~12!

w3~j!5
h

r M
2 , w4~j!5

j

r M
2 .

The eigenvalue problem reduces to the system

a (
n51

4

W1nf̂n5mf̂1 ,

~13!

2b (
n51

4

Wmnf̂n5mf̂m , m52,3,4,

where Wmn5*swm(j)wn(j) dS is the symmetric reduced
scattering matrix.

If the TRM is symmetric around thej andh axes, all the
off-diagonal terms ofWmn vanish except forW12 ~andW21!.
These are

W115E
S

dS

r M
2 , W125zME

S

dS

r M
3 , W225zM

2 E
S

dS

r M
4 ,

W335E
S

h2dS

r M
4 , W445E

S

j2dS

r M
4 .

2618 2618J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 D. H. Chambers and A. Gautesen: Time reversal for a spherical scatterer



The characteristic equation for the eigenvalues is then

~m1bW33!~m1bW44!„m
22~aW112bW22!m

2ab~W11W222W12
2 !…50, ~14!

with solutions

mm5
a

2 S W112
b

a
W22D

3F12~21!mA11
4b

a

W11W222W12
2

~W112bW22/a!2G ,

m51,2,

~15!

m352bW33, m452bW44.

We haveW12
2 <W11W22 from the Schwartz inequality, which

guarantees that forb/a>0 the quantity under the radical is
non-negative and the eigenvalues are real. Whenb/a,0 the
quantity under the radical can be written as

~W111bW22/a!224bW12
2 /a

~W112bW22/a!2 ,

which is also non-negative, so that the eigenvalues are al-
ways real, as expected. Note also that the denominator of the
term in the radical of Eq.~15! is identical to the prefactor so
that the eigenvalue is always finite if all theWmn are finite.
The numbering of the eigenvalues was chosen so thatm1 is
the only nonvanishing eigenvalue whenb→0.

From the form of the eigenvalues it is clear that the
relative magnitudes between the first eigenvalue and the oth-
ers depend on the ratiob/a, which can assume any positive
or negative value. Since multiple eigenvalues have yet to be
observed, we will investigate their relative magnitudes as a
function ofb/a. Table I shows values ofa andb for various
materials relative to water calculated from data found in the
text by Kinsler et al.14 The ratio b/a ranges from around
0.01 for hard materials~metal and glass! to nearly 1.0 for
soft woods. The maximum value of 3.0 for air represents
time reversal with a single small bubble. In Pradaet al.’s
experiments5–7 no evidence of multiple eigenfunctions for
single scatters was reported, which is consistent with the
values ofb/a for the scatterer materials used in her measure-

ments. To determine conditions where other eigenvalues be-
come important, we will calculate the magnitudes of the ra-
tios of the other eigenvalues tom1 .

The ratio betweenm2 andm1 is

Um2

m1
U5 u12A11Au

11A11A
, A5

4b

a

W11W222W12
2

~W112bW22/a!2 . ~16!

Note that A ranges from a minimum of 21
1W12

2 /(W11W22) at b/a52W11/W22 to a maximum of̀ at
b/a5W11/W22. A plot of um2 /m1u as a function ofA ~Fig.
2! shows that this ratio never exceeds 1. It achieves its maxi-
mum whenA→` at b/a5W11/W22. When ub/au!1, the
ratio simplifies to

Um2

m1
U;UbaU W11W222W12

2

W11
2 . ~17!

Thus we would expectm2 to be;100 times smaller thanm1

for a hard sphere.
We now consider the ratio betweenm3 , m4 , and m1 ,

which we combine in the following ratio:

Um3,4

m1
U52UbaU W33,44

uW112bW22/au~11A11A!
. ~18!

This also attains a maximum whenb/a5W11/W22, giving a
strict upper bound for allb/a of

Um3,4

m1
U< W33,44

W22A12~W12
2 /W11W22!

. ~19!

From this bound we see that this ratio can be greater than 1
depending on the relative values of the matrix elements
Wmn . For ub/au!1, the ratio becomes

Um3,4

m1
U;UbaU W33,44

W11
. ~20!

Unless the ratio ofWmn factors is unusually large, we expect
the eigenvaluesm3 and m4 to also be;100 times smaller
thanm1 for a hard scatterer. These estimates of the relative
magnitudes of the eigenvalues imply that detection of mul-
tiple eigenvalues would be difficult with hard scatterers.
However, they should be observable for soft scatterers.

TABLE I. Compressibility and density ratios relative to water for common
materials.

Material a b b/a

Brass 83 1.3 0.016
Copper 98 1.3 0.013
Steel 130 1.2 0.0092
Glass 31 0.70 0.023
Hard rubber 1.8 0.25 0.14
Soft rubber 20.53 20.052 0.098
Cork 20.97 21.5 0.65
Oak 4.1 20.34 20.83
Pine 1.4 20.87 20.62
Air 21.0 23.0 3.0

FIG. 2. Ratio of second to first eigenvalue as a function ofA. See text for
definition of A. Dashed vertical line atA521 is shown for reference.
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It is instructive to consider the limits of the eigenvalues
for very small and very large TRMs. If the dimensions of the
TRM are much less thanzM , the integrals forWmn can be
estimated using the mean value theorem. The largest eigen-
value in magnitude becomes

m1;~a2b!
DS

zM
2 , bÞa, ~21!

whereDS(!zM
2 ) is the area of the TRM. The magnitudes of

the other eigenvalues are much smaller thanum1u unlessb
5a. We investigate this latter case in the examples in Sec.
IV. If the TRM is large compared withzM , the domain of
integration forWmn becomes infinite.W11, W33, and W44

diverge logarithmically causingm1 , m3 , andm4 to diverge.
The eigenfunctions for the symmetric TRM are

fm~j!5
1

r M
FaW121~mm2aW11!

zM

r M
G , m51,2,

~22!

f3~j!5
h

r M
2 , f4~j!5

j

r M
2 .

Two eigenfunctions,f3 and f4 , are antisymmetric around
theh andj axes, respectively, while the other two eigenfunc-
tions are axisymmetric. In the limitb→0 there is only one
nonzero eigenvalue,m15aW11, and one axisymmetric
eigenfunction,f1(j)5aW12/r M . The functional forms of
the eigenfunctions can be interpreted as the intersection of
monopole and dipole radiation patterns centered at the
sphere with the plane of the TRM. The first two eigenfunc-
tions,f1 andf2 , are superpositions of a spherical radiation
pattern associated with the compressibility contrast and a
dipole radiation pattern oriented along thez axis associated
with the density contrast. The last two eigenfunctions,f3

and f4 , are produced by the intersection of the TRM with
dipole radiation patterns aligned with they and x axes, re-
spectively. If we calculate the radiated pressure field associ-
ated with each eigenfunction using Eq.~1!, we find that the
pressure gradient at the sphere position is aligned with the
dipole axis. Thus the eigenfunctions represent different reso-
nant modes of acoustic excitation and scattering between the
TRM and the scatterer.

The normalization of the eigenvalues and eigenfunctions
used to obtain the final eigenvalue problem@Eq. ~10!# largely
eliminates the dependence on frequency. Any variation of
the reduced eigenvalues and eigenstates with frequency
would be due to frequency dependence of the compressibil-
ity ratio a. If this is constant over the frequency range of
interest, then the amplitude distributions of the eigenfunc-
tions will not vary with frequency. The phase distributions
will vary linearly, and the measured eigenvaluesmTR

2 will
increase with the sixth power of frequency, assuming the
system responseAeAr is constant over the frequency range
of interest.

IV. EXAMPLES

For a circular TRM with radiusR the nonzero elements
of the TR reduced matrix are

W11522p ln x, W1252p~12x!,

W225p~12x2!, W335W4452p@ ln x1 1
2~12x2!#, ~23!

x5
1

A11R2/zM
2

,

and the eigenvalues are

mm52apF ln x1
b

2a
~12x2!G

3H 12~21!mA12
2b

a

~12x2! ln x12~12x!2

@ ln x1b~12x2!/2a#2 J ,

m51,2,
~24!

m35m45pb@ ln x1 1
2~12x2!#.

The parameterx ranges from zero for an infinite TRM to one
for a pointlike TRM. As noted before, the denominator of the
term in the radical is identical to the prefactor so that the
eigenvalue is always finite.

If the radius is much smaller than the distance to the
sphere, the eigenvalues become

m1;p~a2b!
R2

zM
2 , m2;2

p

48

ab

a2b

R6

zM
6 ,

~25!

m35m4;2
pb

4

R4

zM
4 ,

for u12b/au@R2/zM
2 . The expression form1 agrees with

our previous calculation for a small TRM@Eq. ~21!# with
DS5pR2. Whenb5a, the first two eigenvalues become

m1,2;
p

4

aR4

zM
4 S 16

2

)
D , ~26!

and all eigenvalues are comparable in size. In the limit of
large radius, the eigenvaluesm1 , m3 , andm4 diverge loga-
rithmically, as expected.

Figure 3 shows the variation of the eigenvalues with
aperture size andb/a. The radius values were chosen to span
the region between the small aperture asymptotic limit and
the large aperture limit. The behavior of the eigenvalues in
Fig. 3~a! is typical for smallb/a values. Each eigenvalue
increases monotonically with aperture size. The overall size
of um3u scales withb/a and happens to be betweenum1u and
um2u for b/a50.3. Whenb/a51.0 @Fig. 3~b!#, all three ei-
genvalues have the same small aperture asymptotic behavior.
Finally, for b/a53.0 @Fig. 3~c!#, the eigenvalue associated
with transverse sphere oscillationsum3u exceedsum1u for ra-
dii greater than 2zM . We would expectum3u to continue to
grow relative toum1u for larger values ofb/a.

A second specific case of interest is a rectangular slit
along thej axis, lengthL, and width 2h,h!L. We evaluate
the integrals for the TR reduced matrix in the limit ofh/L
small:

W115
4h

zM
c, W125

4h

zM

s

A11s2
, W225

2h

zM
c~11x!,
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W335
2

3 S h

zM
D 3

c~11x!, W445
2h

zM
c~12x!, ~27!

s5L/2zM , c5arctan~s!, x5
s/c

11s2 .

The eigenvalues are

mn5
2ah

zM
c~12b~11x!/2a!

3F12~21!mA11
2b

a

11x~122s/c!

a~12b~11x!/2a!2G ,
m51,2,

~28!

m35O~h3/zM
3 !, m452

2bh

zM
c~12x!.

This case approximates the configuration of a linear TRM.
Note again that the prefactor cancels the denominator of the
term under the radical so that the eigenvalue is always finite.

If the slit length is small compared with the distance to
the sphere, the eigenvalues reduce to

m1;
2hL

zM
2 ~a2b!, m2;2

hL5

360zM
6

ab

a2b
,

~29!

m4;2
hL3

6zM
4 b,

for u12a/bu@(L/zM)2. Whenb5a the first two eigenval-
ues become

m1,2;a
hL3

12zM
4 S 16

3

A5
D . ~30!

This behavior of the eigenvalues is similar to the circular
TRM case. In the limit of an infinitely long slit, the eigen-
values approach finite values:

m1,2;
ph

2zM
~2a2b!

3F16U2a1b

2a2bUA12
64ab

p2~2a1b!2G ,
~31!

m4;2
pbh

zM
.

Figure 4 shows the variation of the eigenvalues with slit
length L and b/a. These behave qualitatively like those for
the circular aperture. The main difference is that they ap-
proach a constant for largeL rather than diverge. The point
whereum3u exceedsum l u for b/a53.0 is nowL.5zM , more
than twice the value for the circular aperture. Thus for the
case of time reversal on a small bubble (b/a53.0), we
would not expect the eigenstate associated with transverse
oscillations to dominate unless the standoff distance to the
bubble is less than a fifth of the slit length.

In Appendix A we show the expressions for the nonzero
TR matrix elements for other symmetric TRMs, including an
elliptical TRM. Appendix B repeats the analysis for a TRM
composed of discrete array elements.

V. SUMMARY

We have shown that the acoustic time reversal operator
can have up to four orthogonal eigenstates for a single small
spherical scatterer. Each eigenstate represents a resonance
between the TRM and an induced multipole scattering mo-
ment of the sphere. The amplitude distributions of the eigen-
states on the TRM are orthogonal superpositions of the ra-
diation patterns from the induced multipole moments. For a
small spherical scatterer~size less than a wavelength!, only

FIG. 3. Eigenvaluesum1 /au, um2 /au, and um3 /au for a circular aperture
with b/a50.3 ~a!, b/a51.0 ~b!, andb/a53.0 ~c!.
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monopole and dipole moments are induced. Higher-order
moments could be induced on larger scatters. The monopole
moment is associated with the compressibility contrast while
dipole moments are associated with the density contrast. The
maximum number of eigenstates for a single scatterer is
equal to the total number of orthogonal orientations of each
induced multipole. The spectrum of eigenvalues depends on
both the geometry and the relative contribution of compress-
ibility contrast and density contrast to the amplitude of the
induced moments. For hard scatterers~metal, glass!, the first
eigenvalue can be 100 times larger than the other eigenval-
ues. For soft scatterers~wood, plastic, air bubbles! the eigen-
values can have comparable magnitudes and would be more
easily observed.

The variation of the eigenfunctions and eigenvalues with
frequency is governed by the size of the scatterer and the
variation of compressibility contrast with frequency. The
eigenfunctions vary only when the compressibility contrast
changes with frequency. The eigenvalues are proportional to
the scatterer cross section, which is known for a sphere and
could be scaled out. The frequency variation of the rescaled
eigenvalues is governed by the compressibility contrast.

The presence of multiple eigenstates breaks the corre-
spondence between eigenstates and distinguishable scatter-
ers. For the case ofN small spheres we could have up to 4N
separate eigenfunctions. However, the TRM phase distribu-
tions of the four eigenstates are identical for each sphere. It
may then be possible to distinguish between different scat-
terers based on the phase structure of the eigenstates. In ad-
dition, information about the relative compressibility and
density of a scatterer is contained in the spectrum of eigen-
values, which, if measurable, provides information about the
composition of the scatterer.
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APPENDIX A: ADDITIONAL EXAMPLES

Suppose the boundary of the TRM can be expressed as a
single-valued functionR(j,h)5zM f (u), 0<u,2p. Then
the elements of the TR reduced matrix can be expressed as
integrals overu:

W115E
0

2p

ln x~u! du, W125E
0

2pS 12
1

x~u! D du,

W135E
0

2p

sinuS arcsinh„f ~u!…2
f ~u!

x~u! D du,

W145E
0

2p

cosuS arcsinh„f ~u!…2
f ~u!

x~u! Ddu,

W225
1

2 E0

2pS 12
1

x2~u! D du,

W235
1

2 E0

2p

sinuS arctan„f ~u!…2
f ~u!

x2~u! D du,

W245
1

2 E0

2p

cosuS arctan„f ~u!…2
f ~u!

x2~u! D du,

W335E
0

2p

sin2 uF ln „x~u!…2
1

2 S 12
1

x2~u! D G du,

W345E
0

2p

sinu cosuF ln „x~u!…2
1

2 S 12
1

x2~u! D G du,

FIG. 4. Eigenvaluesum1 /au, um2 /au, and um4 /au for a slit with b/a
50.3 ~a!, b/a51.0 ~b!, andb/a53.0 ~c!. Eigenvalues have been normal-
ized byh/zM .
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W445E
0

2p

cos2 uF ln „x~u!…2
1

2 S 12
1

x2~u! D G du,

x~u!5A11 f 2~u!.

For the specific case of an ellipse,x2/a21y2/b251,a>b,
the nonzero elements of the TR reduced matrix are

W1152p ln S aRb1bRa

zM~a1b! D ,

W1252pF12
2bzM

paRa
pS p

2
,12

b2

a2 ,
Aa22b2

Ra
D G ,

W225
pab

RaRb
,

W335p ln S aRb1bRa

zm~a1b! D2
pab

aRb1bRa

3F ~a2b!~ab1RaRb2zM
2 !

~a1b!~aRb1bRa!
1

b

Ra
G ,

W445p ln S aRb1bRa

zM~a1b! D1
pab

aRb1bRa

3F ~a2b!~ab1RaRb2zM
2 !

~a1b!~aRb1bRa!
2

a

Ra
G ,

whereRa5Aa21zM
2 , Rb5Ab21zM

2 , andp is the complete
elliptic integral of the third kind,

pS p

2
,s,t D5E

0

p/2 dx

~12s sin2 x!A12t2 sin2 x
.

APPENDIX B: DISCRETE TRMs

Here we derive the equivalent results for a TRM com-
posed of discrete point elements. To convert the continuous
TRM to the discrete case, we can represent the normal ve-
locity distribution as a weighted sum of Dirac delta functions
in two dimensions,

UM~j,h!5(
j 51

N

ujSjd~j2j j !d~h2h j !, ~B1!

whereSj is the area anduj the normal velocity of thej th
element. Substituting this into Eq.~3! we obtain the follow-
ing expression for the pressure forcePj5Sj P(j j ,h j ) on the
j th element:

Pj52
irc

6p
~ka!3Sj

eikr j

r j
(
l 51

N

ulSl S a2b
jj•jl

r j r l
D eikr l

r l
,

~B2!

wherej j5(j j ,h j ,2zM) and r j5AzM
2 1h j

21j j
2.

The conversion to input and output voltages proceeds as
before, so we obtain

Rj5(
l 51

N

K jl
SEl ,

~B3!

K jl
S52

i

6p
Ar~v!Ae~v!~ka!3SjSl S a2b

jj•jl

r j r l
D

3
eik~r j 1r l !

r j r l
.

The integral operator is now a linear transformation of the
input voltages with a Hermitian matrixK jl

S that Prada and
Fink identify as the transfer matrix.5 The sum in~B3! is over
the total number of elements in a general planar~or linear!
array.

The iterative time reversal procedure is the same as be-
fore with the integral operation~+! replaced by a summation.
The reduction to the final eigenvalue problem proceeds as
before, leading to the following discrete form of Eq.~10!:

mf j5(
l 51

N FASjSl

r j r l
S a2b

jj•jl

r j r l
D Gf l . ~B4!

This is the fundamental equation for the eigenvectors and
eigenvalues for a discrete TRM. There are four real eigen-
values with four orthogonal eigenvectors in general. The
quantity in square brackets is thereduced transfer matrix
K jl . This matrix is real, symmetric, and can be represented
as a sum of four terms:

K jl 5awj
~1!wl

~1!2b (
m52

4

wj
~m!wl

~m! , ~B5!

where

wj
~1!5

ASj

r j
, wj

~2!5
zMASj

r j
2 ,

~B6!

wj
~3!5

h jASj

r j
2 , wj

~4!5
j jASj

r j
2 .

The eigenvectors can be expressed as a combination of the
four w vectors:

f j5 (
n51

4

xnwj
~n! ,

which reduces theN by N system to a 4 by 4eigenvalue
problem:

a (
n51

4

W1nxn5mx1 ,

2b (
n51

4

Wmnxn5mxm , m52,3,4, ~B7!

Wmn5(
j 51

N

wj
~m!wj

~n! .

If the array is symmetrical around thej andh axes, all of the
off-diagonal terms vanish except forW12 ~and W21!. The
characteristic equation is given by Eq.~14! and the eigenval-
ues are
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mm5
a

2 S W112
b

a
W22D

3F12~21!mA11
4b

a

W11W222W12
2

~W112aW22/b!2G ,

m51,2,
~B8!

m352bW33, m452bW44.

repeated here for completeness. The orthogonal eigenvectors
can be calculated explicitly and are given by

f j
~n!5

ASj

r j
FaW121~mn2aW11!

zM

r j
G , n51,2,

~B9!

f j
~3!5

h jASj

r j
2 , f j

~4!5
j jASj

r j
2 .

The general properties of the eigenvalues and eigenvectors
are the same as for the continuous case.

As an example, consider a linear array parallel to thex
axis, with its midpoint at the intersection with thez axis. The
sphere is then located normal to the array at a distancezM on
the z axis. The nonzero elements of theW matrix are

W115(
j 51

N
Sj

r j
2 , W125(

j 51

N
zMSj

r j
3 , W225(

j 51

N zM
2 Sj

r j
4 ,

W335(
j 51

N h j
2Sj

r j
4 , W445(

j 51

N j j
2Sj

r j
4 .

These cannot be evaluated in closed form even when the
element areasSj are identical. However, they can be ap-
proximated with integrals ifN is large, the spacing is small,

andSj<hDx for all j, whereh is the element width andDx
is an upper bound to the element spacing. In the limit that
N→`, Dx→0, NDx5L, the sums converge to the same
integrals used to obtain the matrix elements in Eq.~27!.
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The surface motion due to a line force or dislocation
within an anisotropic elastic half-space
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An explicit solution of the surface displacements due to a line force or a line dislocation within an
anisotropic half-space is presented. The surface displacements are derived from the solution
corresponding to a suddenly applied surface line force using the reciprocal theorem. The solution is
in a closed form for isotropic media. For anisotropic solids, only an eigenvalue problem needs to be
solved numerically for a given time and position to calculate the surface response. Numerical results
are given for silicon. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1371765#

PACS numbers: 43.20.Gp@ANN#

I. INTRODUCTION

The propagation and reflection of waves in an elastic
half-space is of practical importance in the field of seismol-
ogy and nondestructive testing. Lamb~1904! was the first to
consider the generation of elastic waves by the application of
a surface impulsive line or point force on the surface of an
isotropic half-space. He also gave the formal solutions for a
buried force as integrals that were later studied by Nakano
~1925! and Lapwood~1949!, among others.

The two-dimensional Lamb’s problem for a transversely
isotropic half-space subjected to a surface line force has been
studied by Kraut~1963! using Cagniard’s technique. The
treatment has been extended to general anisotropic materials
by Burridge~1971!. Payton~1983! has obtained an explicit
closed form solution for the surface displacements for trans-
versely isotropic media. The interior response was calculated
for a half-space of cubic symmetry by Mouradet al. ~1996!.
Maznev and Every~1997! employed the Fourier transform to
show a functional equivalence for surface response between
the time and Fourier domain. Recently, Wu~2000! has used
a formulation that does not require integral transform to de-
rive explicit solution for the displacement fields. The formu-
lation is an extension of Stroh’s formalism for two-
dimensional anisotropic elastostatics as well as for steady-
state motion~Stroh, 1958, 1962!.

Willis ~1973! has obtained the formal solution to the
three-dimensional Lamb’s problem with a surface point force
for a general anisotropic continuum using Fourier and Radon
transforms. Wang and Achenbach~1996! have developed a
method based on Radon transform to derive new expressions
for the displacements. Mourad and Deschamps~1995! have
used the Cagniard de Hoop method to compute the interior
response for half-spaces of cubic and hexagonal symmetries,
and the same problem has been treated by Tewary and For-
tunko ~1996! using a delta-function representation. Every
et al. ~1997, 1998! have established integral expressions for
the surface and interior displacement response in a general
anisotropic medium using the Fourier transform.

All of the aforementioned works on anisotropic half-

spaces are for surface loading. There appear to be few results
for internal sources. Payton~1983! has obtained a closed
form expression for the epicenter displacement due to a bur-
ied point force in a transversely isotropic half-space. Spies
~1997! has given the solution in the Fourier transform do-
main for a point force in a general anisotropic half-space. In
addition to buried forces, which may be considered as trac-
tion discontinuities, dislocations, which give rise to displace-
ment discontinuities, are another form of internal sources.
Dislocations are often used to model earthquake sources. The
problem of buried line dislocations seem to have received
little attention insofar as explicit solutions are concerned.

In this paper an explicit solution is provided for the sur-
face displacements due to an impulsive line force or a line
dislocation within a general anisotropic half-space. Eringen
and Suhubi~1975! showed that the surface displacements
caused by a buried line force and the solution corresponding
to a surface line force for the whole region are intimately
related by the reciprocal theorem. This relation is applied
here to derive the surface displacements induced by the in-
ternal sources from the existing solution of a surface line
force given by Wu~2000!. Although the dislocation may
also be represented by equivalent distributions of double-
couples on the slip surface~Burridge and Knopoff, 1964!, it
is considered here as a separate source so that the force and
the dislocation can be treated simultaneously. The solution is
in a closed form for isotropic media. For anisotropic solids,
only an eigenvalue problem needs to be solved numerically
for a given time and position to calculate the surface re-
sponse.

II. BASIC EQUATIONS

For two-dimensional deformation in which the Cartesian
components of the stresss i j and the displacementui , i , j
51,2,3, are independent ofx3 , the general dynamic self-
similar solution may be represented as~Wu, 2000!

]u~x1 ,x2 ,t !

]t
522 ReH A~v!K v*

]v*
]x1

L f~v!J , ~1!
a!Electronic mail: wukc@spring.iam.ntu.edu.tw
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t2~x1 ,x2 ,t !52 ReH B~v!K ]v*
]x1

L f~v!J , ~2!

where Re stands for ’’the real part of’’

t25~s12,s22,s32!
T,

A~v!5@a1~v1!,a2~v2!,a3~v3!#,

B~v!5@b1~v1!,b2~v2!,b3~v3!#,

f~v!5@ f 1~v1!, f 2~v2!, f 3~v3!#T,

and

vkt5x11pk~vk!x2 , ~3!

]vk

]x1

5
1

t2pk8~vk!x2

, ~4!

with prime denoting differentiation with respect to the argu-
ment. Note that]vk /]x1 is denoted as 1/Dk8 in Wu ~2000!.
In Eqs.~1! and~2! ^h* &5diag@h1 ,h2 ,h3# represents a diag-
onal matrix. The scalarpk(v) and the vectorak(v) are, re-
spectively, the eigenvalue and eigenvector of the following
eigenvalue problem

@Q1p~R1RT!1p2T2rv2I #a~v!50, ~5!

where r is the density and the matricesQ, R, and T are
related to the elastic constantsCi jks by

Qik5Ci1k1 , Rik5Ci1k2 , Tik5Ci2k2 .

The vectorbk(v) is given by

bk~v!5~RT1pk~v!T!ak~v!. ~6!

For x2.0, the eigenvaluepk(v), k51,2,3, is selected such
that the imaginary part is positive when it is complex and
pk8(v).0 when real.

For a line forceF* 5F0* d(x12j1)H(t) applied on the
surface of the half-spacex2.0, whered is the Dirac delta
function andH is the unit step function. The analytic func-
tion f(v) is given as~Wu, 2000!

f~v!Ä
1

2p i K 1

v*
L (

k51

3

I kB
21~vk!F0* , ~7!

whereI k5ekek
T , ek being the unit vector in thexk direction,

B(vk)5@b1(vk),b2(vk),b3(vk)#, and vk(x1 ,x2 ,t;j1) is
determined by

vkt5x12j11pk~vk!x2 . ~8!

The corresponding solution of]u* /]t and t2* may be ex-
pressed as

]u* ~x1 ,x2 ,t;j1!

]t
5V~x1 ,x2 ,t;j1!F0* , ~9!

t2* ~x1 ,x2 ,t;j1!5T~x1 ,x2 ,t;j1!F0* , ~10!

where

V~x1 ,x2 ,t;j1!52
1

p
ImH A~v!K ]v*

]x1
L (

k51

3

I kB
21~vk!J ,

~11!

T~x1 ,x2 ,t;j1!5
1

p
ImH B~v!K 1

v*

]v*
]x1

L (
k51

3

I kB
21~vk!J

~12!

and Im denotes ’’the imaginary part of.’’

III. SURFACE DISPLACEMENTS DUE TO BURIED
SOURCES

Let a line forceF5F0d(x12h1)d(x22h2)d(t) and a
line dislocation Du5b0H(h12x1)d(x22h2)d(t) be
present in the half-spacex2.0, whereF0 and b0 are con-
stant vectors. The resulting displacement is denoted by
u„x1 ,x2 ,t;h1 ,h2). Application of the reciprocal theorem to
the present problem and the surface force problem discussed
in the preceding section leads to

~F0* !TE
0

t

u„j1 ,t;h1 ,h2)dt

5u* ~h1 ,h2 ,t;j1!TF01E
2`

h1
t2* ~x1 ,h2 ,t;j1!Tdx1b0 ,

or by taking the time derivative

~F0* !Tu~j1 ,t;h1 ,h2!5
]u* ~h1 ,h2 ,t;j1!T

]t
F0

1
]

]tE2`

h1
t2* ~x1 ,h2 ,t;j1!Tdx1b0 .

~13!

Substitution of Eqs.~9! and ~10! into Eq. ~13! yields

~F0* !Tu„j1 ,t;h1 ,h2)5~F0* !TV~h1 ,h2 ,t;j1!TF0

1~F0* !T
]

]tE2`

h1
T~x1 ,h2 ,t;j1!Tdx1b0 .

~14!

SinceF0* is arbitrary, we have

u„j1 ,t;h1 ,h2)5GF~j1 ,t;h1 ,h2!F0

1Gb~j1 ,t;h1 ,h2!b0 , ~15!

where

GF~j1 ,t;h1 ,h2!5V~h1 ,h2 ,t;j1!T, ~16!

Gb~j1 ,t;h1 ,h2!5
]

]tE2`

h1
T~x1 ,h2 ,t;j1!Tdx1 . ~17!

The matrix Gb can be further simplified by writing
T(x1 ,h2 ,t;j1) as

T~x1 ,h2 ,t;j1!5
1

p
ImH (

k51

3
1

vk

]vk

]x1

bk~vk!ek
TB21~vk!J

so that
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E
2`

h1
T~x1 ,h2 ,t;j1!dx1

5
1

p
ImH (

k51

3 E
2`

v̂k 1

vk

bk~vk!ek
TB21~vk!dvkJ , ~18!

wherev̂k5vk(h1 ,h2 ,t;j1). The time derivative of Eq.~18!
is thus given by

]

]tE2`

h1
T~x1 ,h2 ,t;j1!dx1

52
1

p
ImH (

k51

3
]v̂k

]h1

bk~v̂k!ek
TB21~v̂k!J

52
1

p
ImH B~v̂ !K ]v̂*

]h1
L (

k51

3

I kB
21~v̂k!J , ~19!

where the relation

]v̂k

]t
52v̂k

]v̂k

]h1

, ~20!

has been used~Wu, 2000!. Substituting Eqs.~11! and ~19!
into Eq. ~15!, we have

GF~j1 ,t;h1 ,h2!

52
1

p
ImH (

k51

3

B21~v̂k!
TI kK ]v̂*

]h1
L AT~v̂ !J , ~21!

Gb~j1 ,t;h1 ,h2!

52
1

p
ImH (

k51

3

B21~v̂k!
TI kK ]v̂*

]h1
L BT~v̂ !J . ~22!

IV. ISOTROPIC MEDIA

For isotropic media under plane strain deformation, the
eigenvaluesp1(v) and p2(v) of Eq. ~5! can be easily ob-
tained as

pk~v!5A~v/ck!
221, k51,2, ~23!

wherec1 and c2 are, respectively, theP wave andS wave
speeds. The corresponding eigenvectorsa1(v) and a2(v)
may be taken as

a1~v!5S 1
p1~v! D , a2~v!5S 2p2~v!

1 D . ~24!

The vectorsb1(v) andb2(v) defined by Eq.~6! are

b1~v!5rc2
2S 2p1~v!

p2
2~v!21D , b2~v!5rc2

2S 12p2
2~v!

2p2~v! D .

~25!

The variablesv̂k as determined by substituting Eq.~23! into
Eq. ~8! and replacingx1 and x2 , respectively, withh1 and
h2 are

v̂k5
y11 iy2A12~y/ck!

2

12~y2 /ck!
2

, ~26!

for y,ck and

v̂k5
y11sign~y1!y2A~y/ck!

221

12~y2 /ck!
2

, ~27!

for y.ck and y2,ck , where y15(h12j1)/t, y25h2 /t
andy5Ay1

21y2
2. With Eqs.~23! and~26!, ]v̂k /]h1 may be

expressed as

]v̂k

]h1

5
pk~v̂k!ck

Ar 22ck
2t2

, ~28!

where r 5yt. The explicit expressions forGF and Gb for
isotropic media are thus given by

GF~j1 ,t;h1 ,h2!52
1

prc2
2
Im$J1~v̂1!1J2~v̂2!%, ~29!

Gb~j1 ,t;h1 ,h2!52
1

p
Im$K1~v̂1!1K2~v̂2!%, ~30!

where

J1~v̂1!5
c1p1

RAr 22c1
2t2 S 2p2 2p2p1

p2
221 ~p2

221!p1
D ,

J2~v̂2!5
c2p2

RAr 22c2
2t2 S 2~12p2

2!p2 12p2
2

22p2p1 2p1
D ,

K1~v̂1!5
c1p1

RAr 22c1
2t2 S 4p2p1 2p2~p2

221!

2p1~p2
221! ~p2

221!2 D ,

K2~v̂2!5
c2p2

RAr 22c2
2t2 S ~12p2

2!2 2p2~12p2
2!

2p1~12p2
2! 4p2p1

D ,

and

R~v!5uB~v!u54p1~v!p2~v!1~12p2
2~v!!2.

FIG. 1. Dimensionless vertical displacement due to the line force in silicon.
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The expression forGF has been checked to agree with that
given in Eringen and Suhubi~1975, pp. 671–672!. The result
of Gb appears to be new.

V. NUMERICAL RESULTS

In this section, the histories of the vertical surface dis-
placement due to a buried vertical forceF05F0e2 or an edge
dislocation withb05b0e1 at various distances from the epi-
center are presented. The results are expressed in terms of
the dimensionless displacementv defined as

v~d,t* !5
prc0ru2

F0

,

for the line force and

v~d,t* !5
pru2

c0b0

,

for the line dislocation, where t* 5tc0 /r , d5(j1

2h1)/h2 , c05AC44/r and Ci j is the contracted notation
for the elastic constants. The material considered was silicon
with the elastic constants:C115165 Gpa,C12563 Gpa, and
C44579 Gpa. The (x1 ,x3) plane is on the (111) surface and
the x12axis is along the@11̄0# direction. The calculations
were performed for receivers located atd50, 1, 10, and 100.

Figures 1 and 2 show the dimensionless displacement
due to the force and the dislocation, respectively. There are
three bulk waves- a quasi-P ~qP! and two quasi-S ~qS1 and
qS2! waves. The arrival times of the bulk wave vary with the
incident angles. Furthermore, the refractedqP waves due to
the qS1 andqS2 waves and the refractedqS1 waves due to
qS2 waves occur. Ford510 and 100 the emergence of the
Rayleigh wave is evident. Note that the surface wave speed
cR is determined byuB(cR)u50 ~Barnett and Lothe, 1974!.

In general, after the arrival of the last wave the displace-
ments due to the dislocation decay to zero more rapidly than
those due to the force.

VI. CONCLUSION

Explicit expressions for the surface displacements due to
a line force and dislocation in a general anisotropic half-
space have been derived from the solution of a surface line
force using reciprocal theorem. For isotropic media, a closed
form solution is obtained. For anisotropic media, the expres-
sions can be evaluated simply by solving an eigenvalue prob-
lem.
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Modeling elastic wave forward propagation and reflection
using the complex screen method
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Formulation for calculating forward propagation and reflection in a 3D elastic structure based on the
complex-screen method is given in this paper. The calculation of reflections is formulated based on
the local Born approximation. When using a small angle approximation, the backscattering operator
reduces to a screen operator which is similar to the forward screen propagator. Combining the
forward propagator and backscattering operator together, the new method can properly handle the
multiple forward scattering and single backscattering in a 3D heterogeneous model. Using a
dual-domain technique, the new method is highly efficient in CPU time and memory savings. For
models where reverberation and resonance scattering can be neglected, this method provides a fast
and accurate algorithm. Synthetic seismograms for two-dimensional elastic models are calculated
with this method and compared with those generated by the finite-difference method. The results
show that the method works well for small to medium scattering angles and medium velocity
contrasts. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1367248#

PACS numbers: 43.20.Gp, 43.20.Bi@ANN#

I. INTRODUCTION

Fast modeling methods and algorithms in complex het-
erogeneous media, especially for 3D media, are crucial to the
application of seismic methods in complex structures includ-
ing the development of interpretation, imaging and inversion
methods. Finite-difference and finite-element algorithms are
very flexible. In principle, they can be applied to arbitrarily
heterogeneous medium. However, they are very time con-
suming. High-frequency asymptotic methods, such as ray
based methods~e.g., Červený, 1981; Červený and Klimes,
1984; Chapman, 1985!, provide high computation efficiency
for smooth 3D models. However, they fail to deal with com-
plicated 3D volume heterogeneities. Frequency-dependent
and wave related phenomena in complex media cannot be
correctly modeled by the ray methods. Born scattering for-
mulation ~Gubernatiset al., 1977; Wu and Aki, 1985!, ray-
Born ~Beydoun and Mendes, 1989; Coates and Chapman,
1990!, or generalized Born scattering methods~Coates and
Chapman, 1991! can model small volume complex heteroge-
neities in a smooth background. However, they are not ca-
pable of modeling long distance propagation in complex me-
dia. It is necessary to develop intermediate modeling
methods functioning between the full wave equation meth-
ods and the high-frequency asymptotic methods.

The phase screen method, or split step Fourier method
~e.g., Flatte´ and Tappert, 1975; Tappert, 1977; Thomson and
Chapman, 1983!, has been used to calculate the one-way
forward propagation for acoustic waves. Recently, the
method has also been used to deal with elastic waves. To
generalize a scalar wave case to vector elastic waves, the
center part is the coupling betweenP- andS-waves. Fisk and
McCartor ~1991! derived coupling terms using a projection
method. Their method has some problems for some limiting
cases. Wu~1994! derived these terms based on formal scat-
tering theory of elastic waves. Wild and Hudson~1998! used
another approach, the geometrical derivation, and reached

similar results. The screen method has also been used as
back propagators for seismic wave migration in either acous-
tic or elastic media~e.g., Stoffaet al., 1990; Wu and Xie,
1994; Huanget al., 1999!. Generally speaking, these meth-
ods give better imaging quality compared with the ray based
Kirchhoff method. The generalized screen methods are based
on the one-way wave equation that neglects backscattered
waves, but correctly handles all the forward multiple-
scattering effects, e.g., focusing/defocusing, diffraction, in-
terference, and conversion between different wave types. For
media where the resonance scattering or reverberations
caused by heterogeneities can be neglected, the reflections
will be dominated by single backscatterings. In this case, the
screen method can also be adopted to calculate reflections.
Wu and Huang~1995! tested the method for acoustic reflec-
tions. Wu ~1996! discussed approximations for forward and
backward scatterings of different wave types. Xie and Wu
~1996! tested the screen approximation for modeling elastic
wave reflections.

In this study, the complex-screen method is extended to
deal with both forward propagation and reflection of elastic
waves. The current formulation is based on a small angle
approximation of the one-way wave equation and the local
Born approximation using the perturbation theory. Under the
small angle approximation, backscattering can also be for-
mulated into a screen operator which is similar to the screen
propagator. The interaction between the incident wave field
and the heterogeneities gives both forward and backward
scattered waves. The forward scattered waves, together with
the primary wave, construct the transmitted waves. The
backscattered waves give the reflections by the structure.
With an iterative method, it can correctly handle multiple
forward scattering and single backscattering. By using a
dual-domain operation, it retains the advantages of the origi-
nal screen method, i.e., high-efficiency in computation speed
and tremendous memory savings. Numerical results show
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that this is a very promising method in modeling primary
reflections from complicated large scale 3D elastic struc-
tures.

In the following sections, we first present the formula-
tion. Then numerical examples are conducted to test the
method. For a two-dimensional test model, the results from
the screen method are compared with that from the full wave
finite-difference method.

II. EXPRESSIONS FOR FORWARD AND BACKWARD
SCATTERED WAVE FIELDS

We start from the equation of motion for displacementu
in a linear elastic medium~Aki and Richards, 1980!:

2r~x!v2u~x!5¹•@ 1
2c~x!:~¹u~x!1u~x!¹!#, ~1!

whereu is the displacement,c is the elastic constant tensor,
r is density,u¹ is the transpose of¹u and ‘‘:’’ is for double
scalar product, i.e., (ab):(cd)5(b•c)(a•d). If elastic pa-
rameters and the wave field can be decomposed into

r~x!5r01dr~x!,

c~x!5c01dc~x!,

u~x!5u0~x!1U~x!,

wherer0 and c0 are density and elastic parameters for the
background medium,dr(x) anddc(x) are the corresponding
perturbations,u0(x) andU(x) are the incident field and the
scattered field, then Eq.~1! can be rewritten as

2r0v2U~x!2¹•@ 1
2c0 :~¹U~x!1U~x!¹!#5F~x!, ~2!

where

F~x!5v2dc~x!u~x!1¹•@ 1
2dc~x!:~¹u~x!1u~x!¹!#

~3!

is the equivalent body force due to scattering. The scattered
field can be expressed as

U~x!5E
V8

dv8G~x;x8!F~x8!, ~4!

whereG is the Green’s function in the background medium.
We will consider a special case where an incident wave
u0(x) interacts with a heterogeneous thin slab which is per-
pendicular to the main propagation direction. Figure 1 shows
the primary incident waves and various types of secondary
waves generated by the scattering process. If the slab is thin
enough, the local Born approximation can be adopted within
the slab. The wave fieldu(x) in Eq. ~3! can be replaced by
the incident fieldu0(x). Let êz be the unit vector along the
main propagation direction, andxT5xêx1yêy be a position
vector in the transverse plane. The slab is betweenz0 andz1 ,
with a thickness ofDz5z12z0 . The scattered field from the
slab can be expressed as

U~x!5E
z0

z1
dz8E E dxT8G~xT ,z;xT8 ,z8!F0~xT8 ,z8!, ~5!

whereF0(x) is Eq. ~3! with u(x) replaced byu0(x).
The incident fieldu0(x) can be decomposed into a su-

perposition of planeP- andS-waves:

u0~xT ,z!5
1

4p2 E dKT@u0
P~KT ,z!1u0

S~KT ,z!#eiKT•xT,

~6!

whereKT is the incident transverse wave number of plane
waves and superscriptsP andS denoteP- andS-waves. The
forward propagated field is composed of primary wave and
forward scatteredP- andS-waves. Atz1 , it can be expressed
as

uf~xT ,z1!5
1

4p2 E dKT8@uf
P~KT8 ,z1!1uf

S~KT8 ,z1!#eiKT8•xT,

~7!

where

uf
P~KT8 ,z1!5eiga8 uz12z0u@u0

P~KT8 ,z0!1Uf
PP~KT8 ,z0!

1Uf
SP~KT8 ,z0!#, ~8!

uf
S~KT8 ,z1!5eigb8 uz12z0u@u0

S~KT8 ,z0!1Uf
SS~KT8 ,z0!

1Uf
PS~KT8 ,z0!#, ~9!

whereKT8 is the transverse wave number of scattered waves,
ga5(ka

22KT
2)1/2 andgb5(kb

22KT
2)1/2 are longitudinal com-

ponents ofP- andS-wave numbers in the background media,
and ka5v/a and kb5v/b are P- and S-wave numbers,a
andb areP- andS-wave velocities. Phase advance operators

eiga8 uz12z0u and eigb8 uz12z0u propagate the incident and scat-
tered fields fromz0 to z1 . The reflected wave is composed of
backscatteredP- andS-waves. Atz0 , the reflected wave can
be expressed as

ub~xT ,z0!5
1

4p2 E dKT8@ub
P~KT8 ,z0!1ub

S~KT8 ,z0!#eiKT8•xT,

~10!

where

ub
P~KT8 ,z0!5Ub

PP~KT8 ,z0!1Ub
SP~KT8 ,z0!, ~11!

FIG. 1. A sketch showing the primary waves and various scattering waves
generated when an incident wave interacts with an inhomogeneous thin slab.
For details see text.
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ub
S~KT8 ,z0!5Ub

PS~KT8 ,z0!1Ub
SS~KT8 ,z0!. ~12!

In above equations,U denotes scattered waves. The sub-
scriptsf andb denote forward and backward scatterings, re-
spectively. SuperscriptsPP, PS, SPandSSindicate the scat-
tering between different wave types as shown in Fig. 1. For
isotropic elastic medium, the scattered fields for both for-
ward and backward scatterings can be derived from Eq.~5!
~Wu, 1994!:

UPP~KT8 ,KT!5
i

2ga8
ka

2u0
Pk̂a8 H ~ k̂a• k̂a8 !

dr~ k̃!

r0

2
dl~ k̃!

l012m0
2~ k̂a• k̂a8 !2

2dm~ k̃!

l012m0
J , ~13!

UPS~KT8 ,KT!5
i

2gb8
kb

2u0
P@ k̂a2 k̂b8 ~ k̂a• k̂b8 !#H dr~ k̃!

r0

22
b0

a0
~ k̂a• k̂b8 !

dm~ k̃!

m0
J , ~14!

USP~KT8 ,KT!5
i

2ga8
ka

2~u0
S
• k̂a8 !k̂a8 H dr~ k̃!

r0

22
b0

a0
~ k̂b• k̂a8 !

dm~ k̃!

m0
J , ~15!

USS~KT8 ,KT!5
i

2gb8
kb

2 H [u0
S2 k̂b8 ~u0

S
• k̂b8 !]

dr~ k̃!

r0

2@~ k̂b• k̂b8 !@u0
S2 k̂b8 ~u0

S
• k̂b8 !#1~u0

S
• k̂a8 !

3~ k̂b2 k̂b8 ~ k̂b• k̂b8 !!#
dm~ k̃!

m0
J , ~16!

where u0
P5uu0

P(KT)u and u0
S5u0

S(KT), dr(k), dl(k) and
dm(k) are three-dimensional Fourier transforms of medium
perturbations, wave numbers without primes are for incident
waves and with primes are for scattered waves,k̃5k82k is
the exchange wave number withk andk8 as the incident and
scattering wave numbers, respectively,k̂a and k̂b are unit
wave number vectors forP- andS-waves, and

ka5KT1gaêz , kb5KT1gbêz ,
~17!

ka85KT86ga8 êz , kb85KT86gb8 êz ,

where the1 or 2 sign depends on whether it is forward or
backward scattering, andêz is the unit vector in the
z-direction. The longitudinal coordinatez0 has been tempo-
rarily omitted from these equations.

Equations~13!–~16! give scattered fields of different
wave types. They are scattered plane waves with transverse
wave numberKT8 generated by the plane incident wave with
transverse wave numberKT . The total scattered plane wave
is the integration of contributions from all incident plane
waves,

U~KT8 ,z0!5
1

4p2 E dKTU~KT8 ,KT ,z0!. ~18!

In principle, Eqs.~7!–~18! provide all equations needed for
calculating wave fieldsuf(xT ,z1) andub(xT ,z0). However,
from these equations we can see that scattered waves com-
posed of contributions from allKT8 which are coupled with
all incident KT . For a general three-dimensional velocity
model, both of them are two-dimensional and theU(KT8 ,KT)
is a four-dimensional matrix. The calculations of these ma-
trix operations are very time consuming. To obtain a highly
efficient algorithm, we introduce a small angle approxima-
tion to the formulation.

III. SMALL ANGLE APPROXIMATION

Under the small angle approximation,ga andga8 can be
approximated byka , andgb and gb8 by kb . The exchange
wave numbers for forward and backward scattered fields can
be simplified. For forward scattering

ka82ka'KT82KT10êz ,

kb82ka'KT82KT1~kb2ka!êz ,
~19!

ka82kb'KT82KT1~ka2kb!êz ,

kb82kb'KT82KT10êz .

For backward scattering

ka82ka'KT82KT22kaêz ,

kb82ka'KT82KT2~kb1ka!êz ,
~20!

ka82kb'KT82KT2~ka1kb!êz ,

kb82kb'KT82KT22kbêz .

The three-dimensional Fourier transforms of the pertur-
bations dr(k), dl(k) and dm(k) can also be simplified.
Taking the density perturbation for back scattering as an ex-
ample,

dr~ka82ka!5E
0

Dz

dzei ~ga81ga!zE E dxT

3dr~xT ,z2z0!e2 i ~KT82KT!•xT. ~21!

If the slab is thin enough, the variation ofdr(xT ,z) along the
z-direction will be small, the integral can be approximated as

dr~ka82ka!'Dzdr~KT82KT ,z0!hb
PP , ~22!

where

hb
PP5

1

i2kaDz
~ei2kaDz21!5sinc~kaDz!eikaDz, ~23!

and sinc(z)5sin(z)/z. In the above equations, the original
three-dimensional Fourier transform has been decomposed
into a 2D Fourier transform and a 1D Fourier transform.
dr(KT ,z0) is a 2D Fourier transform ofdr(xT ,z) averaged
over an interval betweenz0 and z1 , hb

PP is the 1D Fourier
transform of a boxcar function since the medium variation in
z direction has been neglected due to the screen assumption.
For simplicity, z0 is omitted in the following equations.
Similarly, for forward scatterings of different wave types we
have
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dr~ka82ka!'Dzdr~KT82KT!h f
PP ,

dr~kb82ka!'Dzdr~KT82KT!h f
PS,

~24!
dr~ka82kb!'Dzdr~KT82KT!h f

SP,

dr~kb82kb!'Dzdr~KT82KT!h f
SS,

and for backward scatterings of different wave types

dr~ka82ka!'Dzdr~KT82KT!hb
PP ,

dr~kb82ka!'Dzdr~KT82KT!hb
PS,

~25!
dr~ka82kb!'Dzdr~KT82KT!hb

SP,

dr~kb82kb!'Dzdr~KT82KT!hb
SS.

The modulation factors are

h f
PP51,

h f
PS5sinc@~kb2ka!Dz/2#e2 i ~kb2ka!Dz/2,

~26!
h f

SP5h f*
PS,

h f
SS51,

hb
PP5sinc~kaDz!eikaDz,

hb
PS5sinc@~kb1ka!Dz/2#ei ~kb1ka!Dz/2,

~27!
hb

SP5hb
PS,

hb
SS5sinc~kbDz!eikbDz,

whereh* is the complex conjugate ofh. Similar expressions
can be derived for the elastic constantsl andm.

Note that under small angle approximation, (k̂a• k̂a8 ),
( k̂b• k̂b8 ), (k̂b• k̂a8 ) and (k̂a• k̂b8 ) approach11 for forward and
21 for backward scatterings, respectively. Substituting Eqs.
~24!–~27! into Eqs. ~13!–~16!, for forward scatterings we
have

Uf
PP~KT8 ,KT!52 ikaDzk̂a8u0

P~KT!
da~K̃T!

a0
h f

PP , ~28!

Uf
PS~KT8 ,KT!52 ikbDzu0

P~KT!@ k̂a2 k̂b8 ~ k̂a• k̂b8 !#

3Fdb~K̃T!

b0
1S b0

a0
2

1

2D dm~K̃T!

m0
Gh f

PS,

~29!

Uf
SP~KT8 ,KT!52 ikaDz~u0

S~KT!• k̂a8 !k̂a8

3Fdb~K̃T!

b0
1S b0

a0
2

1

2D dm~K̃T!

m0
Gh f

SP,

~30!

Uf
SS~KT8 ,KT!52 ikbDz@u0

S~KT!2 k̂b8 ~u0
S~KT!• k̂b8 !#

3
db~K̃T!

b0
h f

SS, ~31!

and for backward scatterings, we have

Ub
PP~KT8 ,KT!52 ikaDzk̂a8u0

P~KT!

3Fdr~K̃T!

r0
1

da~K̃T!

a0
Ghb

PP

52 ikaDzk̂a8u0
P~KT!

dZa~K̃T!

Za0
hb

PP , ~32!

Ub
PS~KT8 ,KT!52 ikbDzu0

P~KT!@ k̂a2 k̂b8 ~ k̂a• k̂b8 !#

3Fdb~K̃T!

b0
2S b0

a0
1

1

2D dm~K̃T!

m0
Ghb

PS

5 ikbDzu0
P~KT!@ k̂a2 k̂b8 ~ k̂a• k̂b8 !#

3FdZb~K̃T!

Zb0
1S b0

a0
2

1

2D dm~K̃T!

m0
Ghb

PS, ~33!

Ub
SP~KT8 ,KT!52 ikaDz~u0

S~KT!• k̂a8 !k̂a8

3Fdb~K̃T!

b0
2S b0

a0
1

1

2D dm~K̃T!

m0
Ghb

SP

5 ikaDz~u0
S~KT!• k̂a8 !k̂a8

3FdZb~K̃T!

Zb0
1S b0

a0
2

1

2D dm~K̃T!

m0
Ghb

SP, ~34!

Ub
SS~KT8 ,KT!5 ikbDz@u0

S~KT!2 k̂b8 ~u0
S~KT!• k̂b8 !#

3Fdr~K̃T!

r0
1

db~K̃T!

b0
Ghb

SS

5 ikbDz@u0
S~KT!2 k̂b8 ~u0

S~KT!• k̂b8 !#

3
dZb~K̃T!

Zb0
hb

SS. ~35!

In Eqs. ~28!–~35!, K̃T5KT82KT is the exchange transverse
wave number,da(KT) anddb(KT) are transverse spectra of
P- and S-wave velocity perturbations,dZa(KT) and
dZb(KT) are transverse spectra ofP- andS-wave impedance
perturbations, respectively. Equations~28! and ~32! show
that the forward scatteredP-P wave is proportional to the
P-wave velocity perturbation, while the backward scattered
P-P wave depends on theP-wave impedance perturbation,
consistent with the scattering theory. A similar situation is
true forS-Sscattering as can be seen from Eqs.~31! and~35!.
The quantity (b0 /a021/2) is usually small, and as can be
seen from Eqs.~29! and ~30!, the forward converted waves
Uf

PS andUf
SP are basically controlled by theS-wave velocity

perturbation. Similarly, from Eqs.~33! and ~34!, the back-
ward converted wavesUb

PS and Ub
SP are controlled by

S-wave impedance perturbation. The forward and backward
scattered waves reveal different characteristics of the me-
dium, since they are controlled by different medium param-
eters.

The total scattered plane wave is the integration of con-
tributions from scattering of all incident plane waves. For
example, forP-P forward scattering we have
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Uf
PP~KT8 ,z0!5

1

4p2 E dKTUf
PP~KT8 ,KT ,z0!.

From Eq.~28! we can see that the above equation is a con-
volution between the incident wave and medium parameter
in the transverse wave number domain. A more efficient cal-
culation is to transfer the wave number domain convolution
into a spatial domain multiplication using the fast Fourier
transform. Thus

Uf
PP~KT8 ,z0!52 ikaDzk̂a8h f

PPE E dxf8e
2 iKT8•xT8

3u0
P~xT8 ,z0!

da~xT8 !

a0
, ~36!

where da(xT) is da(xT ,z) averaged over the interval be-
tweenz0 andz1 . Similarly, dual-domain formulas for other
wave types can be obtained as

Uf
PS~KT8 ,z0!52 ikbDzh f

PSk̂b83H k̂b83E E dxT8e2 iKT8•xT8

3u0
P~xT8 ,z0!F S b0

a0
2

1

2D dr~xT8 !

r0

12S b0

a0
D db~xT8 !

b0
G J , ~37!

Uf
SP~KT8 ,z0!52 ikaDzh f

SPk̂a8 H k̂a8•E E dxT8e2 iKT8•xT8

3u0
S~xT8 ,z0!F S b0

a0
2

1

2D dr~xT8 !

r0

12S b0

a0
D db~xT8 !

b0
G J , ~38!

Uf
SS~KT8 ,z0!52 ikbDzh f

SSk̂b83H k̂b8 E E dxT8

3e2 iKT8•xT8u0
S~xT8 ,z0!

db~xT8 !

b0
J , ~39!

Ub
PP~KT8 ,z0!52 ikaDzk̂a8hb

PPE E dxT8e2 iKT8•xT8

3u0
P~xT8 ,z0!

dZa~xT8 !

Za0
, ~40!

Ub
PS~KT8 ,z0!5 ikbDzhb

PSk̂b83H k̂b83E E dxT8e2 iKT8•xT8

3u0
P~xT8 ,z0!F S b0

a0
1

1

2D dr~xT8 !

r0

12S b0

a0
D db~xT8 !

b0
G J , ~41!

Ub
SP~KT8 ,z0!5 ikaDzhb

SPk̂a8 H k̂a8•E E dxT8e2 iKT8•xT8

3u0
S~xT8 ,z0!F S b0

a0
1

1

2D dr~xT8 !

r0

12S b0

a0
D db~xT8 !

b0
G J , ~42!

Ub
SS~KT8 ,z0!5 ikbDzhb

SSk̂b83H k̂b83E E dxT8e2 iKT8•xT8

3u0
S~xT8 ,z0!

dZb~xT8 !

Zb0
J . ~43!

FIG. 2. A sketch of the multiscreen method. For details see text.

FIG. 3. Two-dimensional model used to compare the results from the screen
approximation method and finite-difference method. The model is a 2D
profile from the French model~French, 1974!. The parameters for the back-
ground medium areVP53.6 km/s, VS52.08 km/s andr52.2 g/cm3. The
intermediate layer has a220% perturbation for bothP- andS-wave veloci-
ties.

2633 2633J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 X.-B. Xie and R.-S. Wu: Elastic wave complex screen method



The spatial domain operation of medium-wave interactions
are multiplications which are very efficient. The scattered
field U(KT8 ,z) from Eqs.~36!–~43! is then substituted into
Eqs. ~7!–~12! to calculate forward and reflected fields. The
propagation of plane waves passing through the homoge-
neous background medium is conducted in wave number do-
main by Eqs.~8! and ~9!. In wave number domain, the
propagation operator involves only a phase advance, which
is also an efficient operation. Note the difference between
Eqs. ~13!–~16! and Eqs.~28!–~35!. The former involves
complicated calculations and the medium-wave interactions
are not local, while the later involves simple convolutions in
the transverse wave number domain, which results from the
small angle approximation and greatly simplifies the calcu-
lation.

In summary, the wave propagation through a thin slab is
decomposed into a series of highly efficient steps. The model
parameters are separated into two parts, the background pa-
rameters and the perturbations. The interaction with the per-
turbations in the spatial domain gives the scattered waves.
The propagation through the background medium is in the
wave number domain. The calculations in both domains are
local and very efficient. The forward and inverse fast Fourier
transforms switch the wave field between the two domains.

IV. ITERATIVE PROCEDURE AND NUMERICAL
EXAMPLES

Figure 2 is a sketch showing how to calculate the inter-
action between incident wave and a 3D heterogeneous model

with an iterative method. First, the 3D model is divided into
a series of thin slabs@Fig. 2~B!#. The I th slab is betweenzi

andzi 11 . The last section provides us with the formulas for
calculating the interaction between the incident wave and a
single thin slab@Fig. 2~A!#. With these equations we can
calculate the transmitted fielduf(zi 11) and the backscattered
field ub(zi) from the incident waveuf(zi). The transmitted
field is used as the input for the next slab and in this way the
forward propagated field in the entire model can be obtained.
The backscattered field are stored temporarily. After finish-
ing the forward propagation, the backscattered fields are re-
trieved and once again propagated using the one-way propa-
gator. The reflected fieldsur(z) in the entire model are
calculated@Fig. 2~C!#. In this way, all the multiple forward
scatterings and single backscatterings~MFSB! can be taken
into account.

Numerical simulations are conducted to test the accu-
racy and efficiency of this method. The model is a 2D cut
from the French model~French, 1974!. Figure 3 shows the
velocity structure of this model. The parameters of the back-
ground medium areVP53.6 km/s, VS52.08 km/s, andr
52.2 g/cm3. The intermediate layer has a220% perturba-
tion for both P- and S-wave velocities. TheP-wave source
and receivers are located 1 km above the upper interface.
With this source–receiver configuration, the observed signals
are basically reflections from the structure. The synthetic
seismograms are calculated using the elastic complex-screen
method presented in this study and a finite-difference

FIG. 4. Comparison of synthetic seis-
mograms calculated by different meth-
ods. The solid lines are from the
screen method and the dashed lines are
from the finite-difference method. The
results show general agreement be-
tween the two methods in both ampli-
tude and arrival times.
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method. The later is a fourth order elastic wave finite-
difference code~Xie and Yao, 1988; Xie and Lay, 1994!.
Free surface effects and primary arrivals have been properly
removed from these results. The synthetic seismograms are
compared in Fig. 4. Solid lines are from the complex-screen
method and the dashed lines are from the finite-difference
method. For thez-component, there are mainlyP-waves. The
waves arriving between 0.5 and 0.7 s areP-P reflections
from different parts of the upper interface. Several arrivals
can be identified. The second group of waves is relatively
simple. They areP-to-P reflections from the lower plane
interface. Due to the complexity of the upper interface, both
P-P and P-S reflections from this interface are rather com-
plicated. They are composed of reflections from the flat and
curved sections, and diffractions from the sharp corner. The
later is a challenge for ray-based methods. The transverse
components of the synthetics are composed ofP-S reflec-
tions from both interfaces, as well as someP-waves. Gener-
ally speaking, the agreement between the two methods is
very good.

V. CONCLUSIONS

The elastic complex-screen method is based on the one-
way wave equation, local Born approximation and small
angle approximation. It provides an efficient way for calcu-
lating both forward and backward scattered waves. This
method calculates both forward propagating waves and pri-
mary reflections for complicated models. As an example,
synthetic seismograms for a 2D elastic model are calculated
with this method. The results are compared with those of a
finite-difference method. For small to medium scattering
angles and medium velocity contrast, the method is well in
agreement with the finite-difference method. For wide scat-
tering angles, there are errors in synthetic seismograms. Fur-
ther investigations show that the errors result from the small
angle approximation to the scattering radiation pattern~Wu
and Wu, 1998! and phase delay under wide angle and large
velocity perturbation~Ristow and Ruhl, 1994; Xie and Wu,
1998!. Wide angle accuracy should be further improved in
future studies.

ACKNOWLEDGMENTS

This research is supported by the Office of Naval Re-
search under Grant No. N00014-95-1-0093. The facility sup-
port from the W. M. Keck Foundation is also acknowledged.
Contribution No. 437 of the IGPP, University of California,
Santa Cruz.

Aki, K., and Richards, P. G.~1980!. Quantitative Seismology: Theory and
Methods, Vol. 1 ~W. H. Freeman, New York!, pp. 9–36.

Beydoun, W. B., and Mendes, M.~1989!. ‘‘Elastic ray-Born

l 2-migration/inversion,’’ Geophys. J. Int.97, 151–160.
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Mode counts in an aluminum foam
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Measurements of the ultrasonic modal density of a disordered elastic frame, a 20 pore-per-inch
open-celled aluminum foam, are reported. While the material is dissipative, with aQ only around
700, sufficiently careful signal processing has allowed reliable counts of the modes up through a few
hundred, corresponding to wavelengths comparable to the strut lengths. The modal density is found
to be essentially constant over this range, and to bear no resemblance to theoretical estimates based
on long-wavelength effective moduli. ©2001 Acoustical Society of America.
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I. INTRODUCTION

The work reported here concerns the use of ultrasonics
in the 10–150 kHz range in a 20 pore-per-inch open-celled
aluminum foam. The material is termed Duocel and is manu-
factured by ERG Aerospace in Oakland, California~web
site: http://www.ergaerospace.com!. It is available in a range
of pore sizes~between 5 and 40 ppi! and porosities~50%–
97%!. A sample is shown in Fig. 1. The structure is nomi-
nally isotropic and consists of short struts of lengths of the
order of 1 mm and widths of the order of one quarter the
lengths, joined at three-strut junctions. Theoretical and ex-
perimental analyses of their static elastic and plastic proper-
ties do exist. See, for example, the paper on mechanics of
cellular solids by Ashby.1

The history of ultrasonics in such materials is limited.
While there has been some interest in biot-wave acoustics of
immersed metal foams and in fluid-borne acoustic emission
from immersed foams under destructive testing,2 and in
acoustic losses due to the many fluid/solid interfaces, the
work reported here is like that in Ref. 3, and is concerned
with the acoustics borne entirely by the solid structure. Be-
cause the wavelengths are comparable to or longer than the
strut lengths, this material might best be conceptualized as a
disordered structural frame.

Ultrasonic characterization of materials with strong het-
erogeneity like these foams cannot be carried out using con-
ventional techniques; no coherent signal can be unambigu-
ously propagated across the samples. Ultrasonic testing must
proceed in nonconventional ways. Possibilities include mea-
surements of diffusivity and absorption, as described
elsewhere.3 Another possibility is measurement of modal
density.

This work consists of two parts. First, a measurement of
effective long-wavelength properties is undertaken by means
of low-frequency vibrations. An effective Young’s modulus
is found that is not dissimilar to that predicted by Ashby.1

Then, a higher-frequency ultrasonic pulse–echo technique, a
kind of transient resonant ultrasonic spectroscopy,4 is con-
ducted, and the spectral peaks of the resulting transients ob-

served and counted. Finally, we compare the counts with
various theoretical considerations.

II. EFFECTIVE BULK PROPERTIES

Our sample is described by the manufacturer as having
20 pores-per-inch, i.e., strut lengths of about 1.2 mm, and to
be composed of ordinary aluminum alloy. Strut diameters
varied considerably, between 0.25 and 0.75 mm within a
single specimen. We have measured the mass density of bar
(1.25 cm31.25 cm320.0 cm) and plate (0.62330.0330.0
cm) samples and compared them to the known densities of
bulk aluminum and determined both samples to bep
57.1% aluminum by volume. Standard estimates that such
materials have elastic moduli less than that of the parent bulk
material by a factor of the square ofp ~Ref. 1! lead to a
conclusion that the effective~long-wavelength! elastic wave
speeds should be less than those of aluminum by a factor of
Ap50.27.

We have measured the fundamental clamped-free fre-
quencies of bending vibrations of these bar and plate samples
by Fourier analyzing the air-borne acoustic signal generated
by such vibrations. Varying the length and the orientation of
the sample, allows consistency to be ascertained, and an ef-
fective Young’s modulus found. The actual quantity mea-
sured is the ‘‘bar-wave speed,’’ equal to the square root of
the ratio of the Young’s modulus to mass density. A value of
0.69860.023 mm/ms was found. The value is rather less
than that expected@pEaluminum/raluminum#1/251.37 mm/ms,
but the difference may be ascribed to oversimplifications in
the theory. For example, examination of the material clearly
shows the struts to be thinner in their centers than at their
ends, thus diminishing the effective stiffness. It also shows
the joints to have excess material, material that contributes
inertia to the effective properties, but little stiffness. The ma-
terial manufacturer has provided data on static moduli for
samples, of volume fractions 4.9% and 8.7% with 10 pore-
per-inch pore density, data that correspond to bar-wave
speeds of approximately 0.67 and 0.58 mm/ms. These num-
bers are similar to our measurements. The discrepancy with
the idealized theory1 is, therefore, not serious.a!Electronic mail: r-weaver@uiuc.edu
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III. MODE COUNT

To obtain ultrasonic properties, two small, 6.3536.35
312.7 and 6.35312.7312.7 mm, samples were excited by
transient pulses from a piezoelectric ultrasonicpin transducer
~diameter;1.2 mm! applied without liquid couplant to judi-
ciously chosen joints or struts. The pulses were provided by
a standard ultrasonic pulser/receiver and consisted of a single
negative-going spike of a few hundred volts, and a duration a
few tens of ns. Thepin transducers used have complicated
spectra. They have weak sensitivity at low frequency and
spectra which vary erratically over their nominal range to 1
MHz, but the variations are smooth on the fine scale of
modal spacings and modal widths~1 kHz! and they do not
complicate analysis of spectral peaks. While some tests were
done with a receiver distinct from the source, good acoustic
contacts were difficult to secure on such small samples, and
it was usually found simpler to attempt only one at a time;
therefore, most tests were done with a single transducer in
pulse/echo mode. The circuit is described in Ref. 5. The
circuit employs a magnetic reed relay to completely isolate
the receiver circuitry from the source circuitry, but due to its
slow switching, it does not allow the first 0.4 ms of the
waveform to be recorded. That early part of the signal is,
however, not needed in the present application. The resulting
transient ultrasonic signals were low-pass filtered at 240 kHz
and digitized at 2.5 MSa/s. They were repetition-averaged
~repetition rate 3 Hz! about 200 times to improve the signal-
to-noise ratios~by 23 dB!.6 The resulting signals then had
useful durations of many milliseconds. A representative
waveform is shown in Fig. 2.

The manufacturer’s data on static responses at large
strains suggest that this material has substantial nonlinearity,

though it is difficult to quantify reliably. In any case, and as
is common in diffuse field ultrasonics, we test for nonlinear-
ity by repeating our measurements with lower source pulse
energy. While this does degrade the signal-to-noise ratios,
any consequent variation of other spectral details would in-
dicate nonlinearity. We have yet to see any such sign of
nonlinearity. Strain amplitudes, estimated as below 1026, are
unlikely to generate nonlinearities in aluminum alloys.

The specimens were supported in a variety of ways. The
simplest was merely to place them on a large wooden block,
with size and dissipation sufficient to assure that any acoustic
energy that leaked from the sample into the block would not
revisit the sample, thus guaranteeing that that support con-
tributes only dissipation without affecting the number of
modes. The near-rigid constraint that the wood supplies to
the few asperities in contact with the wood will, at most, tend
to slightly increase the frequencies of the modes by a small
amount. The transducer itself plays a similar role, providing
a nearly rigid constraint to the sample; furthermore, any
acoustic energy that does enter the transducer is absorbed in
a few microseconds within the transducer, long before it can
reenter the sample. The samples were also supported by a
web of threads, or by suspending the sample between two
transducers and relying on friction for stability. Variation of
the supports did not lead to variations in the recovered modal
density, but did lead to variations in the dissipation rate,
variations in the widths of the spectral peaks, and consequent
variations in the difficulty with which the often overlapping
peaks could be resolved. The least dissipation was obtained
by gluing ~cyano-acrylate! the transducer to the sample,
omitting all other supports, and conducting the test in a
vacuum. In all cases, the dissipation was approximately pro-

FIG. 1. The material investigated is a 20 pore-per-inch open-celled alumi-
num foam, of 92.9% porosity.

FIG. 2. The first few milliseconds of a typical waveform after repetition
averaging.
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portional to frequency, with a meanQ between 500 and
1000, and substantial fluctuation from mode to mode.

Regardless of the support scheme, dissipation was, in all
cases, sufficiently strong to cause significant overlap among
resonances, and indicate a need for some nonstandard signal
processing in order to unambiguously locate the peaks. The
solid line of Fig. 3 shows a short section of the spectrum
@absolute value of the fast Fourier transform~FFT!# of the
smaller sample. A few of the expected Lorentzian-shaped
peaks are quite apparent; in addition, there are several fea-
tures that are less easily identified as resonances, perhaps
being the result of the overlap of two or more wide Lorent-
zians. In order to resolve these peaks, the spectra were
‘‘compensated’’ by attempting to remove the dissipation. We
multiplied time-domain waveforms~waveforms obtained by
inverse Fourier transforming short bands of the spectrum of
the original signal! by a compensation factor exp(gt), where
g was chosen to be slightly less than the width of the nar-
rowest peak in the frequency band of interest. Upon re-
Fourier transforming, the effect is to narrow all peaks by an
amountg. This was repeated for every frequency band of
interest. If all modes in a narrow band of interest have equal
widths, and if noise levels are low enough, this can, in prin-
ciple, resolve otherwise strongly overlapping peaks. The
dashed curve of Fig. 3 shows the effect of such a compen-
sation. It is clear that many of the peaks that were barely
discernable originally are now resolved.

In another scheme to resolve peaks in the spectrum, the
early parts of the original waveform were deleted before
Fourier analysis. This, in principle, removes the more highly
damped modes. The peaks associated with weak modes of
long duration, but less total energy, are thereby enhanced
relative to those of strongly excited and strongly damped
other modes. The effect of such a process is illustrated in
Fig. 4. The three curves of Fig. 4 are the spectra of a tran-
sient waveform for three different amounts of temporal trun-

cation. The solid curve is identical to the solid curve of Fig.
3, with the 0.4 ms truncation imposed by the reed-relay cir-
cuit. The dashed and dotted curves are the spectra after ad-
ditional artificial truncations of 0.8 and 1.2 ms. There are
peaks apparent in the dashed and dotted curves that are miss-
ing, or sometimes merely less obvious, in the original.

These two methods for aiding in the discernment of
resonance peaks in signals obtained from individual posi-
tions of source and receiver are not sufficient for finding all
modes. Such compensations allow only the resolution of the
peaks of the spectrum of the signal obtained from an indi-
vidual position of source and receiver. A mode that has a
node at the position of the transducer~s! will not contribute a
peak to that spectrum. In order to avoid missing such modes,
the sample was restudied with new positions for the trans-
ducer. The spectra for two distinct positions, as compensated
by 2g50.61/ms, are shown in Fig. 5. Comparison with Figs.
3 and 4 shows that many modes are unchanged, but many
modes have very different amplitudes, and that many modes
have slightly different resonant frequencies. The former ef-
fect is largely due to the mode being sampled at a different
point. The latter effect is not unexpected; the near-rigid con-
straint provided by the transducer and/or support has been
moved. A random variation in the frequency is the conse-
quence, by an amount that depends on the details of the
mode shape. The shifts in resonant frequency were generally
small enough that peaks from each position of the transduc-
ers could be unambiguously paired. Comparison also indi-
cates a few peaks that are not present in the spectra of both
positions; quite commonly, a peak is found in the spectrum
from one position that cannot be found in another. Such a
peak is, nevertheless, counted as a natural frequency of the
structure, even if it appears at only a few transducer posi-
tions.

FIG. 3. A short section of the FFT of the signal. The dashed line shows the
same signal after a compensation effected by multiplying the time-domain
waveform by exp(10.61t/ms).

FIG. 4. The spectra for three different amounts of temporal truncation. The
solid curve is identical to the solid curve of Fig. 3, with the 0.4 ms trunca-
tion imposed by the reed-relay circuit. The dashed and dotted curves are the
spectra after additional artificial truncations of 0.8 and 1.2 ms.
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Figures 6~a! and~b! show the mode count as determined
by these processes. The several, lower valued, curves corre-
spond to counts conducted from individual transducer posi-
tions and support schemes. The upper curve represents the
composite mode count, including all peaks found. There is a
potential for some inaccuracy here, as it was occasionally
unclear as to whether a peak has moved, or merely strength-
ened, when it shows up at one transducer position but not
another. In almost all cases, however, the count is unambigu-
ous.

For each sample, there were six distinct waveforms pro-
cessed, one from each of six different transducer positions
and support structures. Each waveform revealed about half
of all the peaks ultimately ascribed to the sample. A com-
posite mode count based on two distinct waveforms found
about 75% of all the modes, one based on any three wave-
forms found close to 90% of them. These numbers, and the
apparent exponential convergence, are consistent with the
expectation that each waveform independently and randomly
samples the system’s modes. Correspondingly, there is good
reason to think that the process of studying six waveforms
has converged and the final composite mode count is very
close to the actual mode count. In any case, the individual
mode counts from individual positions of transducer and
supports provide a rigorous and safe lower bound~at about 2
modes/kHz/cm3! on the specimen mode counts, a lower
bound which is itself greatly different from expectations.

The count fails at around 150 kHz in the small sample,
and at about 100 kHz in the larger sample, in each case
failing when the modal overlap reaches about 3.0 and the
peaks can no longer be distinguished, even by means of the
compensations discussed above. That the mode count in the
larger~double-volume! sample is approximately twice that of
the smaller sample is also a sign of consistency. In both
cases, the mode count is about 3.9 modes per kHz per cm3.

IV. DISCUSSION

One of the most striking features in these counts is that
the modal density, the slope of the count, is independent of
frequency. This is in contrast to the modal density of con-
ventional three-dimensional bulk materials in which the
modal density is quadratic in frequency. The elastic wave
Weyl formula for the mode count in an isotropic material is

N~ f !5~4p/3! f 3V@2/ce
311/cd

3#1s f 2S/ce
21O~ f L/ce!, ~1!

FIG. 5. The compensated spectra from two different positions of transducer.
Note that each spectrum has peaks that are present in the other, and peaks
which are weak or barely discernable in the other.

FIG. 6. ~a! The mode count for the smaller of the two samples. The three
dashed lines represent the mode count for three~of the total of eight, six of
which were used to construct the composite mode count! distinct positions
of the transducer. The dark solid line is the composite mode count and
includes modes that were not apparent at individual transducer positions.
The lighter solid curve is the theoretical mode count, based on the effective
homogeneous continuum moduli.~b! The mode count for the larger of the
two samples.
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whereV is the sample volume,S is its surface area,L is the
length of the sample edge,ce and cd are the ~effective!
equivoluminal and dilatational wave speeds, ands is a di-
mensionless modulus ratio, depending on Poisson ratio, that
takes a value of 19p/24 at n50.333. Such formulas have
been widely discussed.7,8

One expects such a formula to apply in the present cir-
cumstances in the event that the wavelengths are long com-
pared to the microstructure, where the material should be
able to be modeled as an effective homogeneous isotropic
elastic continuum. One therefore substitutes, for the respec-
tive two samples,V5512 and 1024 mm3, S5403 and 645
mm2, andL5102 and 127 mm. After taking the previously
measuredcBar50.698 mm/ms, and guessing at a Poisson ra-
tio of 0.33, one obtainscd50.855 andce50.427. Except for
the outright guess about the Poisson ratio, this should be a
sound model at sufficiently long wavelengths where the
structure can be considered an effective homogeneous con-
tinuum.

Figures 6~a! and~b! also show these predictions, Eq.~1!,
for the mode count of conventional bulk materials with those
properties: 0.000 117 1f 310.007 41f 21O(0.3 f &, and
0.000 058 9f 310.004 63f 21O(0.24f ), where f is in kHz.
The predictions are in striking disagreement with the obser-
vations. While the total count of modes up to 100 kHz is
within a factor of 2 of agreeing, the theoretical count at lower
frequencies@where it was argued that Eq.~1! should be most
reliable since effective property shear wavelengths at 40 kHz
are about 10 mm, and thus greater than the microscale# is
utterly incorrect. Up to 40 kHz, for example, theory predicts
a total of 191O(12) modes in the larger sample, yet about
150 were observed. A better informed estimate for the
foam’s Poisson ratio does not improve the correspondence.
Indications from the manufacturer’s data suggest that the
foam’s Poisson ratio is actually somewhere in the range
$20.5,21.0%. The corresponding correction to the above for-
mulas increases the estimate force , and decreases the pre-
dicted modal density.

The linearity in the observed mode count,N} f , leads
one to speculate that a better model, at least for modal den-
sity, might be that of a long wire. If the sample, largely
composed as it is of struts, were conceptualized as a long
circular rod of constant small radius and lengthl, then the
mode count would be approximately linear. In the limit that
the rod diameter is small compared to a wavelength of struc-
tural waves, wave propagation is well described by torsional
waves~with speed in aluminum ofcequivoluminal53 mm/ms,
by extensional waves with speedcBar55.15, and by two dis-
persive bending waves. By writingN as a sum of the contri-
butions from each wave~eachkl/p, wherek is the corre-
sponding wave number!, we obtain

1

V

]N

] f
5

1

V

]

] f F2 f

ce
l 1

2 f

cBar
l 14lA f

pcBar aG . ~2!

This model does not precisely match observations, as it pre-
dicts a modal density that slowly decreases with frequency,
whereas we observed a constant modal density. But, it does
give numbers that are in closer accord to those observed. If
we choosea50.25 mm, comparable to the average strut ra-

dius, and choose a length consistent with the known total
mass:l 5Vp/pa2, then the above quantity becomes identical
for each sample, and equal to

2p

pa2 F 1

ce
1

1

cBar
1

1

Ap f cBar a
G . ~3!

This is 0.37411.47/Af 100 modes per kHz per cm3, where
f 100 is the frequency in units of 100 kHz. This number is
dominated by the third term~the bending wave contribution!
and is 1.84 at 100 kHz, and 2.70 at 40 kHz. The frequency
dependence in Eq.~3! is different from that which is ob-
served, but the magnitude is comparable to the observation
of 3.9. A slightly smaller choice for mean strut radiusa
would bring these numbers closer to the observation. It
would not, however, ameliorate the discrepancy in frequency
dependence. The model, therefore, has little to recommend
it, aside from its being substantially better than that provided
by Eq. ~1!. One-dimensional~1D! structural waves have
wavelengths, at frequencies of 10–20 kHz, which are
@pcBar aluminuma/ f #1/2'14– 10 mm, or ce / f 5200 mm, or
cd / f 5400 mm, considerably longer than the strut lengths.
That 1D waves of such long wavelengths would be relevant
for wires with so much cross linking seems unlikely, but we
are at a loss for any other model.

We conclude that the modes of this foam are not those
of an effective homogeneous elastic continuum, even at fre-
quencies of 10–20 kHz where the effective medium wave-
lengths are 40–20 mm or more, and much greater than the
microscale. An attempt at a description in terms of bending
waves in the microscale struts is slightly better, but still fails
to fully account for the observations.

We close with one final observation. The summary
mode count curves of Figs. 6~a! and ~b! show fluctuations,
especially strong in the larger sample. The short band gap
between 14.7 and 16.4 kHz there is particularly striking.
Similar gaps occur at other frequencies. These fluctuations
are in excess of those predicted by Random matrix theory
~RMT!.7,8 RMT predicts a degree of level repulsion and
spectral rigidity in the spectra of generic systems, a regular-
ity that has been well corroborated in experiments. While the
observed spectra do show some sign of level repulsion, with
very few successive eigenfrequencies closer than one third
the mean spacing, these spectra do not have the longer-range
spectral rigidity of the RMT. The RMT probability of finding
a gap of width at leastm57 average mode spacings some-
where in a sequence of 400 modes is only 400 exp(2m2)
52310219. And, yet, the mode counts of Figs. 6~a! and~b!
show several gaps of that or similar size. Accordingly, we
take the observed fluctuations as evidence that the micro-
structure has sufficient periodicity, or at least a dominant
characteristic length scale, which manifests in the mode
count. That there is such a characteristic length scale is ap-
parent in Fig. 1. Whether or not that apparent periodicity is
responsible for the band gaps remains to be determined.

V. CONCLUSION

Ultrasonic characterization of materials with this kind of
strong heterogeneity must proceed in nonconventional ways.
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Here, we have reported a measurement of the material’s
modal density. The modal density has been found to be much
larger than anticipated. Furthermore, it is essentially inde-
pendent of frequency in this range, a result that is also un-
anticipated.
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Acoustic nonlinearity of cracks partially filled with liquid:
Cubic approximation
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The theoretical investigation of mechanisms of the acoustic nonlinearity~elastic and inelastic! of
cracks partially filled with an ideal and viscous liquid and associated with the nonlinear dependence
of the capillary and viscous pressure in the liquid on the distance between the crack surfaces and the
velocity of the change of this distance is proposed. The nonlinear~in cubic approximation!
equations of the state of these cracks is obtained, and its parameters are defined. It is shown that the
presence of the viscous liquid may lead to the considerable increase of the acoustic nonlinearity of
such cracks in comparison with cracks filled with the ideal liquid. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1369096#
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LIST OF SYMBOLS

R the radius of a crack
R0 the radius of a circle limiting a liq-

uid on the surface of the crack
snn the normal stress to the surfaces of

the crack
s0 the original the positive normal

stress
Uz(r ) the normal displacements of crack

surfaces
r the radial coordinate in the crack

plane
V0 the elliptic crack volume
E and n0 Young modulus and Poission ratio

of a solid,
DV0 the change of elliptic crack volume
D the distance between surfaces of the

plane-parallel cavity
DV1 the change of the volume of the

plane-parallel cavity
2d the effective change of the distance

between the surfaces of the plane-
parallel cavity

K 53pE/8(12n0
2)R is the effective

coefficient of the cavity elasticity
s0 5pKD/2 is the effective tensile

stress
v frequency
Vc the resonance frequency of mono-

pole oscillations of the elliptical
cavity

Vs the resonance frequency of mono-
pole oscillations plane-parallel of
the cavity

Ct velocity of the shear wave in a solid
b the volume of the liquid

a the coefficient of the liquid surface
tension

q the contact angle
H 5D12d0 is the equilibrium dis-

tance between the surfaces of the
cavity when it is filled with liquid

2d0 the equilibrium change of the dis-
tance between the cavity surface

H̃ 5H12d is the intersurfaces dis-
tance of the cavity

m0 5b/pR2H5(R0 /R)2 is the origi-
nal surface of the liquid concentra-
tion in the cavity

a 5@2a/rg#1/2 is the capillary con-
stant

r the density of the liquid
g the acceleration of gravity
K0 , g, andq coefficients of linear and nonlinear

~quadratic and cubic! elasticity of
the crack, partially filled with liquid

P(r ,d,ḋ) the pressure of the viscous liquid

P1(d) and P2(r ,ḋ) the capillary and the viscous pres-
sure in the viscous liquid

ḋ the velocity of the cavity surface
Vz and Vr z and r components of the liquid

velocity

Re 5ḋH/n is the Reynolds number
n the kinematic viscosity of the liquid
v the frequency of acoustic perturba-

tions
v* 5n/H2

h 5nr the dynamic liquid viscosity
j(z,r .R0 ,d) the perturbation of the meniscus of

the viscous liquid

S(H̃) the square of the meniscus of the
viscous liquid

b the coefficient of linear dissipative
g andd coefficients of nonlinear dissipativea!Electronic mail: nazarov@hydro.appl.sci-nnov.ru
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I. INTRODUCTION

One of the urgent problems in nonlinear acoustics is
searching for media with strong nonlinearity, defining the
media nonlinearity mechanisms, creating physical models,
and constructing equations of state for these media. The
strong acoustic nonlinearity of such media is caused by their
inherent micro-structure associated with different micro-
inclusions~or defects!, for instance, gas bubbles in a liquid,
grains, dislocations, cracks and cavities in a solid, etc. In
acoustics such media are usually called micro-
inhomogeneous.1–5 Investigation of nonlinear interactions of
acoustic waves in micro-inhomogeneous media is of interest
because of the prospects to realize nonlinear methods of di-
agnostics and nondestructive testing. To a considerable ex-
tent this is caused by the fact that nonlinear properties of
media are more sensitive to the presence of defects than lin-
ear ones.

By now, the nonlinear elasticity models and mechanisms
of the polycrystals,6,7 the liquids containing gas bubbles,8

porous waterlike materials,9,10 granular,11,12 and solids, con-
taining ‘‘dry’’ and partially filled with liquid cracks13–15

have been elaborated in detail. In the series of works, on the
basis of experimental results and the phenomenological ap-
proach, the non-analytical equations of state were obtained
for the solids~metals and rocks!, which have elastic power
nonlinearity with a fractional exponent,16–19 and dissipative
~inelastic!19–22and hysteretic2,18,23,24nonlinearities. In Ref. 3
the generalized rheological model of the micro-
inhomogeneous media was proposed in the frames of which
the common criterion of increase of the elastic nonlinearity
was obtained. It was shown in this work that the cause of
strong nonlinearity of such media is the presence of a small
quantity of relatively soft nonlinear inclusions in the media.

In the present article, the theoretical investigation of the
acoustic~elastic and inelastic! nonlinearity of cracks partially
filled with liquid, caused by the capillary and the viscous
pressure in a liquid, is carried out.15–17 ~The defects of this
type are characteristic of rock massives in their natural bed-
ding. These defects especially manifest themselves due to the
increase of the tectonic stresses.25–27! Here the behavior of
one such crack under the action of variable~oscillatory!
stress will be described. In this article, the nonlinear~in cubic
approximation! equations of state for cracks, partially filled
with an ideal and viscous liquid, will be obtained.

II. THE MODEL OF THE CRACK AND BASIC
ASSUMPTIONS

We shall search for the nonlinear equations of state of
the crack with the liquid in the following approximations.

~1! The crack, being a narrow cavity formed in an ideal
elastic solid, occupies an area limited by a circle with
radiusR.

~2! The crack is partially filled with ideal or viscous incom-
pressible liquid in such a way that the liquid connects
both crack surfaces inside the circle with radiusR0,R
whose center coincides with the crack center. There is
gas under low enough pressure in the crack volume free
of the liquid, therefore we may neglect its elasticity.

~3! The ideal liquid does not possess the property of adhe-
sion ~i.e., it does not stick! to surfaces of the crack and
the line of three-phase contact~gas–liquid–solid! can
move ~or slide! on the surface of the crack due to its
small oscillations.28 The viscous~i.e., real! liquid has the
property of adhesion to the crack surfaces and the line of
three-phase contact~gas–liquid–solid! is fastened to the
surface of crack and cannot move~or slide! on the sur-
face of the crack at its small oscillations.28

~4! The distance between the crack surfaces and its volume
change under the action of normal stresssnn .

To get the equations of state@i.e., the dependencesnn

5snn(d), where 2d is the change of the distance between
the crack surfaces# for one crack partially filled with the ideal
or viscous liquid, we shall consider the behavior of the nar-
row elliptic crack without liquid under the action of the static
positive normal stresss0 . In cylindric coordinates with the
origin in the crack center, the normal displacements of its
surfaces are defined by the equation29

Uz~r !54~12n0
2!~R22r 2!1/2s0 /nE!R,

the crack volume being equal to

V0516~12n0
2!R3s0/3E, ~1!

whereE and n0 are Young modulus and Poisson ratio of a
solid without cracks, andr is the radial coordinate in the
crack plane.

It is seen from expression~1! that the change of the
elliptic crack volume is a linear function of the stresssnn at
s01snn.0:

DV0516~12n0
2!R3snn/3E. ~2!

To simplify the calculations we shall consider below a
round narrow cavity~similar to such a crack! with radiusR
and plane-parallel surfaces, the distance between which
equalsD (D!R). The change of the volume of such a cav-
ity due to the stresssnn is

DV152pR2d~snn!, ~3!

where 2d(snn) is the effective change of the distance be-
tween the surfaces of the similar cavity.

From the equality of the change of the volumes of the
elliptic crack and the narrow plane-parallel cavity equivalent
to it defined by expressions~2! and ~3!, we obtain

snn5Kd, ~4!

whereK53pE/8(12n0
2)R is the effective coefficient of the

cavity elasticity. This relation is the equation of the state of a
narrow cavity, which is equivalent to the elliptic crack and is
under the action of the effective tensile stresss05pKD/2. It
is necessary to note that Eq.~4! describes the behavior of
such a cavity in quasistatic approximation only, i.e., in the
frequency rangev!Vc , where Vc is the resonance fre-
quency of ‘‘monopole’’ oscillations~along thez axis! of the
cavity. It is very difficult to obtain the correct expression for
Vc , however, we can take that the elliptical cavity resonance
frequencyVc is approximately equal to the resonance fre-
quencyVs of the spherical cavity of the same radiusR, i.e.,
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Vc;Vs5(Ct /R)@2/(12n0)#1/2, whereCt is the velocity of
the shear wave in solid.1 In this connection, the obtained
below equations of state for the cracks with ideal and viscous
liquids will be correct in the frequency rangev!Vs .

III. THE EQUILIBRIUM „OR THE STATIC… STATE OF
THE CRACK, PARTIALLY FILLED WITH IDEAL
OR VISCOUS LIQUID

Let this cavity be filled partially with the ideal or vis-
cous incompressible liquid of a volumeb in such a way that
the liquid connects both cavity surfaces inside the circle with
radius R0,R and D!R0 ~Fig. 1!. Because of the surface
tension the liquid pressure will differ from the pressure in the
gas cavity by the value28,30,31

DP52a cosq/H, ~5!

wherea is the coefficient of the liquid surface tension,q is
the contact angle,H5D12d0 is the equilibrium distance
between the surfaces of the cavity when it is filled with liq-
uid, and 2d0 is the equilibrium change of the distance be-
tween the cavity surfaces, caused by the liquid capillary pres-
sure,H!R0 cosq.

In this case the cavity equilibrium state will be defined
by the following equation~we neglect the gas pressure!:

pR2Kd012ab cosq/~D12d0!250,

or ~6!

Kd012am0 cosq/H50,

wherem05b/pR2H5(R0 /R)2 is the equilibrium surface of
the liquid concentration in the cavity.

It follows from Eqs.~6! that

2d052D~12@1216ab cosq/pR2HKD2#1/2!/2,
~7!

H5D~11@1216am0 cosq/KD2#1/2!/2,

i.e., the presence of the liquid in the cavity changes the initial
distanceD between its surfaces, thus for the nonwetting liq-
uid (p/2,q<p) the cavity widens, and for the wetting liq-
uid (q,p/2) it compresses. It follows also from this expres-
sions that the equilibrium state of the cavity takes place
under the condition H.16ab cosq/pR2 KD2 or
(16am0 cosq/KD2),1. However, we note that the equilib-
rium distance between the cavity surfaces cannot be less than
the valueH* 5b/pR2 for the wetting liquid. AtH5H* the
cavity will be completely filled with the liquid (m051), and
the nonlinearity of the cavity will be equal to zero. In this

connection we shall suppose further thatH.H* ,
16am0 cosq/KD2,1, andm0,1.

For the narrow cavity~H!a, wherea5@2a/rg#1/2 is
capillary constant,r is the density of the liquid, andg is the
acceleration of gravity!, the profile of the undisturbed~i.e.,
equilibrium! meniscus is a part of the circle with radiusRm

5H/2 cosq,28,30,31 therefore in the assumed cylindric coor-
dinates its form is defined by the equation

Ur~z,H,q!5R01~Htgq/2!2@~H/2 cosq!22z2#1/2.
~8!

Generally speaking, the previously described equilib-
rium state of the crack with the liquid is correct both for the
ideal and the viscous liquids. However, the motion of those
liquids will be different at crack oscillations due to the dif-
ference of their adhesion to surfaces.

IV. THE EQUATION OF STATE FOR THE PARTIALLY
IDEAL-LIQUID-FILLED CRACK

Let us consider the behavior of a crack with ideal liquid
under the action of external variable stresssnn . In this case
the liquid meniscus form is a part of a circle~because the
contact angle does not change28,30,31!, and the distanceH̃
between crack surfaces will vary by a magnitude 2d(H̃5H
12d), so that the equation

Ṗz5pR2snn2pR2K~d1d0!12pE
0

R̃
P~r ,d,ḋ!r dr ~9!

will be realized, wherePz is thez-component of the impulse
of the liquid locating in the crack in the layer fromz50 to
z5H̃/2; P(r ,d,ḋ) is the liquid pressure;ḋ is the velocity the
crack surface motion, andR̃5R0(H/H̃)1/2 is the circle radius
~or of three-phase contact line! on the crack surface limiting
liquid.

To determine the impulsePz and the pressureP(r ,d,ḋ)
we solve the problem on the oscillation motion of the ideal
liquid in the crack, the distanceH̃ between whose surfaces
changes under the action of the dynamic stresssnn . In cy-
lindric coordinates with the origin in the center of the cavity,
the liquid motion is axially symmetric and, basically radial
because of the cavity narrowness; andVz!Vr , ]Vr /]r
!]Vr /]z, P5P(r ,t), whereVz andVr arez andr compo-
nents of the liquid velocity. At small oscillations of the crack
(u2du!H) the motion of liquid is potential and is determined
by the linear equations of hydrodynamics:31

FIG. 1. The scheme of the narrow
plane-parallel cavity partially filled
with the liquid.
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]Vr /]t52~1/r!]P/]r , ~10!

~1/r !]~rVr !/]r 1]Vz /]z50, ~11!

with the nonlinear boundary conditions, which admit that the
liquid is sliding on the surfaces of the crack:

Vz~z56H̃/2!56ḋ, ~12!

P~r 5R̃,d!5P1~d!, ~13!

whereP1(d)522a cosq/H̃ is the capillary pressure in liq-
uid. The solution of these equations has the following form:

Vz~z!52ḋz/H̃, Vr~r !52ḋr /H̃, ~14!

Pz5prR̃2E
0

H̃/2
Vz~z! dz5prR0

2Hḋ/4, ~15!

P~r !522a cosq/H̃1r~r 22R̃2!~ d̈H̃22ḋ2!/2H̃2.
~16!

Substituting Eqs.~14!–~16! in ~9! and taking into account
~6!, we obtain the equation of state of the crack, partially
filled with ideal liquid:

snn5Kd28am0 cosqd~H1d!/H~H12d!2

1rm0Hd̈/41rm0
2R2H2~Hd̈12dd̈22ḋ2!/

4~H12d!4. ~17!

This equation is nonlinear because of nonlinear dependencies
of pressure in liquid and instant surfaces concentrationm

5m0H/H̃ on the distance between the surfaces of the cavity
H̃.

From Eq.~17! we can obtain the expression for the reso-
nance frequency linear oscillation of such a crack:

V05S 4K0HR2

rR0
4 D 1/2

, ~18!

whereK0 is the coefficient of linear elasticity of the crack,
determined by the expressionK05K28am0 cosq/H2.0. It
should be noted here that for the steady state of the cavity
with an ideal liquid~with respect to a small perturbation of
d! the conditionK0.0, or 18am0 cosq/KD2,1, should be
fulfilled. This condition is more rigid in the comparison with
the inequality 16am cosq/KD2,1, which was obtained ear-
lier @after Eq.~7!#.

It follows from expression~18! that for the crack with
parametersR51 cm, R050.7 cm, E5531011g/cm•s22,
v050.25, r51 g/cm3, a573 g/s2, q50, H51024 cm we
haveV0.33104 Hz.

In quasistatic approximation (v!V0) from ~17! we ob-
tain the equation with cubic nonlinearity:

snn5K0d2gd22qd3, ~19!

whereg and q are coefficients of nonlinear~quadratic and
cubic! elasticity of the crack, partially filled with ideal liquid:

g5224am0 cosq/H3, q564am0 cosq/H4. ~20!

V. THE EQUATION OF STATE FOR THE PARTIALLY
VISCOUS LIQUID-FILLED CRACK

Now let this cavity be partially filled with the viscous
incompressible liquid of the same volumeb. As we noted
earlier, the equilibrium state of the viscous liquid in the cav-
ity does not differ from the state of the ideal liquid; the
distinction takes place only if they move. The basic differ-
ence of the behavior of the ideal and viscous liquids in the
cavity is that when the flow of the ideal liquid in the narrow
cavity is oscillatory, the contact angle does not change, the
form of the meniscus is a part of a circle, and the surfaces
concentration of liquid changes. In the case of the viscous
liquid oscillatory flow, because of its adhesion to the crack
surfaces, the surface concentration of the liquid will not
change, and the meniscus form will not be circular.

When such a cavity is affected by the external small
variable stresssnn ~such that the meniscus oscillations are
also small! the distanceH̃(H̃5H12d) between its surfaces
changes by the value 2d!H, thus the relation is fulfilled:

Ṗz5pR2snn2pR2K~d1d0!12pE
0

R0
P~r ,d,ḋ!r dr ,

~21!

whereP(r ,d,ḋ)5P1(d)1P2(r ,ḋ), P1(d) and P2(r ,ḋ) are
the capillary and viscous pressures in the liquid, andḋ is the
velocity of the cavity surface.

To define the pressureP(r ,d,ḋ) we solve the problem
on the oscillatory motion of the viscous liquid in the cavity,
the distanceH̃ between these surfaces changes also under the
action of the variable stresssnn . ~The solution of the analo-
gous linear problem without taking into account the capillary
pressure is given in Ref. 31.! In cylindric coordinates at
small Reynolds number (Re5ḋH/n!1) the liquid motion in
the narrow cavity is described also by linear equations of
hydrodynamics:31

]Vr /]t52~1/r!]P/]r 1n]2Vr /]z2, ~22!

~1/r !]~rVr !/]r 1]Vz /]z50, ~23!

with nonlinear boundary conditions, which do not admit that
the liquid slides on the surfaces of the crack:

Vr~z56H̃/2!50, ~24!

Vz~z56H̃/2!56ḋ, ~25!

P~r 5R0 ,t !5P1~d!, ~26!

wheren is the kinematic viscosity of the liquid.
For the acoustic perturbations in the frequency rangev

!v* 5n/H2, the flow of the liquid in the cavity will be
stationary and we can neglect the term]Vr /]t in Eq. ~22!.31

We will neglect also the inertial termṖz;Vz in Eq. ~21!. In
this case the solution of Eqs.~22!–~26! has the form

Vr~z,r ,ḋ!5
6rḋ

H̃3
•~z22H̃2/4!, ~27!
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Vz~z,ḋ!52
4ḋz

H̃3
•~z223H̃2/4!, ~28!

P~r ,d,ḋ!5
6hḋ

H̃3
•~r 22R0

2!1P1~d!, ~29!

whereh5nr is the dynamic liquid viscosity.@In the linear
approximation without taking into account the capillary pres-
sure of the liquid, the expression~29! coincides with the
analogous one which was obtained in Ref. 31.# @For the nar-
row cavity the frequencyv* is high enough. For example,
for the cavity with water ~q50, n51022 cm2/s! at H
51024 cm v* .106 Hz is obtained. The exact solution of
Eq. ~22! based on Fourier’s transform29 has shown thatv*
.10n/H2.#

As it was mentioned earlier the viscous liquid oscillatory
flow in the cavity leads to the vibration of the meniscus, and
its form will be defined by the equation

Ũr~z,H̃,q!5Ur~z,H̃,q!1j~z,r .R0 ,d!, ~30!

whereUr(z,H̃,q) is determined by Eq.~8! in which, how-
ever, the constant valueH should be replaced by the variable
H̃5H12d, andj(z,r .R0 ,d) is the perturbation of the me-
niscus of the liquid which is found from the equation

dj/dt5]j/]t1~Vr]j/]r 1Vz]j/]z!5Vr~z,r .R0 ,ḋ!.
~31!

By using Eqs.~8! and~30! we can find the squareS(H̃)
of the meniscus of the viscous liquid locating in the cavity,
and, by the change of this square, the capillary pressure
P1(d):28,30,31

S~H̃ !54pE
0

H̃/2
Ũr~z,H̃,q!

3~11@]Ũr~z,H̃,q!/]z#2!1/2dz, ~32!

P1~d!52~a/pR0
2!•

]S~H̃ !

]H̃
. ~33!

It follows from these equations that for the description
of the cubic elastic nonlinearity of the crack, partially filled
with the viscous liquid, Eq.~31! should be solved with the
accuracy to the terms proportional tod4. However, if the
conditions R0@(Htgq)/2 and R0(p/22q)@H/2 are ful-
filled, for the description of the elastic nonlinearity of such a
crack in the expression for the perturbation of the meniscus
form, it is enough to take into account the linear~on d! term,
which has the form

j~z,r .R0 ,d!56R0~d/H !~~z/H !22 1
4!. ~34!

From Eqs.~8!, ~30!, ~32!, and ~34! we find the square
S(H̃) of the meniscus of the viscous liquid which is in the
cavity:

S~H̃ !52pR0H~p/22q!/cosq1~4pR0
2 cosq/H !d

1~9pR0
3/4H3!F1~q!d2

2~216pR0
4/35H5!F2~q!d3

1~81pR0
5/16H7!F3~q!d4, ~35!

where

F1~q!5„~p/22q!1~sin 2q1sin 4q!/4

2~ 1
12!sin 6q…/cos3 q,

F2~q!5cosq„7210 cos2 q1 35
9 cos4 q…,

F3~q!5„3~p/22q!1sin 4q2~ 1
8! sin 8q

2~ 6
5! sin5 2q…/cos5 q.

The plots of functionsF5F1(q) ( i 51,2,3) are shown in
Fig. 2. Here we note that the functionF15F1(q) is positive
at all contact angles, but the functionsFi5F2,3(q) may have
positive or negative signs according to the contact angleq,
andF2(q)50 at q5p/2, andF3(q)50 at q.p/26p/6.

Substituting the expression~35! in Eq. ~33! we find the
capillary pressure in the liquid locating in the cavity:

P1~d!52a„2 cosq/H1~9R0/4H3!F1~q!d

2~324R0
2/35H5!F2~q!d2

1~81R0
5/16H7!F3~q!d3

…. ~36!

FIG. 2. The diagrams of functionsF5Fi(q), i 51,2,3.
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Finally, from Eqs.~6!, ~21! and ~35! we yield the non-
linear equation of the state of the crack partially filled with
the viscous liquid:

snn5K0d2gd22qd31bḋ2gdḋ1dd2ḋ, ~37!

where

K05K1~9am0R0/4H3!F1~q!.0,

g5324am0R0
2F2~q!/35H5,

q5281am0R0
3F3~q!/8H7, ~38!

b53m0hR0
2/H3, g518m0hR0

2/H4,

d572m0hR0
2/H5.

The obtained equation is nonlinear with respect to both
the change of the distance between the crack surfaces and the
velocity of the change of this distance. The termsK0d, gd2,
andqd3 describe the linear and nonlinear~quadratic and cu-
bic! elasticity of the crack, which is due to the surface ten-
sion of the liquid, and the termsbḋ, gdḋ, anddd2ḋ describe
the linear dissipation and the dissipative nonlinearity, which
is due to the viscosity.

VI. DISCUSSION OF THE RESULTS

It is interesting to compare the equations of state~19!
and~37! for the cracks with the ideal and the viscous liquids.
It is seen from Eqs.~20! and ~38! that it is impossible to
obtain the equation of the crack state with the ideal liquid
from the equation of the crack state with the viscous liquid,
assuming in the latter thath50. This is because~although
the dissipative terms disappear in this case! the boundary
conditions for these liquids on the crack surfaces remain dif-
ferent, due to their different adhesion properties.@For the
transition from the viscous~i.e., real! liquid to the ideal one,
besides the conditionh50, it is also necessary to put that the
liquid has no property of adhesion to the solid. It will lead to
the cancellation of the boundary condition~24!.# The differ-
ence in boundary conditions forVr(z56H̃/2) leads to the
different behaviors of the meniscus of the ideal and the vis-
cous liquids at the fluctuation of the distance between the
crack surfaces and, as a consequence, to the difference, in the
coefficients of the linear and nonlinear crack elasticities. It is
seen from the first Eq.~38! that, in the comparison of the
crack with the ideal liquid, the crack with the viscous liquid
is stable with respect to a small number ofd perturbations
when only the conditions are fulfilled@so long asF1(q)
.0 at any angles contactq#, which ensures its being par-
tially filled with liquid ~16am0 cosq/KD2,1, m0,1 andH
.H* !. It also follows from expressions~20! and ~37! that
the relations of quadratic and cubic coefficients of the non-
linear elasticity for cracks with the viscous and ideal liquids
are determined by the expressions

M252~27R0
2/70H2!•F2~q!/cosq, ~39!

M352~81R0
3/512H3!•F3~q!/cosq. ~40!

We obtain from these expressions for the completely wetting
liquids at R0 /H5104 the relation M2.2108 and M3

.21012.
It is interesting to compare also the elastic and inelastic

crack nonlinearity with the viscous liquid. It follows from
Eq. ~37! that there are two ranges of frequenciesv of the
acoustic perturbations, determined by the expressions

v,V25ug/gu518auF2~q!u/35hH, ~41!

v,V35uq/du59aR0uF3~q!u/64hH2, ~42!

in which, accordingly, the quadratic~cubic! elastic nonlin-
earity predominates over the quadratic~cubic! inelastic non-
linearity. Calculations show that for cracks with water~q
50, a573 g/s2, h51022 g/s•cm! at H51022 cm, R0

51 cm the frequenciesV2 andV3 are of about 106 Hz and
53107 Hz, correspondingly. This, however, does not mean
that at the description of nonlinear wave processes in this or
that frequency range, one may neglect the first nonlinearity
in favor of the second one and vise versa, so far as different
types of nonlinearities determine different nonlinear effects.

VII. CONCLUSION

The mechanisms of the acoustic~elastic and inelastic!
nonlinearity of cracks partially filled with the ideal and vis-
cous liquids, associated with the nonlinear dependence of the
capillary and viscous pressure in liquids on the change of the
distance between crack surfaces and the velocity of the
change of this distance, are described. For such cracks non-
linear ~in cubic approximation! equations of state are ob-
tained and it is shown that the presence of the viscous liquid
may lead to considerable increase of the acoustic nonlinear-
ity of such cracks in comparison with cracks filled with an
ideal liquid. We note also that the same mechanism of the
acoustic nonlinearity may manifest itself in other medium:
contact micro-inhomogeneous media containing liquid and
gas, and in water-saturated porous and grain media. The ob-
tained equations~19! and ~37! can be used further for the
derivation of the nonlinear equation of the state of solids
containing a great number of cracks partially filled with the
viscous liquid.

ACKNOWLEDGMENTS

The work was supported by the Russian Fund of Funda-
mental Research~Grant Nos. N01-05-64417 and N00-05-
64252! and International Science-Technology Center~Grant
No. N1369!.

1M. I. Isakovich,General Acoustics~Nauka, Moscow, 1973! ~in Russian!.
2V. E. Nazarov, L. A. Ostrovsky, I. A. Soustova, and A. M. Sutin, ‘‘Non-
linear acoustics of micro-inhomogeneous media,’’ Phys. Earth Planet. In-
ter. 50, 65–73~1988!.

3V. Y. Zaitsev, ‘‘A model of anomalous elastic nonlinearity of micro-
inhomogeneous media,’’ Acoust. Lett.19~9!, 171–174~1996!.

4V. Y. Zaitsev and V. E. Nazarov, ‘‘On the frequency-independent acoustic
Q-factor of micro-inhomogeneous solids,’’ Acoust. Lett.21~1!, 11–15
~1997!.

5V. E. Gusev, W. Lauriks, and J. Thoen, ‘‘Dispersion of nonlinearity, and
absorption of sound in micro-inhomogeneous materials,’’ J. Acoust. Soc.
Am. 103, 3216–3226~1998!.

2647 2647J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 V. E. Nazarov: Acoustic nonlinearity of cracks



6A. Granato and K. Lucke, ‘‘Theory of mechanical damping due to dislo-
cation,’’ J. Appl. Phys.27~5!, 583–593~1956!.

7A. Granato and K. Lucke, ‘‘String model of dislocations and dislocation
absorption,’’ inPhysical Acoustics. Principles and Methods,edited by W.
Mason, Vol. 4, p. A, ‘‘Applications to quantum and solid state physics’’
~Academic, New York, 1966!.

8Y. A. Kobelev and L. A. Ostrovsky, ‘‘Models of gas-liquid mixture as the
nonlinear dispersion medium,’’ inNonlinear Acoustics~IAP Academiya
Nauk SSSR, Gorky, 1990!, pp. 143–160~in Russian!.

9L. A. Ostrovsky, ‘‘Nonlinear acoustics of slightly compressible porous
media,’’ Sov. Phys. Acoust.34, 908–913~1988!.

10L. A. Ostrovsky, ‘‘Nonlinear properties of elastic medium with cylindrical
nonlinearity,’’ Sov. Phys. Acoust.35, 490–494~1989!.

11I. Y. Belyaeva, V. Yu. Zaitsev, and L. A. Ostrovsky, ‘‘Nonlinear acousto-
elastic properties of grainy media,’’ Akust. Zh.39, 25–32~1993!.

12A. N. Norris and D. L. Johnson, ‘‘Nonlinear elasticity of granular media,’’
J. Appl. Mech.64, 39–49~1997!.

13V. E. Nazarov and A. M. Sutin ‘‘Nonlinear elastic constants of solids with
cracks,’’ J. Acoust. Soc. Am.102, 3349–3354~1997!.

14V. E. Nazarov, ‘‘A capillary mechanism of the acoustic nonlinearity of
solids with partially liquid-filled cracks,’’ Acoust. Lett.20~3!, 50–53
~1996!.

15V. E. Nazarov, ‘‘Acoustic nonlinearity of cracks partially filled with vis-
cous liquid,’’ Acoust. Lett.22~4!, 71–75~1998!.

16V. E. Nazarov and S. V. Zimenkov, ‘‘Sound-by-sound modulation in me-
tallic resonators,’’ Acoust. Lett.16, 198–201~1993!.

17V. E. Nazarov, ‘‘Nonlinear sound by sound damping in metals,’’ Akust.
Zh. 37, 1177–1182~1991!.

18V. E. Nazarov and A. B. Kolpakov, ‘‘Experimental investigations of non-
linear acoustic phenomena in polycrystalline zinc,’’ J. Acoust. Soc. Am.
107, 1915–1921~2000!.

19V. E. Nazarov, ‘‘Sound damping by sound in metals,’’ Acoust. Lett.15,
22–25~1991!.

20S. V. Zimenkov and V. E. Nazarov, ‘‘Dissipative acoustic nonlinearity of
copper,’’ Phys. Met. Metallogr.3, 242–244~1992!.

21V. E. Nazarov, ‘‘Sound damping by sound in metals,’’ inAdvances in
Nonlinear Acoustics, edited by H. Hobaek, 13th ISNA~Bergen, Norway,
1993!, pp. 508–512.

22S. V. Zimenkov and V. E. Nazarov, ‘‘Nonlinear acoustic effects in rock
samples,’’ Izvestiya Russian Acad. Sci., Phys. Solid Earth29~1!, 12–18
~1993!.

23K. E-A. Van Den Abeele, P. A. Johnson, R. A. Guyer, and K. R. McCall,
‘‘On the quasi-analytic treatment of hysteretic nonlinear response in elas-
tic wave propagation,’’ J. Acoust. Soc. Am.101, 1885–1898~1997!.

24V. Gusev, C. Glorieux, W. Lauriks, and J. Thoen, ‘‘Nonlinear bulk and
surface shear acoustic waves in materials with hysteretic and endpoint
memory,’’ Phys. Lett. A232, 77–86~1997!.

25A. Nur, ‘‘Dilatancy, pore fluids, and premonitory variations ofts /tp travel
times,’’ Bull. Seismol. Soc. Am.62, 1217–1222~1972!.

26R. J. O’Connell and B. Budiansky, ‘‘Seismic velocities in dry and satu-
rated cracked solids,’’ J. Geophys. Res.79~35!, 5412–5426~1974!.

27W. F. Murphy, W. K. Winkler, and R. L. Kleinberg, ‘‘Acoustic relaxation
in sedimentary rocks: Dependence on grain contacts and saturation,’’ Geo-
physics51~3!, 757–766~1986!.

28A. W. Adamson,Physical Chemistry of Surfaces~Wiley–Interscience,
New York, 1976!.

29I. Sneddon,Fourier Transforms~McGraw-Hill, New York, 1951!.
30D. V. Sivukhin, General Course of Physics. Thermodynamics and Mo-

lecular Physics~Nauka, Moscow, 1979! ~in Russian!.
31L. D. Landau, E. M. Lifshiz,Gidrodynamika~Nauka, Moscow, 1986! ~in

Russian!.

2648 2648J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 V. E. Nazarov: Acoustic nonlinearity of cracks



Weak nonlinear propagation of sound in a finite
exponential horn

Philippe Béquin
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This article presents an approximate solution for weak nonlinear standing waves in the interior of an
exponential acoustic horn. An analytical approach is chosen assuming one-dimensional plane-wave
propagation in a lossless fluid within an exponential horn. The model developed for the propagation
of finite-amplitude waves includes linear reflections at the throat and at the mouth of the horn, and
neglects boundary layer effects. Starting from the one-dimensional continuity and momentum
equations and an isentropic pressure–density relation in Eulerian coordinates, a perturbation
analysis is used to obtain a hierarchy of wave equations with nonlinear source terms. Green’s
theorem is used to obtain a formal solution of the inhomogeneous equation which takes into account
linear reflections at the ends of the horn, and the solution is applied to the nonlinear horn problem
to yield the acoustic pressure for each order, first in the frequency and then in the time domain. In
order to validate the model, an experimental setup for measuring fundamental and second harmonic
pressures inside the horn has been developed. For an imposed throat fundamental level, good
agreement is obtained between predicted and measured levels~fundamental and second harmonic!
at the mouth of the horn. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1362688#

PACS numbers: 43.25.Cb, 43.25.Gf, 43.20.Bi, 43.20.Mv@MFH#

I. INTRODUCTION

A. Motivation for the present study

The high electroacoustic efficiency of horn/driver sys-
tems coupled with a relatively large radiating area makes
them suitable for the production of high sound pressure lev-
els with good directivity characteristics. This is important
when horns are used in public address systems, where propa-
gation over large distances may be required, and is the main
reason for their widespread use in this application. In order
to produce high far-field levels, high acoustic pressure levels
must be present at the throat of the horn and particularly in
the horn driver. It is clear that linear modeling of the driver
and the horn is likely to fail at high drive levels. The various
studies of nonlinearity in electroacoustic drive units have
been summarized in the papers of Sherman and Butler.1,2 For
horn loudspeakers, the modeling of driver nonlinearities has
been discussed by Klippel3,4 and Schureret al.5 Nonlinearity
of the compression driver falls outside the scope of the
present article, which is concerned rather with transmission
within the horn and the inevitable nonlinear distortion which
is introduced, at high sound pressure levels, when the linear
Webster equation breaks down.

Although the literature concerning one-dimensional non-
linear propagation and shock waves is quite extensive
~Whitham,6 Bjo”rno”,7 Rudenko and Soluyan,8 Pierce,9 Crigh-
ton et al.,10 Makarov and Ochmann,11–13 Hamilton and
Blackstock14! there are very few publications concerning the
transmission of finite-amplitude waves in horns with stand-
ing waves included. The purpose of the present work is to set
up a benchmark analytical solution for weakly nonlinear

transmission in an exponential horn, taking explicit account
of axial standing waves. An analysis will be developed for
the exponential horn which permits an explicit Green func-
tion solution; adaptation to other horn geometries is then
possible via a numerical method based on exponential ele-
ments. The motivation for seeking a solution for weakly non-
linear waves is the value of such a solution as nontrivial
benchmark for numerical methods. As a check on the ana-
lytical solution, we have compared some of the predictions
with measurements, reported at the end of the article.

B. Summary of background literature

Acoustic horns have been in use for thousands of years,
but the development of theoretical models started relatively
recently with a paper published in 1919 by Webster.15 Web-
ster derived an equation for modeling one-dimensional
plane-wave propagation in horns, often called the Webster
horn equation, actually due to Lagrange~see Ref. 16!. In
1994, Post and Hixson17 surveyed the horn literature and
concluded that only minor improvements to Webster’s horn
model have been made in the past 80 years. A more sophis-
ticated mathematical model has not been practicable because
of the corresponding increase in difficulty of solution. The
useful contributions that various researchers have made to
Webster’s original model equation are~i! choosing the ap-
propriate size of mouth for the one-dimensional horn repre-
sentation, and~ii ! defining the rate of wavefront area expan-
sion more accurately than by means of the plane-wave model
~Hollandet al.18!. Moreover, despite the significant progress,
noted by Klippel,19 that has been made in the last decade
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towards applying modern numerical techniques to the analy-
sis of three-dimensional sound fields in acoustic horns, the
assumption has always been that the amplitude of the distur-
bance is small and the sound propagation is linear.17,20,21

We therefore follow earlier investigators in seeking an
extension of Webster’s one-dimensional approach to finite
amplitudes, but without excluding axial standing waves. A
literature survey on nonlinear wave propagation in horns re-
veals that simple formulas for estimating the nonlinear dis-
tortion of purely progressive waves in an exponential horn
were developed in the 1930s~Rocard,22,23 Goldstein and
McLachlan,24 Thuraset al.25!. More recently, Zamorski26,27

gave progressive-wave expressions based on perturbation
theory for Bessel, conical, and hyperbolic horns. However,
outgoing waves arriving at the mouth of a finite horn are
partially reflected by the discontinuity in geometry, and the
resulting system of standing waves cannot be analyzed as a
simple superposition of traveling waves because of nonlin-
earity.

Recently, Chester28 has investigated the disturbances
produced in a gas-filled tube of varying cross section by the
oscillations of a piston at one end, when the tube is rigidly
terminated at the other end and the piston oscillates at near-
resonant frequencies. The main purpose of his investigation
was to consider the influence of area variation on the basic
solution obtained earlier29 for a tube of uniform cross sec-
tion. Within a band of excitation frequencies around each
resonant frequency, shock waves appear in the solution; out-
side this interval the oscillations are continuous, but not
purely sinusoidal. More recently, Il’inskiiet al.30 have pre-
sented a one-dimensional mathematical model and a numeri-
cal code for the analysis of acoustic standing waves of very
high amplitude in rigid closed axisymmetric resonators. The
model equation is derived from the fundamental gas dynam-
ics equations for an ideal gas. Total nonlinearity of the gas
and gas dynamic equations, volume attenuation due to vis-
cosity, and dependence of the cavity radius on the axial co-
ordinate are included in the model equation. The model
equation is solved numerically in the frequency domain and
the results presented for different resonators agree well with
measurements. The theoretical and numerical results ob-
tained by Chester and Il’inskiiet al. cannot be directly used
in our case because the boundary conditions at the open end
are not so well defined as for the rigid termination.

Some recent papers published since 1995 claim to be
able to describe nonlinear distortion in horns when reflec-
tions are present. Klippel3,4,19 has developed an acoustic
transmission line model to describe finite-amplitude sound in
horns and ducts with reflection~only for the fundamental!,
by using conical 1-D elements. Each element is represented
by a linear four-pole plus a nonlinear source of volume ve-
locity, derived from the nonlinear wave equation in Lagrang-
ian coordinates. Unfortunately no comparison of this model
with measurements is reported. In a separate study, Holland
and Morfey31 have proposed a semi-numerical model for
nonlinear sound transmission in finite-length horns. This
model is a synthesis of linear propagation in the frequency
domain~Webster’s equation! and nonlinear distortion in the
time domain; the two algorithms are applied sequentially to

convert the acoustic variables on the mouth side of an expo-
nential element into the corresponding variables on the throat
side, and are linked by Fourier transforms. The model takes
account of standing waves and their finite-amplitude interac-
tion, but the nonlinear part of the calculation treats the stand-
ing waves as plane and is therefore accurate only at frequen-
cies well above cutoff in the horn. A further disadvantage
relative to the present article is that the calculation proceeds
from the mouth to the throat. The authors compared their
model with measurements inside a horn that was sinusoidally
driven at a number of frequencies. Given the amplitude and
phase of each harmonic measured at the horn mouth, the
model was used to predict the corresponding harmonic levels
at the throat. This was done for sound pressure levels~fun-
damental frequency component! at the throat of 140, 150,
and 160 dBre 20m Pa. The predicted harmonic levels at the
throat compared reasonably well with the few measurements
available, up to the second harmonic.

A one-dimensional model by Czerwinskiet al.32 intro-
duces some additional approximations that simplify the cal-
culation relative to Ref. 31. Specifically, nonlinear distortion
is confined in Ref. 32 to the forward wave~traveling from
throat to mouth!. Distortion of the forward waveform is es-
timated at each pointx along the horn from the ‘‘excess
wavespeed’’bulin(x,t). Here ulin(x,t) is the forward-wave
particle velocity given by linear theory, andb is the nonlin-
earity parameter (g11)/2. Distortion of the forward wave
due to the particle velocity and excess sound speed in the
backward wave is treated as a second-order effect that can be
neglected.

Czerwinskiet al.32 have tested their model experimen-
tally. They find reasonable agreement between the measured
and predicted total harmonic distortion~THD! at the horn
mouth, for sinusoidal input signals between 1 and 3 kHz
~horn cutoff5700 Hz! and throat levels of 137, 147, and 157
dB. The highest measured THD is around 2%~at 157 dB!.

Further work is needed to establish the range of validity
of the approximate models in Refs. 31 and 32. The present
work offers a benchmark against which these ‘‘excess
wavespeed’’ models can be tested; in particular, it is the only
analytical model available for calculating finite-amplitude
transmission in horns down to the horn cutoff frequency and
below, where the propagation is dispersive and the excess
wavespeed concept breaks down.

C. Structure of the article

In Sec. II the finite-amplitude wave equations associated
with the fundamental and higher-harmonic pressure fields are
deduced for a sinusoidally driven exponential horn. Taking
into account linear boundary conditions, Sec. III gives the
solution of this boundary-value problem. Section IV deals
with particular solutions of the pressure~fundamental and
second harmonic! when a simple harmonic driving source is
applied to the throat of the horn. In Secs. V and VI, experi-
mental results are collected and compared with theoretical
ones. Section VII gives conclusions and makes recommen-
dations for further work. In the Appendix, the lumped-
element model used to represent the impedance of the driver
output is explained.
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II. EQUATIONS FOR NONLINEAR HORN ACOUSTICS

In this section, a finite-amplitude plane wave equation is
developed for one-dimensional standing waves in a horn. All
dissipative processes are neglected.

A. Equations of fluid motion

The following equations apply to an inviscid, noncon-
ducting fluid, and are therefore appropriate only for suffi-
ciently weak nonlinearity that no shocks appear in the horn
~in contrast to the model of Chester28,29and Il’inskii et al.30!.
They are based on a one-dimensional approximation~slowly
varying area, rigid walls!. Symbols] t ,]x denote partial de-
rivatives with respect tot andx, respectively.

Mass conservation: S] tR1]x@RVS#50. ~1!

Momentum conservation: R@] tV1V]xV#1]xP50. ~2!

Isentropic compression: P5 f ~R!; for ideal gas,

P

P0
5S R

r0
D g

. ~3!

Here V(x,t) and S(x) are respectively the particle velocity
and the area, andR(x,t) andP(x,t) denote the total instan-
taneous density and the pressure of the fluid. In what fol-
lows, we model the air as an ideal gas with constant specific-
heat ratiog.

No analytical solution of the complete set of Eqs.~1!–
~3! is available for an open horn. However, a perturbation
analysis allows us to find some approximate solutions for
finite amplitude waves.

B. Perturbation analysis

The perturbation analysis, leading to a first-order, linear-
ized, approximation and to higher-order approximations, is
based on the following procedure. The physical quantities
are written in the form of an asymptotic series, giving

R~x,t !5r01r11r21¯1rn1¯ ,

V~x,t !501v11v21¯1vn1¯ , ~4!

P~x,t !5P01p11p21¯1pn1¯ .

Here P0 and r0 correspond to the stationary undisturbed
fluid; r1 , v1 , andp1 are the first-order~linear! approxima-
tion; r2, v2, and p2 are the second-order correction to
r1, v1 , andp1 , and so on. We expect to find

r2;r1
2, r3;r1

3, rn;r1
n ;

v2;v1
2, v3;v1

3, vn;v1
n ; ~5!

p2;p1
2, p3;p1

3, pn;p1
n .

With this composite form of the dependent variables, we
obtain by substitution in Eqs.~1! and~2! the following first-
order set of equations:

S] tr11r0]x@v1S#50, r0] tv11]xp150. ~6!

Analogously, the second-order set of equations may be writ-
ten

S] tr21r0]x@v2S#52]x@r1v1S#,
~7!

r0] tv21]xp252r0v1]xv12r1] tv1 .

In the same manner, we can also apply the composite
form of the dependent variables to Eq.~3!. We obtain the
following pressure-density relations:

p15c0
2r1 , c0

25
gP0

r0
,

~8!

p25c0
2r21

g21

2r0c0
2 p1

2.

C. Differential equations

If we now differentiate the first of Eqs.~6! with respect
to t, differentiate the second equation with respect tox, and
use the pressure-density relations~8!, then a combination of
the two resulting equations gives the first-order equation of
propagation

]xx
2 p11~]x ln S!~]xp1!2

1

c0
2 ] tt

2 p150. ~9!

In a similar manner, combining the set of Eqs.~7! with
the relations~8! yields a second-order equation of propaga-
tion:

]xx
2 p21~]x ln S!~]x p2!2

1

c0
2 ] tt

2 p2

52v1Fr0]xv12
1

c0
2 ] tp1G~]x lnS!

2
1

c0
2 H g21

r0c0
2 ] t@p1] tp1#2]x@v1] tv1#J

2r0]x@v1]xv1#. ~10!

The second-order pressure is governed by a linear
partial-differential equation with an inhomogeneous term
acting as a source. It is interesting to see from Eqs.~9! and
~10! that both wave equations have a similar form for the
left-hand side. The terms on the right-hand side of Eq.~10!
depend on the pressurep1 and the velocityv1 . Neglecting
the nonlinear phenomena in Eq.~10! leads to Webster’s
equation.15

The perturbation analysis has been pursued up to third
order. However, detailed results are confined in this article to
the second-order approximation.

III. SOLUTION PROCEDURE

The present study is concerned with a horn possessing
an exponential area profile defined as

S~x!5S0emx, ~11!

wherem is the flare constant of the horn.

A. Wave equations

The wave equations~9! and ~10! for the pressurepi of
the i th order can be rewritten as
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F]xx
2 1m]x2

1

c0
2 ] tt

2 Gpi~x,t !5L i~x,t !, i 51,2,..., ~12!

with the source terms

L1~x,t !50,
~13!

L2~x,t !52r0v1F]xv12
1

r0c0
2 ] tp1Gm

2
1

c0
2 H g21

r0c0
2 ] t@p1] tp1#2]x@v1] tp1#J

2r0]x@v1] tv1#.

The formal solution of the above inhomogeneous equa-
tions can be obtained from a convolution of the right-hand
side of Eq.~12! with the appropriate Green function.

B. Boundary conditions

We shall solve the generalized wave equation~Webster
equation!, Eq. ~12!, in the one-dimensional domain between
the horn throat (x50) and the horn mouth (x5d) ~see Fig.
1!. It will be necessary to take into account reflections by
imposing appropriate boundary conditions at each end. We
shall adopt linear boundary conditions in the form of specific
acoustic impedancesZ5p/v; thus Z0 is the throat imped-
ance andZd is the mouth impedance.

Use of a linear impedance at the horn mouth is justified
on the grounds that mouth levels in a horn are much lower
than levels at the throat. At the throat, in order to calculate
the second-harmonic pressure field excited in the horn by the
nonlinear virtual sources, we shall adopt a linear modeling of
the driver with an output acoustic impedanceZa0 ~see the
Appendix!.

A formal solution of the wave equation~12! can be ob-
tained by using Green’s theorem. The Green function asso-
ciated with the linear wave operator can be derived by solv-
ing the following Helmholtz equation,

F]xx
2 1m]x1S 2pn

c0
D 2G G~x,x0!52d~x2x0!, ~14!

whered(x2x0) is the Dirac delta function; with impedance
boundary conditions at each end of the horn:

throat ~x50!: F2]x1 jk
r0c0

Z0
GG~0,x0!50; ~15!

mouth ~x5d!: F]x1 jk
r0c0

Zd
G G~d,x0!50. ~16!

Heren andk are respectively the frequency and the acoustic
wave number 2pn/c0 . G(x,x0) is the Green function which
represents the pressure response atx due to point forcing at
x0 .

C. Green function

The Green function solution of this boundary-value
problem can be obtained analytically.33 After some calcula-
tions we obtain

G~x,x0!52
e2~m/2!@x2x0#

G sin@Gd1a01ad#

3H cos@Gx01a0# cos@G~x2d!2ad#, x0,x,

cos@G~x02d!2ad# cos@Gx1a0#, x0.x,

~17!

where d is the length of the horn,x0 is the source point
location~Fig. 1!, andG is the horn wave number defined by

G~k!57 jA~m/2!22k2, k:0. ~18!

The cutoff frequency of the horn is the frequency for
which G50; it is given bync5(kc/2p)c0 with kc5umu/2.
Acoustic waves go from evanescent to propagating at this
frequency.

With knowledge of the acoustic impedancesZ0(k) and
Zd(k), the quantitiesa0(k) andad(k) of the Green function
can be found from the relations

tan@a0~k!#52
m/21 jk r0c0 /Z0~k!

G~k!
,

~19!

tan@ad~k!#52
jk r0c0 /Zd~k!2m/2

G~k!
,

whereG(k) is defined by the relations~18!.
The Green function~17! is not defined at the cutoff fre-

quency (kc5umu/2; G50). A special Green function is cal-
culated for this frequency and is given by

Gc~x,x0!52
1

d
e2~m/2!ux2x0u@x0b012/m#@~x2d!bd12/m#

b0bd2~2/md!~b02bd!
,

x.x0 , ~20!

with (x,x0) interchanged whenx,x0 . The dimensionless
admittance parametersb0 and bd are defined as (1
1 j r0c0 /Z0) and (12 j r0c0 /Zd), respectively.

FIG. 1. Schematic representation of an axisymmetric exponential horn con-
structed for experiments.Z0 andZd are the acoustic impedances andx0 is
the source point position. Material: fiberglass; Dimensions: throat diameter:
25 mm, mouth diameter: 81 mm, flange diameter: 110 mm, axial length: 180
mm, wall thickness: 10 mm, flare-rate: 13.06 m21. Cutoff frequency:
360 Hz.
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IV. SOLUTION OF BOUNDARY-VALUE PROBLEM

In the horn, a primary sound source with an output
acoustic impedanceZa0 ~see the Appendix! is placed at the
throat (x50). For single-frequency excitation at frequency
n0 , the right side of the wave equation~12! can be expressed
as

L1~x,t !5Q0d~x! sin~2pn0t !, ~21!

whose Fourier transform with respect to time is

L1~x,n!5E
2`

1`

L1~x,t !e22 j pnt dt

5d~x!
Q0

2 j
@d~n2n0!2d~n1n0!#. ~22!

A. First-order acoustic pressure

The first-order acoustic pressure in the frequency do-
main is given by

pi~x,n!52E
0

d

G~x,x0!L i~x0 ,n! dx0 with i 51, ~23!

whered is the axial length of the horn and G(x,x0) is the
Green function@Eq. ~17!#. If the excitation frequencyn0 is
equal to the cutoff frequencync , the Green function G given
by Eq. ~20! must be used.

After some calculation,p1 is deduced to be

p1~x,n!5F~x,n!
1

2 j
@d~n2n0!2d~n1n0!#,

where

F~x,n!5p0e2~m/2!x
cos@G~x2d!2ad#

cos@Gd1ad#
. ~24!

The acoustic pressure depends on only one adjustable param-
eter,p0, which is the first-order pressure at the throat. From
a practical point of view, the pressure value at the throat is
easier to obtain by measurement than the velocity value.

The expression for the first-order pressure in the time
domain can be easily calculated using the fact that the real

part and the imaginary part of the radiation impedance are an
even and an odd function, respectively.

In Eq. ~24!, the complex quantityad depends on the
impedanceZd @see Eq.~19!# which can be written asZd(n)
5Rd(n)1 jXd(n) whereRd(n) and Xd(n) are respectively
the real and the imaginary parts ofZd(n). The real part
Rd(n) of the radiation impedance is an even function
whereas the imaginary partXd(n) is an odd function. From
this observationZd has the propertyZ(2n0)5Z* (n0), and
it follows that

ad~2n0!5ad* ~n0!. ~25!

Thus F(x,2n0)5F* (x,n0), whereZ* , ad* , and F* are
respectively the complex conjugates ofZ, ad , andF.

The inverse Fourier transform p1(x,t)
5*2`

1`p1(x,n)e12 j pnt dn and the relationship betweenF
andF* are finally used to calculate the acoustic pressure in
the time domain, corresponding to pressurep0 sin (2pn0 t) at
the throat. The first-order acoustic pressure atx, generated by
an acoustic source placed atx50, can be written as

p1~x,t !5Re@F~x,n0!# sin~2pn0t !

1Im@F~x,n0!# cos~2pn0t !, ~26!

whereRe@F(x,n0)# andIm@F(x,n0)# are respectively the
real and the imaginary parts of the functionF @Eq. ~24!#.

This equation reveals how a plane wave at the throat of
a horn transforms as it propagates linearly along the horn.

B. Second-order pressure in frequency domain

We proceed to find an expression for the second-order
pressure. Frequency-domain versions of Eqs.~6! and~24! are
substituted into the Fourier transform of Eq.~12! and use is
made of the relationF(x,2n0)5F* (x,n0), to give an ex-
pression for the source termL2 in which terms of equal
frequency are combined:

L2~x,n!5
21

2

1

r0c0
2 H 1S @m1]x#$~]xF* !~]xx

2 F!1~]xF!~]xx
2 F* !%

k0
2 2@m1]x#~F]xF* 1F* ]xF! D d~n!

2

1S @m1]x#~]xF!~]xx
2 F!

k0
2 2@m1]x#~F]xF!12~g21!k0

2F2D d~n22n0!

2

1S @m1]x#~]xF* !~]xx
2 F* !

k0
2 2@m1]x#~F* ]xF* !12~g21!k0

2F* 2D d~n12n0!

2 J . ~27!

Note that the response frequencyn is distinguished from
the excitation frequencyn0 , both here and in what follows.

From the expression forF @Eq. ~24!#, the complex con-

jugateF* is obtained and the partial derivatives (F, ]xF
and]xx

2 F) are calculated. The wave equation for the pressure
p2 finally becomes
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]xx
2 p21m]xp21k2p2

5L2~x,n0!

52e2mxH L28~x,n0!d~n!1@L29~x,n0!#
d~n22n0!

2

1@L29~x,n0!#*
d~n12n0!

2 J . ~28!

The weighting factorsL28 and L29 are dependent upon
both the excitation frequencyn0 and the positionx, and can
be expressed as

L28~x,n0!5C08@C1 cos~u01u0* !2C2 sin~u01u0* !#,
~29!

L29~x,n0!5C0@~C11C3! cos 2u02C2 sin 2u01C3#,

with

C0
85S p0

2

cos@G0d1ad0#cos@G0d1ad0#* D k0
2

r0c0
2

C05S p0

cos@G0d1ad0# D
2 k0

2

r0c0
2 ;

C15F12S m

2k0
D 2GF122S m

2k0
D 2G

C252 S m

2k0
D F12S m

2k0
D 2G3/2

C35
g21

2
~30!

and

u0~x,n0!5G0~x2d!2ad0 with H u01u0* 522Re@ad0# for k0,
m

2
,

u01u0* 52Re@G0~x2d!2ad0# for k0.
m

2
.

~31!

Note thatG05G(n)un5n0
andad05ad(n)un5n0

, with G andad respectively defined by Eqs.~18! and~19!. Only the quantities

u0 , u0* , andC0 are complex and depend on the impedanceZd ~through the quantityad0). C08 , (u01u0* ), and thusL28 are
real.

The right-hand side of the wave equation forp2 @Eq. ~28!# contains terms of frequency zero and62n0 . The second-order
pressurep2 in the frequency domain follows from Eqs.~23! and ~17!:

p2~x,n,n0!5 1
2$A0~x,n,n0!d~n!1A2

1~x,n,n0!d~n22n0!1A2
2~x,n,n0!d~n12n0!%, ~32!

where the quantitiesA0 , A2
1 andA2

2 are discussed next.

1. Mean pressure field

At a given value of excitation frequencyn0 , the time-average contribution (n50) to p2 at pointx inside the horn is given
by

A0~x,n50,n0!52e2~m/2!xH 1
cos@G~x2d!2ad#

G sin@Gd1a01ad#
E

0

x

L28~x0 ,n0! cos@Gx01a0#e2~m/2!x0 dx0

1
cos@Gx1a0#

G sin@Gd1a01ad#
E

x

d

L28~x0 ,n0! cos@G~x02d!2ad#e2~m/2!x0 dx0J
52

C08

2
e2~m/2!xH 1

cos@G~x2d!2ad#

G sin@Gd1a01ad#
@Fu~C;k1 ;G1!1Fu~C;k2 ;G2!#x050

x05x

1
cos@Gx1a0#

G sin@Gd1a01ad#
@Fu~C;b1 ;G1!1Fu~C;b2 ;G2!#x05x

x05dJ , ~33!

with

Fu~C;X6 ;G6!5e2~m/2!x0
2~m/2!@C cosX62C2 sinX6#1G6@C sinX61C2 cosX6#

G6
2 1~m/2!2 . ~34!

2654 2654J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Ph. Béquin and C. L. Morfey: Nonlinear propagation in horns



Here the functionFu(C;X6 ;G6) depends on the quantities
k1 , b1 , k2 , b2 , G2 , G1 andC which can be written as

k6~x0 ,n,n0!5@Gx01a0#6@u0~x0 ,n0!1u0* ~x0 ,n0!#,

b6~x0 ,n,n0!5u~x0 ,n!6@u0~x0 ,n0!1u0* ~x0 ,n0!#,
~35!

G6~n,n0!5G6@G01G0* #, C5C1 .

For C1, see Eq.~30!. Also, recall Eq.~31!:

u~x0 ,n!5G~x02d!2ad ,
~36!

u0~x0 ,n0!5u~x0 ,n!un5n0
5G0~x02d!2ad0 .

2. Fluctuating pressure field

At a given value of excitation frequencyn0 , the fluctu-
ating contribution (n52n0) to p2 at pointx inside the horn
is given by

A2
1~x,n52n0 ,n0!52e2~m/2!xH 1

cos@G~x2d!2ad#

G sin@Gd1a01ad#
E

0

x

L29~x0 ,n0! cos@Gx01a0#e2~m/2!x0 dx0

1
cos@Gx1a0#

G sin@Gd1a01ad#
E

x

d

L29~x0 ,n0! cos@G~x02d!2ad#e2~m/2!x0 dx0J
52

C0

2
e2~m/2!xH 1

cos@G~x2d!2ad#

G sin@Gd1a01ad#
@Fu~C;K1 ;G1!1Fu~C;K2 ;G2!1Fv~Gx01a0!#x050

x05x

1
cos@Gx1a0#

G sin@Gd1a01ad#
@Fu~C;B1 ;G1!1Fu~C;B2 ;G2!1Fv~G~x02d!2ad!#x05x

x05dJ , ~37!

where the functionFu(C;X6 ;G6) is defined by Eq.~34!.
Here this function depends on the quantitiesK1 , B1 , K2 ,
B2 , G2 , G1 andC which can be written as

K6~x0 ,n,n0!5@Gx01ad#62u0~x0 ,n0!,

B6~x0 ,n,n0!5u~x0 ,n!62u0~x0 ,n0!,
~38!

G6~n,n0!5G62G0 ,

C5C11C3 .

The function Fv(Y) , where Y is equal toGx01a0 or to
u(x0 ,n)5G(x02d)2ad , is defined by

Fv~Y!5e2~m/2!x0
2C3

k2 @G sinY2~m/2! cosY# . ~39!

Finally, the fluctuating contribution (n522n0) to p2 is
given by

A2
2~x,22n0 ,n0!5@A2

1~x,2n0 ,n0!#* . ~40!

In the final expression forp2 @Eq. ~32! associated with
Eqs.~37! and~40!#, terms which come from the Green func-
tion have an frequency dependence, whereas the weighting
quantitiesL28(x0 ,n0) and L29(x0 ,n0) are independent ofn.
Note that the choice of the Green function depends on the
value of the excitation frequencyn0 . If n0 is one-half of the
cutoff frequency of the hornnc , the source term involves
2n0 equal tonc , and the Green function defined by Eq.~20!
must be used.

V. EXPERIMENTAL RESULTS

An exponential horn with a flange was constructed for
testing~see Fig. 1!. In choosing the appropriate dimensions
of the horn to be tested, several factors were considered. The
overall length and mouth diameter, and the frequency range

of operation, were chosen to be compatible with the driver
available. The experimental setup is shown in Fig. 2. A small
hole to take the microphone was drilled in the horn at each
end, to permit measurement of the sound field at the throat
and the mouth.

The compression driver used is an 8V, 25 mm exit
diameter driver, manufactured by FANE~model MD 2151!.
The compression driver consists of a titanium diaphragm
which is forced to oscillate by the force produced when a
current is passed through the voice-coil suspended in the
field of a permanent magnet@see the Appendix and Table I#.
In front of the diaphragm there is a phase correction plug to
eliminate radial standing waves inside the circular compres-
sion chamber34 and to prevent dips in the sound pressure
response due to interfering sound waves traveling different

FIG. 2. Experimental setup used for the measurement of the pressure in the
horn.
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paths. However, this correction plug introduces a thin air
film between the diaphragm and the plug itself. When high
pressures occur in the compression driver, this air film will
introduce nonlinearities caused by the adiabatic behavior of
air ~see Refs. 4 and 5!. Indicative information about nonlin-
ear distortion of the compression driver used without horn is
now given. The very near field pressure from this compres-
sion driver was observed to have harmonic distortion at least
40 dB below the fundamental~maintained at 130 dB SPL!
over the range of frequencies from 1.2 to 4 kHz, at least 20
dB below the fundamental over the range 600 Hz to 1.2 kHz,
and at least 10 dB below the fundamental over the range 300
to 600 Hz.

Two Brüel and Kjær1
4-in. condenser microphones were

used in this experimental work, a B&K microphone type
4136 at the throat~3% distortion limit, at 100 Hz, of at least
172 dB SPL! and a B&K microphone type 4135 at the mouth
~3% distortion limit, at 100 Hz, of at least 164 dB!. The
microphones had been calibrated in amplitude, and their
phase difference over the given frequency range has been
estimated as less than 5 degrees. The microphones were con-
nected to a B&K microphone power supply type 2807. The
electrical signals from the microphone were measured~am-
plitude and phase! using a Hewlett Packard 35665A Dy-
namic Signal Analyser.

The horn/compression driver system and the micro-
phones were placed in an anechoic chamber. All the other
apparatus~power amplifiers, analyser and voltage source!
was placed outside the anechoic chamber.

At the throat the impedanceZ0 is derived from a
lumped-element equivalent circuit for the physical model of
the compression driver~see the Appendix, Fig. A2!. The end
of the flanged horn is open and radiates into a free field; the
mouth impedance is approximated by a semi-empirical im-
pedance given by Dalmontet al.35 This expression combines
the reflection coefficient of an open pipe with an additional
term which takes into account effects of reflections from the
edge of the flange. Owing to the complicated form of the
impedanceZd , the formula is not reproduced here.

VI. DISCUSSION

Figures 3 and 4 show the mouth fundamental pressure
response. The data show good agreement with the linear the-
oretical predictions@Eq. ~26!, Sec. IV#. The cause of the
slight discrepancy between predicted and measured results at

low frequencies~,500 Hz! may be the nonlinear behavior of
the compression driver~discussed in Sec. V!.

Figures 5~a! and 6~a! display the throat second harmonic
pressure response. Aboven0'700 Hz, the agreement be-
tween measured and predicted data is good, but not nearly as
good as for the mouth second harmonic pressure response
~discussed in the next paragraph!. Below n0'700 Hz the
lack of agreement could be mainly due to nonlinear behavior
of the compression driver~discussed in Sec. V!.

Figures 5~b! and 6~b! show the mouth second harmonic
pressure response. Nonlinearity predicted by the model is
characterized by increasing distortion with increasing fre-
quency ~6 dB/oct!. This phenomenon can be seen for fre-
quencies above 1 kHz. In this frequency region good agree-

FIG. 4. Sound pressure level at the horn mouth of the fundamental~relative
to the reference pressurepr5231025 Pa) versus the excitation frequency
(n0) for a fixed level of 140 dB SPL at the throat.~333! experimental
results,~———! theoretical predictions@Eq. ~24!#. The voltage level ap-
plied to the compression chamber is adjusted in order to maintain the pres-
sure level constant at the throat. The model parameterp0 in Eq. ~24! corre-
sponds to 140 dB SPL at the throat.

TABLE I. Estimated values of the compression driver elements.

Force factor:Bl 9.3 ~N/A!
Electrical resistance of voice coil:Re 8.5 ~V!
Electrical inductance of voice coil:Le 1731026 ~H!
Mechanical resistance:Rd 0.6 ~kg/s!
Mass of diaphragm:Md 231023 ~kg!
Mechanical compliance of suspension:Cd 1631026 ~m/N!
Diaphragm area:Sd 331023 ~m2!
Throat area:St 4.9131024 ~m2!
Acoustical compliance of air in front volume:Cf 1310211 ~m5/N!
Acoustical resistance of phase plug:Rp 890 ~N s/m5!
Acoustical inductance of phase plug:Lp 35 ~N s2/m5!
Mechanical radiation impedance at horn throat:Zhorn 2~kg s21!

FIG. 3. Sound pressure level at the horn mouth of the fundamental~relative
to the reference pressurepr5231025 Pa) versus the excitation frequency
(n0) for a fixed level of 130 dB SPL at the throat.~333! experimental
results,~———! theoretical predictions@Eq. ~24!#. The voltage level ap-
plied to the compression chamber is adjusted in order to maintain the pres-
sure level constant at the throat. The model parameterp0 in Eqs. ~24! and
~26! corresponds to 130 dB SPL at the throat.
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ment exists between the measured and predicted@Eq. ~34!,
Sec. IV# second harmonic mouth levels.

The amplitude of the mouth measured peak atn0

'900 Hz is greater than predicted; the cause of this differ-
ence is not clear, but could be associated with the lack of
precision in the predicted radiation impedance.

It can be seen from the experimental results@Figs. 5~b!
and 6~b!# that a drop in the second harmonic mouth level
appears after 3 kHz. This behavior is not predicted by the
plane-wave model developed in Sec. IV. The plane-wave
limitation is valid only when the wavelength of the sound
transmitted is much longer than the mouth diameter of the
horn (l@f581 mm), in other words when the frequency of
the wave is much smaller thanc0 /f'4 kHz. This point may
indicate the limitations of the model for prediction of the
second harmonic at high frequencies.

Below n0'900 Hz the agreement between measured
and predicted@Eqs.~32! and~37!, Sec. IV# second harmonic
mouth results is not so good. The nonlinear behavior of the
compression driver is responsible for this difference. Note
that we have observed36 good agreement between the pre-

dicted second harmonic mouth levels and the experimental
results obtained by Holland and Morfey31 with the same horn
but excited by a powerful compression driver having a weak
harmonic distortion~'1%! over the frequency range.

VII. SUMMARY AND CONCLUSIONS

Nonlinear axial standing waves in the interior of an
acoustic horn have been investigated theoretically and ex-
perimentally. The propagation of finite-amplitude waves is
modeled by a perturbation expansion, applied to a one-
dimensional lossless propagation model with rigid-wall
boundary conditions; thus wall boundary layer effects are
neglected. Specific results are presented for an exponential
horn driven by a sinusoidal velocity at the throat plane, with
linear reflections included at the mouth. By limiting the ex-
pansion to second-order terms, it is possible to find fre-
quency and time domain expressions for both the fundamen-
tal and second harmonic pressure, as a function of position
along the horn.

In order to validate the model, an experimental setup
was developed for measuring the fundamental (n0) and sec-

FIG. 5. Sound pressure level of the second harmonic~relative to the refer-
ence pressurepr5231025 Pa) versus the excitation frequency (n0) for a
fixed level of 130 dB SPL at the throat.~333! experimental results,
~———! theoretical predictions@Eq. ~32!#. The model parameterp0

5p1(x50,n0) corresponds to 130 dB SPL at the throat. Acoustic pressure:
~a! at the throat and~b! at the mouth.

FIG. 6. Sound pressure level of the second harmonic~relative to the refer-
ence pressurepr5231025 Pa) versus the excitation frequency (n0) for a
fixed level of 140 dB SPL at the throat.~333! Experimental results,
~———! theoretical predictions@Eq. ~32!#. The model parameterp0

5p1(x50,n0) corresponds to 140 dB SPL at the throat. Acoustic pressure:
~a! at the throat and~b! at the mouth.
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ond harmonic (2n0) response of a sinusoidally excited horn.
As might be expected in view of the weak nonlinearity, the
fundamental component at the mouth of the horn shows good
agreement between measured and predicted levels, for im-
posed throat levels@sound pressurep0] of 130 and 140 dBre
20 mPa and a range of driving frequenciesn0 from 200 Hz to
3 kHz.

Quite good agreement is also found at the mouth be-
tween predicted and measured second harmonic levels above
n05700 Hz. However, in the low-frequency range 200–700
Hz, the comparison is poor. This lack of agreement below
700 Hz is believed to be caused by compression driver dis-
tortion producing excessive second harmonic at the throat. If
this is the case, better agreement could be obtained by using
an appropriate driver with low compression ratio.

Further work is recommended in two areas:

~i! a more detailed controlled experiment, in which har-
monic amplitudes and phases of the pressure response
are measured at various points along a horn when it is
driven at various amplitudes, and

~ii ! development of a generalized calculation scheme in
which the present model is applied to successive ex-
ponential elements, thus permitting distortion level
predictions for arbitrary horn profiles.
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APPENDIX: OUTPUT DRIVER IMPEDANCE Z0

The driver is modeled in the ordinary way,37,38 as a
mass-spring-dashpot system driven by a coil of lengthl in a
magnet gap with inductionB ~see the simplified physical
model shown in Fig. A1!. The diaphragm is assumed to act
as a piston with a massMd and an areaSd . The mechanical
complianceCd is related to the suspension stiffness. Com-
pliancesCb and Cf take into account the effective spring
constant of the gas in the back and the front enclosures,
respectively. It is assumed that the enclosures are small

enough that wave effects in the enclosures can be neglected
at the low frequencies of interest. Effect of the phase plug is
modeled with a mass termLp and a loss termRp . Nonlin-
earities caused by the adiabatic behavior of air in the front
enclosure, between the diaphragm and the phase plug, are
not taken into account in this study.

A lumped-element equivalent circuit for the physical
model of the compression driver is shown in Fig. A2. All
elements have been brought into the acoustic impedance do-
main and their estimated values are listed in Table I. The
output driver impedanceZa0 at the throat is derived from this
circuit and expressed as

Za05
Zf~Zb1Zdia!

Zf1Zb1Zdia
1Zp , ~A1!

with

Zf5
1

j vCf
, Zb5

1

j vCb
,

~A2!

Zdia5
1

Sd
2 H Rd1 j vMd1

1

j vCd
J ,

Zp5Rp1 j vLp .
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Nonlinear standing waves in a one-dimensional tube are studied numerically by using a
finite-difference algorithm. The numerical code models the acoustic field in resonators for
homogeneous, thermoviscous fluids. Calculations are performed exclusively in the time domain, and
all harmonic components are obtained by one resolution. The fully nonlinear differential equation is
written in Lagrangian coordinates. It is solved without truncation. Effects of absorption are
included. Displacement and pressure wave forms are calculated at different locations and results are
shown for different excitation levels and tube lengths. Amplitude distributions along the resonator
axis for every harmonic component are also evaluated. Simulations are performed for amplitudes
ranging from linear to strongly nonlinear and weak shock. A very good concordance with classic
experimental and analytical results is obtained. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1366318#

PACS numbers: 43.25.Gf@MFH#

I. INTRODUCTION

High-intensity applications of acoustic energy in indus-
trial processing are based on nonlinear effects produced by
finite-amplitude pressure variations. Resonant chambers are
usually used in real applications since high pressures can be
reached. Therefore knowledge of the nonlinear pressure dis-
tribution inside resonant cavities is essential for the develop-
ment of practical systems. This paper deals with a simulation
code to model finite-amplitude standing waves in thermovis-
cous fluids.

Classic works on analytical approximations of nonlinear
progressive waves are found in the literature.1 There are sev-
eral reviews on the development of nonlinear acoustics,2–4

and the main contributions in this field were compiled and
edited by Beyer in 1984.2 Analytical or experimental studies
of the propagation of plane, cylindrical, and spherical finite-
amplitude waves as well as one-dimensional standing waves
have been reported in the literature.5–12

Several computational methods for progressive waves
have been developed in the frequency and time domains. A
recent review by Ginsberg and Hamilton is given in Ref. 13.
The time-domain algorithms for modeling finite-amplitude
propagating pulses which use the finite-difference
method14–17and a frequency-domain algorithm for modeling
three-dimensional propagation of acoustic waves of finite but
moderate amplitude18 should be noted especially.

Far fewer numerical algorithms for the solution of one-
dimensional standing waves have been reported in the litera-
ture. Ilinskii et al.19 describe a frequency-domain numerical
algorithm to solve a nonlinear wave equation in terms of the
velocity potential. Some publications can be found in the

time domain.20,21 They treat a nonlinear resonance problem
in an acoustic chamber by using existing numerical methods.

In this work a new finite-difference numerical algorithm
for modeling one-dimensional standing waves of finite am-
plitude is described. The differential equation of motion is
obtained from the conservation laws and the Tait–Kirkwood
isentropic equation of state without truncation. Lagrangian
coordinates are used. The numerical algorithm works in the
time domain: The whole wave form is then obtained by only
one solution. The transient phase is completely modeled and
any time function can be used as excitation. The simulation
code is able to simulate waves of infinitesimal amplitude,
finite but moderate amplitude, and strongly nonlinear waves,
including weak shock.22 Stability and convergence of the
algorithm do not impose restrictions on physical parameters.
The only limitation of applicability of the model comes from
the consideration of an isentropic state equation. We then
have to consider small dissipation effects and isentropic evo-
lution of the fluid.23 A criterion giving the limits of theoret-
ical applicability of the model is obtained. This depends on
the level of the wave and on the duration of the study~the
number of periods for a given frequency!.

II. FUNDAMENTAL EQUATIONS

In this study we consider nonlinear standing waves in a
homogeneous thermoviscous fluid. In order to obtain a one-
dimensional nonlinear wave equation, the equation of state
and equations expressing the conservation of mass and mo-
mentum are considered.1 The isentropic state equation of
Tait–Kirkwood is used~see Chap. 2 in Ref. 13 and Ref. 24!

p1P

p01P
5S r

r0
D x

, ~1!a!Electronic mail: c.vanhille@escet.urjc.es
b!Electronic mail: ccampos@ia.cetef.csic.es
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wherep is the pressure,r is the density of the fluid,p0 is the
ambient pressure,r0 is the ambient density, andP andx are
characteristic constants of the fluid. This state equation re-
duces to the ideal-gas state equation forP50 and x5g,
whereg is the specific heat ratio. Note that in Eq.~1! there is
no connection in general between the indexx and the spe-
cific heat ratio of the fluid. Equation~1! is also valid for
seawater.24

From the state equation and the mass-conservation and
momentum-conservation equations written in Lagrangian co-
ordinates, the derivation of the following fully nonlinear
wave equation can be carried out:

r0

]2u

]t2 5x~p01P!
1

S 11
]u

]xD x11

]2u

]x2 1r0nb
]3u

]t]x2 ,

~2!

where u is the displacement andn is the kinematic shear
viscosity of the fluid. The parameter

b5
h8

h
1

4

3
1

k

h S 1

cv
2

1

cp
D

is the so-called viscosity number,1,4,25 whereh is the shear
viscosity, h8 is the dilatational viscosity,cv is the specific
heat at constant volume,cp is the specific heat at constant
pressure, andk is the thermal conductivity. It corresponds to
the assumption of weak nonlinearity and small dissipation.t
andx are, respectively, the time and one-dimensional spatial
coordinates.

In nonlinear acoustics, fluids are often characterized and
described by the two parameters

A5r0 S ]p

]r D
S,r5r0

, B5r0
2S ]2p

]r2D
S,r5r0

,

whereS is the entropy. From Eq.~1! we can easily obtain

A5~p01P!x, B5~p01P!x~x21!. ~3!

The parameterA is sufficient to describe the linear acoustic
behavior of the fluid andB is necessary for the knowledge of
its nonlinear characteristics. Values ofB/A are given in the
literature for common fluids~see Chap. 2 in Ref. 13!. On the
other hand, if the nonlinear acoustic behavior of the fluid is
known, parametersA and B can be deduced and the state
equation of the fluid can then be exactly written.

The code incorporates a calculation of the acoustic pres-
sure wave form and distribution. The following expression,
deduced from Eq.~1! and the mass conservation in Lagrang-
ian coordinates, is used:

p1P5
p01P

S 11
]u

]xD x . ~4!

We consider standing waves in a rigid-walled tube of
lengthL excited at one of its ends by a harmonic source of
amplitudeu0 and pulsationv52p f , wheref is the excita-
tion frequency. The following boundary conditions are ap-
plied:

x50, u~0,t !5u0 sin~vt !,
~5!

x5L, u~L,t !50.

The fluid is assumed to be at complete rest att50, i.e.,
particle displacement and velocity are null att50. The fol-
lowing initial conditions are employed:

t50H u~x,0!50

]u~x,0!

]t
50, ;xÞ0

. ~6!

An important nondimensional parameter exists: the
acoustic Mach number,

M5ku52p
f

c0
u5

v

c0
u52p

u

l
, ~7!

c05(x(p01P)/r0)1/2 is the low-amplitude velocity of
sound,k5v/c0 is the wave number, andl5c0 / f is the
wavelength. The order ofM points out the importance of the
nonlinear behavior of the wave. The acoustic Mach number
on the sound source isM05ku052p( f /c0)u05(v/c0)u0

52p(u0 /l).
The fundamental equations that we have considered are

valid for small attenuation and isentropic waves.3 It indicates
that the increase of entropyDS!1 and thus the anisentropic
state equation of Tait–Kirwood

p1P

p01P
5S r

r0
D x

expS DS

cv
D ~8!

yields to Eq.~1!.13 However entropy is produced at the shock
front and accumulated everywhere in the tube as time goes
by ~twice a period!. This fact clearly indicates that a short
time of study limits the production of entropy. The entropy
produced at the shock front is ofO(M3),

DS5
bc0

2

6T0
M3, ~9!

whereb511(x21)/2 is the coefficient of nonlinearity and
T0 is the ambient absolute-temperature of the fluid.12,25

Throughout NP periods the variation of entropy isDS
5O(2NPM3). The increase of entropy and, therefore, the
validity of the isentropic equation depend onM and NP. If
O(2NPM3)!1 the isentropic equation and our model are
valid. At fixed M, an applicability criterion is established,

NP!
1

2M3 . ~10!

Table I shows this limiting value for some values ofM. It
should be noted that the transient phase is much shorter
when using largeM0 and NP is fixed to enable us to observe

TABLE I. Model applicability criterion. Limiting value of the number of
periods for someM. L5l/2.

M Criterion Comments

0.01 NP!53105 Always verified
0.05 NP!43103 Always verified
0.1 NP!53102 Always verified
0.5 NP!4 Never verified

2661 2661J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Vanhille and Campos-Pozuelo: Nonlinear standing waves



the establishment of the standing wave. The use of the crite-
rion assures the success of the modeling. However some
other authors have published works at highM by considering
an isentropic state equation and good results have been ob-
tained by comparing with experimental data.

III. NUMERICAL FORMULATION

In this section, the numerical scheme is described. This
is a finite-difference algorithm.26–28 A new numerical tech-
nique is used to find the solutionu(x,t) of the nonlinear
problem. Onceu is calculated, the pressurep is obtained by
Eq. ~4!.

A time-domain numerical approach based on a new
finite-difference algorithm is developed to solve the fully
nonlinear wave equation, without truncation. The complete
solution is carried out in the time domain, i.e., all the har-
monic components are obtained by only one solution and,
therefore, computation time is saved. In the differential equa-
tion the dissipation effects of the fluid factorize a third-order
partial derivative. Since the fluid is at complete rest at the
outset, the transient phase is completely modeled. The model
can support any small attenuation parameters without any
stability or convergence problem, and cases from linear to
strongly nonlinear behavior can be studied.

Dimensionless variables are introduced into the partial
differential equation, and boundary and initial conditions.
Spatial and temporal variation scales are then coherent for
any kind of tube length or frequency. To this purpose, two
dimensionless variables are created,

X5
x

L
, T5vt. ~11!

Therefore, partial derivatives are

]u

]u
5

1

L

]u

]X
,

]u

]t
5v

]u

]T
,

~12!

]u

]x
5

1

L2

]2u

]X2 ,
]2u

]t2 5v2
]2u

]T2 ,
]3u

]x2]t
5

v

L2

]3u

]X2]T
.

Thus wave equation~2! is

]2u

]T22
nb

vL2

]3u

]X2]T
5

c0
2

v2L2 S 11
1

L

]u

]XD 2x21 ]2u

]X2 . ~13!

The acoustic pressure@Eq. ~4!# is

p1P5
r0c0

2

x S 1

11
1

L

]u

]X
D x

. ~14!

The boundary and initial conditions@Eqs.~5! and ~6!# are

X50, u~0,T!5u0 sin~T!,

X51, u~1,T!50, ~15!

T50H u~X,0!50

]u~X,0!

]T
50, ;XÞ0.

The X–T plane is divided into sets of equal rectangles
of sidesdX5h51/(NPS21) anddT5t. The discretization
of X is Xm5(m21)h (m51¯NPS) and the discretization
of T is Tn5(n21)t (n51¯NPT). The variableX varies
from 0 to 1 and the variableT from 0 to 2pNP where NP
represents the number of periods. We denote byum,n ~re-
spectively,pm,n! the displacement~respectively, pressure! at
the node (Xm ,Tn) of the plane.

The absorption term factorizes a third-order partial de-
rivative solved by a finite-difference scheme with a leading
error of high order. This scheme is a multi-time-step, im-
plicit, six-point scheme of orderO(t21h2). This technique
is obtained by approximation of displacements up to the fifth
order.

The approximations employed for the derivatives ap-
pearing in Eq.~13! are

]3u

]X2]TU
m,n

5
~um2122um1um11!n111~2um2112um2um11!n21

2h2t
1O~t21h2!, ~16!

]2u

]X2U
m,n

5
~um2122um1um11!n

h2 1O~h2!,
]2u

]T2U
m,n

5
um,n1122um,n1um,n21

t2 1O~t2!, ~17!

]u

]XU
m,n

5
2um21,n1um,n

h
1O~h!. ~18!

The generation of results about consistency, stability,
and convergence of the nonlinear scheme is a very difficult

task and we can only obtain results for a corresponding lin-
earized scheme and use a safety factor when carrying out a
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nonlinear simulation.28 Therefore, we consider the term

S 11
1

L

]u

]XD 2x21

5Cloc

as a constant in a local sense. We are then able to estimate
consistency, stability, and convergence of the linearized
scheme. An exhaustive study of consistency, stability, and
convergence of an equivalent linear scheme is reported in
Ref. 29. However the ‘‘nonlinear term’’ is not constant here
but depends upon the solution itself. The study of Ref. 29
enables us to monitor a nonlinear calculation by taking, how-
ever, considerable caution since it corresponds to a local lin-
earization of the equation. Nevertheless, experience indicates
that the results are satisfactory.

The spatial steph is an input to the numerical code.t is
evaluated from theh value by using

t5
2nbp

c0l
1pA~nb!2

c0
2l2 1h2. ~19!

This value assures the stability and convergence of the linear
corresponding scheme,29 and thus, as seen before, of the non-
linear finite-difference scheme.

Since the numerical scheme is implicit, a linear system
of (NPS22) equations with (NPS22) unknown values has
to be solved at each time step. The solution of the system is
carried out by the Gauss method.30 The computational code
is written in FORTRAN 77 and uses double precision real
numbers. Pressure is evaluated from displacement values
through a classic progressive finite-difference scheme.

The place to reserve for storage on disk is the following
(113* NPT* NPS)/(10242) Mbytes. This place includes two
files ~for displacement and pressure! written in columns
which make postprocessing easier.

IV. RESULTS

The numerical algorithm developed to model nonlinear
standing waves has been applied to different cases. Results
are shown in this section. All the results are for air-filled
rigid-walled tubes. The densityr051.29 kg/m3 and the spe-
cific heat ratiog51.4 are used in all the calculations. For all
the representations, the convergence of the numerical scheme
is obtained by selecting a suitable number of spatial points.
The attenuation values are given for the excitation frequency.
We use the parametera defined by

a5abulk1awall , ~20!

where

abulk5
v2nb

2c0
3 ,

awall5223/2S vh

r0c0
2D 1/2F11

g21

Pr1/2 G per

ar
,

Pr5
hcp

k

is the Prandtl number, per is the perimeter of the tube, and ar
is the cross-sectional area of the tube.25

We now test the performance of our model by compar-
ing with the results obtained experimentally by Saenger and
Hudson,10 Cruikshank, Jr.,9 and analytically by Chester.7

Thus, we consider a 0.048-m-diam tube of lengthL
51.70 m; c05342.39 m/s. The fundamental frequency is
f 15100.6 Hz for whichM050.0059 is considered. Figure 1
shows the standing wave establishment from the complete
rest atf 1 for the pressure at the reflector and for the displace-
ment at the center of the tube. Figure 2 shows the finite-
amplitude pressure waves and periodic shocks observed at
the closed end of the tube for frequencies aroundf 1 . We see
that at f 5100.7 Hz the shock strength~peak to peak! is
30 940 Pa~183.79 dB,M50.1!. The experimental value is
28 798 Pa~183.17 dB!.10 A very good accuracy is then ob-
tained. The small difference between the two results can be
due to the evaluation of the parametersc0 ~calculated fromL
and f 1!, and especiallya ~approximated using theoretical
values of the parameters at ambient temperature!; a small

FIG. 1. Standing wave establishment at the fundamental frequencyf 1

5100.6 Hz.L5l/2 andM 050.0059.~a! Pressure at the reflector.~b! Dis-
placement at the center of the tube.
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deviation of the valuea can generate differences of the same
order as those that have been obtained. The wave shapes
~Fig. 2! are very similar to the one shown in Refs. 10, 9, and
7. This example demonstrates the very good concordance
between our results and experimental or analytical results.
Thus, our model is qualitatively and quantitatively validated
in the case of high acoustic Mach number waves. Some com-
putational data are now given: 20 periods are analyzed, 101
space points and 4924 time points are used for discretization,
CPU time is about 16 minutes~Pentium II MMx 300 MHz,
RAM: 64 MB!.

At f 1 we now study the evolution of the finite-amplitude
wave when rangingM0 from a linear case up to a very non-
linear wave. As we have seen in Sec. II, our model is still
valid when employing high displacement values at the piston
throughout a relatively small number of periods: NP ranges,
respectively, from 75 to 3 periods. Figure 3 shows the varia-

tion of the pressure amplitude at the reflector versus excita-
tion. The nonexistence of saturation~in the sense of no de-
pendence on source amplitude and in the applicability limits
of the model! in the resonant oscillation in the cylindrical
closed tube of lengthl/2 is evident here. The behavior of the
pressure amplitude seems to act like the square root ofu0 in
the l/2-length tube. This result is in concordance with
Temkin’s theory.12 However, as seen in Sec. II, a limit of
applicability of our model could exist. For instance, in the
strongest nonlinear case shown in Fig. 3, the isentropic con-
dition limits the number of periods to NP!3. The data
would indicate that our model is not valid in this case. How-
ever other authors consider an isentropic state equation for
such orders ofM.19

Figure 4 shows the steady state pressure amplitude as a
function of time and space atf 1 . Examples are shown for a
linear case~A! and the strongly nonlinear case corresponding

FIG. 2. Finite-amplitude pressure waves and periodic shocks observed at the closed end of the tube for frequencies near the fundamental frequencyf 1

5100.6 Hz.L5l/2 andM 050.0059.~a! Calculations using the simulation code.~b! Experimental results from Saengeret al. ~Ref. 10!.
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to the anterior experimental comparison~B, M50.1!. Figure
4 shows a space–time diagram where color represents the
value of the pressure. We see that the wave is distorted when
M0 increases and the changes become more abrupt in both
time and space. We also observe an asymmetry between rar-
efaction and compression zones in the time as in the space in
the nonlinear case. For the linear case~infinitesimal ampli-
tudes! we see the well-known half cosine distribution with a
node at the center of the tube. When the wave becomes of
finite amplitude we find that, throughout a period, the pres-
sure nulls vary within a zone that takes almost all the tube.
This result indicates that even if we have a standing wave,
when nonlinear terms are considered, there is not a real node
for the pressure. It changes during a period. It is a ‘‘quasi-
standing’’ wave. In fact, we observe that the pressure wave

FIG. 3. Variation of the pressure amplitude at the reflector versus excitation
at the fundamental frequencyf 15100.6 Hz.L5l/2.

FIG. 4. Steady state pressure amplitude as a function of time and space at
the fundamental frequencyf 15100.6 Hz. L5l/2. ~a! Linear, ~b! M 0

50.0059.

FIG. 5. Efficient pressure distribution at the fundamental frequencyf 1

5100.6 Hz.L5l/2 andM 050.0059.

FIG. 6. Fast Fourier transform of the pressure signal at the fundamental
frequencyf 15100.6 Hz at the reflector.L5l/2 andM 050.0059.
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has formed a shock. This shock front propagates from the
emitter to the reflector~from t50 to 0.5 times a period! and
vice versa~from t50.5 to 1 times a period!. Even, when
considering another time scale, greater than a period, we
have standing rms pressure values everywhere in the cavity,
as shown in Fig. 5.

The fast Fourier transform of the pressure signal is pre-
sented in Fig. 6 atf 1 in the nonlinear case~B!. Since it is a
‘‘quasistanding’’ wave the harmonic distortion depends on
the spatial position. We have chosen the point of maximum
amplitude, i.e., the reflector of the tube. In the same configu-
ration, Fig. 7 shows the pressure distribution for harmonic
components. The amplitude distribution observed for every
frequency ~nv1 , where n is an integer number andv1

52p f 1! presents a cosine shape with spatial periodicity
nv1 /c0 . It should be noted that all the odd harmonics are at
a maximum at the center of the tube.

Table II shows a comparison betweenM andAM0 when
rangingM0 as before. We observe a linear dependence be-
tween M and AM0 up to the limit of applicability of our
model. This result confirms our result about the nonexistence
of saturation of the wave in a cylindrical tube of lengthl/2
as seen before. The proportionality factor betweenM and
AM0 is about 1.5 for the investigated cases. This result is
coherent with the one shown in Fig. 3 and with the results
obtained by Chester,7 Temkin,12 and Yano.21

Figure 8 shows results for thel/2-length tube atf 1

5100.6 Hz compared to al-length tube excited at its second
resonance frequency 100.6 Hz, forM050.0059. We com-
pare the pressure wave shapes at the reflector. The strong
nonlinear dissipation is the major phenomena and the wave
amplitudes are not so different. We observe that the har-
monic distortion is bigger when increasing the length of the
tube. An investigation about the variation of the wave am-
plitude with respect to the length of the tube is made. Table
III shows the decreasing factor obtained for someM0 when
the tube-length doubles. We see that very good agreement
~4% error! with Chester’s criterion7 is obtained for a range of
M0 greater than the order 0.01.

V. CONCLUSIONS

A new numerical algorithm for the simulation of nonlin-
ear standing waves has been presented. The fully nonlinear
wave equation including dissipation effects solved numeri-
cally without any truncation is written in Lagrangian coordi-
nates and use is made of the Tait–Kirkwood isentropic state
equation. The algorithm works in the time domain; the whole
wave shape is then obtained by only one solution and the
transient phase is completely modeled. The code has been
used to simulate standing waves from linear up to strongly
nonlinear cases. The numerical algorithm has been success-
fully compared to classic experimental and analytical results.
Strongly nonlinear waves have illustrated the capacity of the
numerical method to model the behavior of the shock in-
cluded in the wave.
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Numerical simulations based on the nonlinear parabolic wave equation are used to investigate time
reversal of sound beams radiated by unfocused and focused sources. Emphasis is placed on
nonlinear propagation distortion in the time-reversed beam, and specifically its effect on field
reconstruction. Distortion of this kind, due to amplification during time reversal, has been observed
in recent experiments@A. P. Brysevet al., Acoust. Phys.44, 641–650~1998!#. Effects of diffraction
introduced by time-reversal mirrors with finite apertures are also considered. It is shown that even
in the presence of shock formation, the ability of time reversal to retarget most of the energy on the
source or focal region of the incident beam is quite robust. ©2001 Acoustical Society of America.
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I. INTRODUCTION

Time reversal refers to the process in which a wave field
is reversed in time and reradiated back in the direction from
which it emanated. A principal advantage of time reversal is
the ability to retarget energy on a source or scattering site in
an inhomogeneous or reverberant medium. Devices that per-
form such functions are referred to as time-reversal mirrors.
For arbitrary acoustic waveforms, time reversal requires
separate storage, delay, and reradiation of signals at each
element of a transducer array.1,2

Phase conjugation refers to methods for performing time
reversal at a single frequency and normally without the need
for transducer arrays. Phase conjugation was developed first
in optics ~a review is given, e.g., in the book by Zel’dovich
et al.3! and subsequently introduced in acoustics by Bunkin
et al.4 The most effective physical mechanisms for acoustic
phase conjugation involve parametric modulation of the
sound speed in solids through application of electromagnetic
fields.5–8 These and other methods of acoustic phase conju-
gation are reviewed by Brysevet al.6 and Ohnoet al.7

In principle, perfect reproduction of the incident field by
the time-reversed field may be accomplished when the fol-
lowing conditions are met: the mirror is a surface that en-
closes the source of radiation; the medium is lossless; and
inhomogeneous properties of the medium do not vary with
time. Although nonlinear propagation does not, by itself, pre-
vent exact field reproduction, it does when amplification is
introduced during time reversal, or when shocks are formed
and therefore losses occur in either the incident or time-
reversed fields.

The main purpose of the present article is to investigate
consequences of removing the restriction that the time-
reversed field is sufficiently weak that its propagation is ac-

curately described by linear theory. This interest is motivated
by recent experiments in which phase conjugation of sound
beams introduces sufficient amplification that the reradiated
wave field is finite amplitude and distorts as it propagates.
Phase conjugation in these experiments was accomplished
via parametric interaction of the incident sound beam, after
transmission into a magnetostrictive ferrite, with an alternat-
ing magnetic field.6 The incident sound fields were ultrasonic
beams radiated by unfocused9 and focused10 sources. In Ref.
10, comparisons of measured harmonic generation in the
conjugate beam with computations obtained from the algo-
rithm used below demonstrate clearly the finite-amplitude
behavior of the conjugate beam. Acoustic microscopy ex-
periments have been reported in which images obtained with
the second harmonic generated in the conjugate beam show
enhancement over images constructed from the fundamental
component.11

The present investigation is based on numerical simula-
tions which account for nonlinear distortion, thermoviscous
absorption, and diffraction of both the incident and time-
reversed sound beams. Practical realizations of time-reversal
mirrors normally have finite apertures that do not capture the
entire incident field. Diffraction introduced by a finite mirror
aperture can substantially degrade reproduction of the inci-
dent field by the time-reversed field, and this effect, too, is
considered. Incident beams radiated from both unfocused
and focused sources are investigated. Inhomogeneity of the
medium is not taken into account at this time. The results
presented below are discussed in greater detail in the mas-
ter’s thesis of one of the authors.12

II. MODEL

Nonlinear propagation of an axisymmetric sound beam
in a thermoviscous fluid may be described by the KZK
equation:13

a!Present address: Medical Physics Department, St. Thomas’ Hospital, Lon-
don SE1 7EH, United Kingdom.
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where p(r ,z,t) is the sound pressure,z is the axis of the
beam,r is distance from thez axis, t85t2z/c0 is retarded
time, c0 is the sound speed,d is the diffusivity of sound for
a thermoviscous fluid,r0 is the ambient density, andb is the
coefficient of nonlinearity. Two types of sources are consid-
ered, unfocused and focused circular pistons of radiusa that
radiate at angular frequencyv in the planez50. The bound-
ary condition for the unfocused piston is taken to be

p~r ,0,t !5p0H~a2r ! sinvt, ~2!

wherep0 is the sound pressure amplitude andH is the Heavi-
side unit step function. The boundary condition for the fo-
cused piston is

p~r ,0,t !5p0H~a2r ! sin~vt1kr2/2d!, ~3!

whered is the focal length andk5v/c0 is the wave number.
The geometry for the time reversal is shown in Fig. 1. A

circular time-reversal mirror of radiusb is centered on the
axis of the incident beam in the planez5zm . Time reversal
corresponds to replacingt by 2t. The finite radius of the
mirror is taken into account by truncating the time-reversed
field at r 5b. The boundary condition in the planez5zm is
thus

prev~r ,zm ,t !5KH~b2r !pinc~r ,zm ,2t !, ~4!

whereK is an arbitrary amplification factor associated with
the time-reversal procedure, and the notations ‘‘inc’’ and
‘‘rev’’ refer to the incident and time-reversed fields, respec-
tively. Following time reversal, propagation of the beam is
modeled once again with Eq.~1!, and in terms of the same
retarded timet85t2z/c0 . Solutions are thus presented as
though the incident beam, traveling to the right in Fig. 1,
continues to travel to the right following time reversal. This
unfolded geometry is convenient not only for computational
purposes, but also for graphical presentation.

Numerical solutions of Eq.~1! for the incident beams
satisfying Eqs.~2! and ~3!, and for the resulting time-
reversed beams satisfying Eq.~4!, were obtained using the
algorithm described in Ref. 14 and with the modifications
described in Ref. 15.

Use of Eq.~1! to model the incident and time-reversed
fields in the vicinity of the mirror is based on the assumption
that their mutual nonlinear interaction may be ignored. We
justify this assumption in two ways. First, in conventional
operation of time-reversal~and phase-conjugation! devices,

the entire pulse is captured by the device, reversed, and rera-
diated into the fluid. Under normal circumstances, the inci-
dent and time-reversed fields do not overlap in the fluid, and
it is propagation in the fluid alone that we model in the
present work. Second, even if overlap does occur in the fluid,
counterpropagating waves couple very weakly with each
other. Any nonlinear interaction arising from the overlap
may be ignored in comparison with the much stronger effects
of self-interaction that give rise to cumulative nonlinear dis-
tortion and shock formation. Although we simulate continu-
ous radiation in the present article, which suggests continu-
ous overlap of counterpropagating waves between the source
and mirror, tone bursts of finite pulse length are used in
practice. The region of overlap is thus at most the pulse
length itself, which further reduces the relative effects of
mutual interaction. In previous reflection experiments with
finite-amplitude sound beams, where comparisons made with
calculations based on Eq.~1! show good agreement,16 non-
linear effects due to mutual interaction of the counterpropa-
gating incident and reflected beams were not observable.

To facilitate interpretation of the graphical results, the
following convention is employed. The incident and time-
reversed fields are plotted in terms of a dimensionless pres-
sure P that is defined in such a way thatPinc5Prev at z
5zm :

P5p/p0 , incident field, ~5!

5p/Kp0 , time-reversed field, ~6!

i.e., the amplificationK is factored out of the time-reversed
pressure field. The purpose of this choice is to make it easier
to assess whether time-reversal accurately reproduces the
spatial structure of the incident field in the presence of non-
linearity and diffraction. Dimensionless coordinates are also
introduced:

s5z/z0 , r5r /a, t5vt8, ~7!

wherez05ka2/2 is the Rayleigh distance,sm5zm /z0 indi-
cates distance to the mirror, andrm5b/a indicates the radius
of the mirror.

The following sets of dimensionless parameters are use-
ful for characterizing the absorption of the fluid, the ampli-
tude of the time-reversed field, and the focusing gain of the
source. For the unfocused source we employ the parameters

A5az0 , N5z0 / z̄, ~8!

wherea5dv2/2c0
3 is the absorption coefficient at frequency

v, andz̄5r0c0
3/bvKp0 the plane-wave shock formation dis-

tance for a wave with initial amplitudeKp0 in a lossless
fluid. The parameters for the focused source are

Af5ad, Nf5d/ z̄, G5z0 /d, ~9!

whereG is the focusing gain. The parametersA, Af , andG
apply to computations for both the incident and time-
reversed fields, but except for one preliminary example~Fig.
2!, the parametersN andNf apply only to the time-reversed
field. In all examples following Fig. 2, nonlinearity is as-
sumed to be negligible prior to time reversal, and computa-
tions of the incident field were performed with the last term
in Eq. ~1! set to zero. When there is no nonlinearity, which is

FIG. 1. Geometry, with source atz50 and time-reversal mirror atz5zm .
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equivalent to settingb50, there is no need for parameters
such asN andNf .

Numerical values selected for the parameters in Eqs.~8!
and ~9! are associated with experiments performed recently
with both unfocused9 and focused10 incident sound beams in
water at megahertz frequencies. In these experiments the am-
plitude of the incident beam was sufficiently weak that non-
linear effects were insignificant over the propagation path
between the source and the phase conjugator.

III. SIMULATIONS

A. Unfocused incident beams

Our aim in the present article is to consider time reversal
of incident beams that are essentially unaffected by nonlin-
earity. However, we begin with an example demonstrating
that under restricted circumstances, nonlinear distortion of
the incident beam does not affect the ability of time reversal
to reproduce the incident field. The first restriction is that
there are no losses, and therefore shock formation is prohib-
ited. The second is that the time-reversal mirror is of infinite
extent, and therefore it has no edges that may introduce sec-
ondary diffraction effects. The third is that the mirror intro-
duces neither amplification nor attenuation.

For this demonstration we consider an unfocused beam
and thus take the source condition to be Eq.~2!, with A50
to suppress absorption. A mirror for whichrm5` and K
51 is located atsm53. The nonlinearity parameter is se-
lected to beN50.4 for both the incident and time-reversed
fields. The results are presented in Fig. 2. Figure 2~a! shows
the axial waveform ats5sm

2 ~i.e., immediately before time

reversal!, which demonstrates that for this value ofN the
waveform, although significantly distorted by nonlinearity,
has not formed a shock. The beam profiles of the first four
harmonics~with n51 designating the source frequency! in
the planes5sm are shown in Fig. 2~b!. Figure 2~c! shows
the amplitudes of the first four harmonics along the axis of
the beam. Following time reversal ats53 the waveform
undistorts, and the behavior of the harmonic propagation
curves reverses. The harmonicsn.1 transfer energy back to
the spectral component at the source frequency as the time
waveform undistorts back to its original sinusoidal shape in
the image source plane. For this scenario it is seen that the
time-reversed field does indeed reproduce the incident field,
despite strong waveform distortion. We note that the coordi-
nates in the right half of Fig. 2~c!, and in all subsequent
figures, designates distance from the image source plane in
the time-reversed field.

In the remaining simulations it is assumed that the am-
plitude of the incident beam is sufficiently weak that its
propagation may be described by linear theory, and therefore
the values ofN andNf apply only to the time-reversed fields.
The nonlinearity of interest to follow thus arises in the time-
reversed field as a result of amplification at the mirror. Also
of interest is the effect of the finite radius of the mirror.

We first consider only the effect of diffraction intro-
duced by the finite radius of the mirror. We thus disregard
absorption and nonlinearity for both the incident and time-
reversed fields, such thatA5N50. The mirror is located at
sm53.5, and results for 5<rm<40 are presented in Fig. 3.
Axial propagation curves are shown in the left column (r
50), beam profiles in the~image! source plane in the right
column (s50). Forrm540 the finite radius of the conjuga-
tor has a negligible effect on the time-reversed field, and the
axial field ~left column! is virtually the mirror image of the
incident field~not shown!. However, the corresponding beam
profile in the source plane~right column! is not a perfect
replica of the step functionH(12r) prescribed by Eq.~2!.
Two factors contribute to this discrepancy. One is that Eq.
~1!, which is based on the parabolic approximation, does not
account for evanescent waves associated with the high spa-
tial frequencies of the source step function. The other is the
inability of the numerical algorithm to follow the rapid phase
variations in the vicinity of a source with high spatial fre-
quency content. The discrepancy disappears as smoother
source functions are considered. Asrm decreases, diffraction
oscillations in the axial propagation curves become more
substantial, and the beam profiles in the source plane tend
toward far-field directivities associated with scattering of a
plane wave from a circular disk of radiusr 5b.

Diffraction introduced by the finite radius of a time-
reversal mirror can thus be very pronounced and must often
be included in simulations of experiments.9,10 We henceforth
concentrate on mirrors of infinite radius (rm5`) in order to
emphasize nonlinear effects in the time-reversed field.

Time reversal of a small-signal sound beam for which
A50.035 and with the mirror located atsm53.5 is simu-
lated in Fig. 4. The parameters correspond, for example, to a
source of radiusa52 mm radiating in water at frequencyf
55.5 MHz and thus having Rayleigh distancez054.7 cm,

FIG. 2. Nonlinear propagation of both incident and time-reversed fields,
with no shock formation, no absorption (A50), no amplification at mirror
(K51), and sm53. ~a! Axial waveform at mirror; ~b! harmonic beam
patterns at mirror; and~c! harmonic propagation curves along the axis.
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with the mirror at distancezm516 cm. These conditions are
similar to those in experiments conducted by Brysevet al.9

The nonlinearity parameter of the time-reversed field spans
the range 0<N<4, where increasingN may be interpreted
as increasing the amplificationK associated with time rever-
sal, with the source pressurep0 held constant.

Axial propagation curves for the dimensionless rms
pressurePrms are presented in Fig. 4~a! ~the incident field is
not displayed!. For N&1 the deviation from linear theory
~dashed line! is negligible. ForN.1, because of losses due
to shock formation, the propagation curves deviate signifi-
cantly from linear theory. Beam profiles in the~image!
source plane ats50 are shown in Fig. 4~b!. For N&1 the
profiles are in reasonable agreement with the source condi-
tion H(12r) ~the discrepancy in the dashed line forN50,
discussed earlier, notwithstanding!. For N.1, increasing
nonlinearity results in decreasing quality of the profile in the
source plane, in comparison with the original step function.
Beam profiles of individual harmonics in the source plane
are presented in Fig. 5.

Axial waveforms ats51 ands5p21 are presented in
the left and right columns, respectively, of Fig. 6. The plane
s5p21 is significant because it is the location of the local
maximum observed in the propagation curves in Fig. 4~a!,

where waveform distortion may be expected to be greatest.
Distortion increases froms5sm to s5p21 as the field con-
verges and thus increases in amplitude toward the source
plane@recall that the sound propagates from left to right in
Fig. 4~a!#. In the region 0<s<p21, the rapid variations in
amplitude and phase disrupt coherence of the harmonics in
the waveform, and the shocks are generally dispersed. Figure
6 reveals that very strong waveform distortion is achieved
for N.1. Shock formation is essentially absent forN,1,
which corresponds to the reasonably accurate reconstruction
of the incident field that is observed in Fig. 4.

Insofar as a principal application of time reversal is to
retarget energy, it is helpful to introduce a measure of this
property. A useful quality factor is the fraction of total en-
ergy in the time-reversed field that is retargeted on a given
surface, normalized by the fraction of the total energy in the
incident field that passed through the same surface. Such a
measure was introduced previously by Zel’dovichet al.3 In a
similar manner we thus define the following quality factor
for the axisymmetric geometry under consideration:

Q5
Wrev~ r̂ !/Wrev~`!

Winc~ r̂ !/Winc~`!
, ~10!

whereW is dimensionless power defined by

W~ r̂ !5E
0

r̂
Prms

2 r dr, ~11!

and the target area is taken to be a circle of~dimensionless!
radiusr̂. By this definition, even in the presence of absorp-
tion (AÞ0) and amplification by the mirror (KÞ1), if

FIG. 3. Effect of variation in radius of the time-reversal mirror forA5N
50 andsm53.5. Left column—axial propagation curves. Right column—
beam profiles in the image source plane.

FIG. 4. Effect of nonlinearity on the time-reversed field forA50.035 and
sm53.5. ~a! Axial propagation curves and~b! beam profiles in the image
source plane.
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propagation of both the incident and time-reversed fields is
linear (N50), and if the mirror is infinite in extent (rm

5`), the result obtained isQ51. ForNÞ0 andrmÞ`, the
value ofQ is expected to deviate from unity. Generally, the
extent to whichQ is less than unity indicates the degree to
which retargeting of the time-reversed field is less effective.
As shown later in this work, nonlinearity can also result in
values ofQ that are slightly in excess of unity. Note also that
whereas Eq.~10! describes the fraction of energy that is re-
targeted on a given surface, it does not account for how well
the structure of the incident field is reproduced by the time-
reversed field within the perimeter of this surface. The defi-
nition in Eq. ~10! is nevertheless adequate for our purposes.

For the case at hand, an unfocused source, it is conve-
nient to take the target surface to be the uniform circular
source itself, for whichr̂51 in Eqs. ~10! and ~11!, and
Winc( r̂)/Winc(`)51. Figure 7~a! shows the dependence ofQ
on N for the conditions in Figs. 4–6. The resultQ51 is not
obtained in the linear case,N50, because of the discrepancy
associated with reconstruction of an ideal step function, as
discussed earlier. Instead, we find that 98% of the energy in
the time-reversed field is retargeted on the source for this
case, because the discrepancy accounts for approximately
2% of the energy spilling over into the region outside the
source@this is the spillover indicated by the dashed line in
Fig. 4~b!#. The valueQ50.98 thus serves as the baseline for

linear theory, and the effect of increasingN is clearly ob-
served in Fig. 7~a!. ForN,1, virtually all available energy is
retargeted on the source. ForN.1, Q decreases almost lin-
early with N. The trend continues up toN58, the highest
value considered@not shown in Fig. 7~a!#. For N54, despite

FIG. 5. Harmonic beam profiles in the image source plane, for the same
parameters as in Fig. 4.

FIG. 6. Waveforms on the axis of the time-reversed field corresponding to
Fig. 4, ats51 ~left column! ands5p21 ~right column!.

FIG. 7. Quality factor for the time-reversed field corresponding to~a! Fig. 5
and ~b! right column of Fig. 3.
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the strong distortion of the beam profile observed in Fig. 4~b!
as a result of the advanced shock formation observed in Fig.
6, only 10% of the energy in the time-reversed field misses
the source.

The quality factor also quantifies the adverse effect as-
sociated with finite mirror radius. Specifically, Fig. 7~b! cor-
responds to the right column in Fig. 3, where beam patterns
are shown in the source plane forA5N50. For the maxi-
mum valuerm540 we haveQ50.98 in Fig. 7~b!, which is
the same value as in Fig. 7~a! for N50. It is seen that for the
geometry under consideration,Q decreases rapidly forrm

&20. This transition point may be understood in terms of the
far-field amplitude distribution of the incident beam for con-
stants:

D~r!5
J1~2r/s!

r/s
, ~12!

whereJ1 is the Bessel function of the first kind. The values
rm520 and sm53.5 yield 2rm /sm511.4, which is just
above the third zero of the Bessel function. Therefore, the
plateau region in Fig. 7~b!, Q*0.95, requires that the mirror
encompass at least the first two sidelobes of the incident
beam.

B. Focused incident beams

Here the source condition is taken to be Eq.~3!. Focused
sources are considered because reconstruction of the focal
region via time reversal bears comparison with localization

of energy on small scattering sites, and it is also relevant to
acoustic microscopy. Figure 8 displays rms pressures in the
time-reversed field~a! along the axis and~b! in the focal
plane for absorptionAf50.04, focusing gainG519, and
mirror located atsm53.5 with rm5`. These parameters
correspond to those of the experiments reported by Brysev
et al.,10 who used a source of radiusa57.5 mm and focal
length d539 mm radiating in water at frequencyf
56.23 MHz, with the mirror at distancezm5131 mm. Val-
ues of the nonlinearity parameter are varied fromNf50 ~lin-
ear! to Nf51 ~substantial shock formation!. As in Sec. III A,
small-signal propagation of the incident beam is assumed.
The slight increase in relative rms pressure at the focus for
smallNf , particularlyNf50.25, is due to the slightly higher
effective focusing gain of the harmonics generated in the
prefocal region. With further increase inNf , finite-amplitude
absorption reduces the relative amplitude at the focus, and
consequently the effective beamwidth at the focus is in-
creased.

The effectiveness of retargeting energy in the focal
plane as a function ofNf , with all other parameters the same
as in Fig. 8, is indicated by the quality factorQ in Fig. 9. The
target area is chosen to be the circle in the focal plane cor-
responding to the first null in the beam pattern predicted by
linear theory, such that r̂53.83/2G50.10 and
Winc( r̂)/Winc(`)50.84. ForNf50 we obtainQ51; the dis-
crepancyQ,1 encountered forN50 in Fig. 7~a! is not

FIG. 8. Effect of nonlinearity on the time-reversed field for a focused inci-
dent beam withG519, Af50.04, andsm53.5. ~a! Axial propagation
curves and~b! beam profiles in the image focal plane.

FIG. 9. Quality factor for the time-reversed field corresponding to Fig. 8~b!.

FIG. 10. Waveforms at the focus of the time-reversed field corresponding to
Fig. 8.
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observable in Fig. 9 because of the smoothness of the beam
profile in the focal plane. ForNf.0.2 the quality factor ex-
ceeds unity by 1%–2%, because of the nonlinear enhance-
ment of focusing discussed in relation to Fig. 8. The quality
of retargeting deteriorates rapidly forNf*0.5. Indeed, the
waveforms shown in Fig. 10 reveal that shock formation is
prominent at the focus forNf*0.5. The corresponding har-
monic profiles in the focal region are shown in Fig. 11.

IV. CONCLUSION

Provided shock formation does not occur, it was found
that nonlinear propagation effects in the time-reversed beam
do not significantly degrade reproduction of the incident
field. If shock formation does occur, further increase in am-
plification by the time-reversal mirror causes significant de-
terioration in the quality of field reproduction. Nevertheless,
even in the presence of shock formation, the ability of time
reversal to retarget most of the energy on the source or focal
region of the incident beam is found to be remarkably robust.
A potentially greater influence on accurate reproduction of
the incident field is the finite dimension of the aperture of the
time-reversal mirror.
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Blast noise propagation above a snow cover
Donald G. Alberta)

U.S. Army Cold Regions Research and Engineering Laboratory (USACRREL), 72 Lyme Road, Hanover,
New Hampshire 03755

Lars R. Holeb)

Norwegian Defence Construction Service, FBT/S, Oslo mil/Akerhus, 0015 Oslo, Norway

~Received 9 October 1998; revised 9 January 2001; accepted 8 February 2001!

A porous medium model of a snow cover, rather than a viscoelastic treatment, has been used to
simulate measured, horizontally traveling acoustic waveform propagation above a dry snow cover
11–20 cm thick. The waveforms were produced by explosions of 1-kg charges at propagation
distances of 100 to 1400 m. These waveforms, with a peak frequency around 30 Hz, show pulse
broadening effects similar to those previously seen for higher-frequency waves over shorter
propagation distances. A rigid-ice-frame porous medium~‘‘rigid-porous’’ ! impedance model, which
includes the effect of the pores within the snow but ignores any induced motion of the ice particles,
is shown to produce much better agreement with the measured waveforms compared with a
viscoelastic solid treatment of the snow cover. From the acoustic waveform modeling, the predicted
average snow cover depth of 18 cm and effective flow resistivities of 16–31 kPa s m22 agree with
snow pit observations and with previous acoustic measurements over snow. For propagation in the
upwind direction, the pulse broadening caused by the snow cover interaction is lessened, but the
overall amplitude decay is greater because of refraction of the blast waves. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1360240#

PACS numbers: 43.28.En, 43.28.Fp, 43.50.Pn, 43.50.Vt@LCS#

I. INTRODUCTION

Military training activities and firing ranges can produce
loud sounds that cause significant annoyance to civilian
populations. To minimize this annoyance, noise prediction
models are often used to schedule military activities during
periods when atmospheric and other environmental condi-
tions are favorable. However, a better understanding of en-
vironmental effects on sound propagation and predictive
models capable of including these effects are still needed.

A series of blast noise measurements has been con-
ducted in Norway to investigate the effects of forest vegeta-
tion, micro-meteorological conditions, and winter ground
conditions, and their temporal variations, on the propagation
of low-frequency impulse noise. The goal of these measure-
ments was to elucidate these environmental effects and to
provide data suitable for validating more realistic propaga-
tion models.1 In an earlier analysis of some of the Norwegian
experimental data, Hole2 used a Fast Field Program3 with a
viscoelastic ground to predict pulses for propagation dis-
tances up to 1400 m. Predictions of overpressure amplitudes
correlated well with experimental data in strongly upward
and downward refracting atmospheres when a wet, slushy
snow surface was present. However, the predicted ampli-
tudes and waveforms did not agree with the measured results
when a dry snow cover was present. In this paper, we ana-
lyze a subset of these measurements to examine the effect of
a snow cover on the blast waves. Our purpose here is to
determine whether a rigid-porous model of the snow can

predict the measured waveforms better than does the vis-
coelastic model.

Many authors have predicted blast overpressure as a
function of distance from the source,4,5 but there have been
fewer predictions of the entire waveform.6–9 Albert and
Orcutt10 compared predictions and measured waveforms for
short range propagation above a snow cover, and showed
that the rigid-frame porous model of Attenborough11 ~and its
low-frequency approximation! gave good agreement with the
large waveform changes that were observed. Subsequently,
the Attenborough model has been applied12 to similar mea-
surement data in an inversion process to find the snow pa-
rameters that control the acoustic effects of the snow cover.
This paper applies Attenborough’s ‘‘rigid-porous’’ ground
impedance model to predict waveforms at much longer dis-
tances and lower frequencies than were previously examined.

In the next section, we describe the measurements and
the experimental data. This is followed by a brief outline of
the theory of acoustic pulse propagation above a rigid-porous
medium and the waveform inversion method used to deter-
mine the snow parameters. The results of these theoretical
calculations are compared with the measurements, and con-
clusions are presented in the following sections.

II. FIELD EXPERIMENT

A. Description of site

Acoustic measurements were obtained on 22 February
1995 in an open field of pastureland at a site about 200 km
north of Oslo, Norway. Two measurement locations near the
north and south ends of the field were instrumented with
microphones. C4 explosive charges were detonated at vari-

a!Electronic mail: dalbert@crrel.usace.army.mil
b!Now at: Norwegian Defense Research Establishment~NDRE!, P.O. Box

25, N-2027 Kjeller, Norway; electronic mail: lrh@ffi.no
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ous distances between these measurement locations and digi-
tally recorded~Fig. 1!. The field was virtually flat, with a dry
snow cover about 0.1 to 0.2 m deep. Below the snow, there
was a frozen crust of soil, 0.5 m thick, which had very high
compressional wave speeds~around 3000 m s21!,13 and a
density of 2100 kg m23. Apart from this thin frozen layer,
conditions weresuperseismic; i.e., air pressure waves trav-
eled faster than seismic compressional body waves, which
had a typical speed of 300 m s21. Below the frozen soil crust,
the soil density was around 1600 kg m23.

B. Meteorological and snow conditions

Meteorological measurements were carried out using
tower-mounted instruments and a tethered balloon.14 During
the acoustic measurements, the average wind speed at 10 m
above ground was around 5 m s21, blowing approximately
from the south toward the north, so the south location re-
corded waveforms that had propagated upwind, while the
north location recorded waveforms that had propagated
downwind. The air temperature was around 0 °C. The atmo-
spheric sound velocity profile was almost constant with time
and height during the acoustic measurements. However, be-
cause of the influence of the wind, the value of the sound
velocity was 326 m s21 in the upwind direction~toward the
south! and 336 m s21 in the downwind direction~toward the

north! in Fig. 1. Figure 2 shows the meteorological condi-
tions during the acoustic measurements. Even though the
wind profiles are almost constant with height, the wind shear
close to the ground~which is not visible in Fig. 2! caused a
difference in propagation conditions for the two directions
studied. This will be described in Sec. IV.

Observations were made in two snow pits, concurrent
with the blast noise measurements.15,16 The total snow cover
thicknesses in the two pits were 18 and 16 cm. A hard snow
layer just above the ground surface was overlain by an ice
crust, and topped by a layer of newly fallen, partially broken
precipitation grains. The top layer was 5–6 cm thick, with
small grain sizes between 0.5 and 1 mm and a relatively low
density of 125 kg m23. Beneath this layer was a permeable
ice crust 1 cm thick. The lowest snow layer was 9–10 cm
thick with a density of 300–350 kg m23. The grain size in
this layer ranged from 1 to 4 mm, with rounded clusters and
mixed faceted grain types, indicating that some metamorpho-
sis was occurring. Beneath the snow and just above the soil
surface was a discontinuous ice layer at the bottom 1–2 cm
thick. Snow cover depths measured at other locations in the
field on the day of the blast tests ranged from 11 to 20.5 cm,
with most values between 14 and 16 cm.

C. Acoustical measurements

The Department of Applied Acoustics, University of
Salford, England, carried out the acoustical measurements.
We analyze only the acoustical data recorded using micro-
phones placed at the snow surface. Table I contains a de-
scription of acoustical instrumentation used at both locations.
~While the original data were recorded with a 20-kHz band-
width, the data analysis discussed later was conducted after
reducing the sampling rate to 2 kHz.! The reader is referred

FIG. 1. Plan view of the experimental layout. The orientation of the sensor
line is 341° true. Detonation height was 2 m, and the acoustic waveforms
were recorded using surface microphones at the 0~south, or upwind! and
1500 m~north, or downwind! locations.

FIG. 2. Meteorological conditions during the blast noise measurements, 22
February 1252–1308 UTC, measured by Tethersonde~Ref. 19!. The wind
speed was approximately 4–5 m s21 during the tests, and always blowing
approximately from the south along the detonation line.
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to papers in the Inter-noise’96 proceedings1,17–21 and in a
special issue of the Noise Control Engineering Journal for
further details on all these measurements.14,15,22–24

The experimental geometry is presented in Fig. 1. One
kg charges of C4 explosive2,25,26were detonated 2 m above
the surface along a line between the two acoustic measure-
ment stations, which were 1500 m apart. The blast wave-
forms for the downwind and upwind locations are shown in
Fig. 3. For both recording locations, the duration of the
waveforms increases as the propagation distance increases,
and the peak amplitude decreases with distance. The ampli-
tude decay is caused in part by spherical spreading of the
blast wave front, and in part by environmental effects, as will
be discussed below. The measured pulses have a broad fre-
quency content from about 10 to 100 Hz. For the source, the
central frequency for the 1-kg C4 detonations used here is
around 30 Hz, compared to a peak frequency of around 200
Hz for the blank pistol shots used in previous
measurements.10,12For the snow surface present during these
measurements, we observed that the highest frequencies

were quickly attenuated as the blast waves propagated.
The waveforms recorded at the downwind~north! loca-

tion last longer than those recorded at the upwind~south!
location, and they also exhibit small irregularities in their
early portions that do not appear in the upwind location
waveforms. Except for the shortest propagation distance
~100 m!, the north location waveforms also have higher peak
pressure amplitudes than those at the south location. These
differences with respect to propagation direction will be dis-
cussed below.

III. THEORY

A. Pulse waveform for a rigid-porous medium and
homogeneous atmosphere

Although a method of calculating pulse shapes based on
an empirical model of ground impedance27 has been devel-
oped 6–8,28 and works well for grass-covered ground, we
have included a more complicated, but physically based,
model of ground impedance in our calculations to give better
agreement with observed measurements for snow.10 This
model gives increased accuracy at low frequencies compared
to the empirical model. We briefly outline the procedure for
calculating theoretical acoustic pulse waveforms from a
known ~or assumed! surface. For a monofrequency source
~with frequencyv! in the air and a receiver on the surface,
the acoustic pressureP at a slant distancer away from the
source is given by

P

P0
5

eikr

r
~11Q!e2 ivt, ~1!

whereP0 is a reference source pressure,k is the wave num-
ber in air, andQ is the image source strength representing the
effect of the ground. At high frequencies (kr@1), Q can be
written as29–33

Q5RP1~12RP!F~w!, ~2!

whereRP is the plane wave reflection coefficient,F is the
boundary loss factor, andw is a numerical distance, all of
which depend on the specific impedanceZ(v) of the ground.
By determining the image source strengthQn at thenth fre-
quencyf n , the corresponding response amplitudeP̂n can be
written as:

P̂n5
P0

4pr
SnWn~11Qn!ei2p f nr /c, n50,1,2,...N21,

~3!

whereSn andWn represent the source and instrument effects
at thenth frequency andc is the speed of sound in air. An
inverse FFT,

Pm5
1

N (
n50

N21

P̂ne2 i2pmn/N, m50,1,2,...N21, ~4!

is used to construct theoretical pulse waveforms in the time
domain. An explicitly layered model of the ground must be
used to represent thin snow covers34 using~omitting the fre-
quency subscripts!

TABLE I. Acoustical instrumentation for each measurement location. Only
one channel, at 0 m height, was used in this paper.

Microphones 4 B&K, 4147
Preamplifiers 4 B&K, 2639
Recorders SONY PC 204 4-channel DAT
Analyzers 2 Oni Sokki
Bandwidth 0.6–20 000 Hz
Microphone heights 0, 2, 4, and 8 m

FIG. 3. Normalized blast waveforms experimentally observed by surface
microphones for 1-kg explosive charges detonated 2 m above the surface.
Although the propagation distances are the same for both observation loca-
tions, the waveforms recorded at the downwind location are longer than
those measured at the upwind location.
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Z5Z2

Z32 iZ2 tank2d

Z22 iZ3 tank2d
, ~5!

whered is the snow layer thickness,k2 is the wave number
in the snow layer, andZ2 andZ3 are the impedances of the
snow layer and substratum, respectively.35

The acoustic behavior of the soil or snow is specified by
the impedanceZ2 and wave numberk2 , which are used in
Eqs. ~5! and ~2! to find the theoretical waveform. We use
Attenborough’s four-parameter model of ground
impedance11 to calculate these parameters. The four input
parameters are the effective flow resistivitys, the porosity
V, the pore shape factor ratiosf , and the grain shape factor
n8. The snow depthd and the substrate properties are also
required in a layered model.

An exponentially decaying source pulseS(t) of the form

S~ t !5P1~12t/t1!e2t/t1 ~6!

is used as the starting waveform in all of the blast wave
calculations. In Eq.~6!, P1 is the positive peak overpressure,
t the time, andt1 the duration of the positive overpressure.
This pulse shape is sometimes known as a Friedlander wave-
form, and has been previously used in blast wave
calculations25,36,37and in the ANSI standard blast noise esti-
mation method.38 Values of P1555 kPa andt153.6 ms
were selected to represent the blast wave produced by a 1-kg
charge of C4 at a distance of 5 m,25 and all calculations
began with this source pulse. The waveform and spectrum of
the source are shown in Fig. 4.

B. Inversion technique

The acoustic pulse calculation method discussed in the
previous section can be used to calculate the pulse shape for
a C4 blast if the geometry~source and receiver heights and

propagation distance! and ground properties~parameters
needed for Attenborough’s rigid-porous ground impedance
model! are known. The calculation method assumes that the
atmosphere is homogeneous. The method can also be used in
a waveform inversion procedure to estimate the unknown
ground parameters that produce a measured waveform. In
this procedure, the geometry and some of the ground param-
eters~discussed below! are known and are fixed at a constant
value in the inversion calculations. Pulses are calculated us-
ing Eqs. ~1!–~6! using assumed starting values of the un-
known parameters, and the calculated waveforms are directly
compared with the observed waveforms.12 The unknown pa-
rameters are varied in a systematic way using an iterative
search procedure39 until good agreement is obtained.

For our rigid-porous medium calculations, the grain
shape factorn8 was set to 0.5, corresponding to spherical
grains, and the porosityV50.70 was determined from the
measured average density, 275 kg m23, of the entire snow
cover. We fixed the pore shape factor ratiosf at 0.8 for dry
snow.12 Parameters for the frozen soil12 beneath the snow
were fixed ats53000 kPa s m22, V50.27, sf50.73, and
n850.5. Only the effective flow resistivitys of the snow and
the snow depthd were varied in the inversion procedure.

Waveform inversion to determine the snow parameters
was performed independently for each source–receiver dis-
tance. We compared calculated and observed pulses using
time-aligned, normalized waveforms.

IV. RESULTS

The measured and automatically calculated waveforms
are compared in Fig. 5, and the snow parameters determined
from the inversion procedure are listed in Table II. In general

FIG. 4. Assumed source waveform~a! and its power spectrum~b! used in
the theoretical calculations.

FIG. 5. Observed~solid line! and predicted~dashed line! waveforms at the
snow surface, made using the rigid-porous medium model, for the down-
wind and upwind measurement locations. The source waveform used to
calculate the predicted waveforms appears at the bottom of the figure.
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there is good agreement, and the theoretical waveforms
match the measured waveform shapes and time duration.
These calculations show that a model with a rigid-porous
ground surface and a homogeneous atmosphere is sufficient
to explain the waveform elongation in the measured data.

Figure 6 compares the experimentally measured wave-
form for the downwind measurement location with the rigid-
porous snow cover calculations of this paper and with a Fast
Field Program~FFP! calculation, assuming a viscoelastic
ground surface, that did not take the dry snow cover into
account.2 The propagation distance was 1300 m. The im-
provement in the modeling accuracy using the porous treat-
ment of the snow is clear from this figure. Previous modeling
calculations2,40 have shown that no selection of parameters
for a viscoelastic model will be able to produce the correct
amount of waveform broadening shown by the measured
data.

The snow cover depths determined by the theoretical

waveform inversions have an average value of 1863 cm, in
agreement with the measured snow depths of 16 and 18 cm
at two widely spaced snow pits. The effective flow resistiv-
ities derived from the inversion are nearly constant for the
north downwind location, ranging between 16 and 31
kPa s m22. For the upwind location, the values are higher,
34–72 kPa s m22, and they seem to fluctuate randomly with
distance.

These results can be explained by the effects of the snow
cover and the wind. For the downwind location, the blast
waves tended to be refracted downward causing them to in-
teract strongly with the porous snow. While the refraction by
the wind tends to increase the wave amplitude, compared
with the case of a homogeneous atmosphere, the interaction
with the snow decreased the amplitude and elongated the
waveform. This pulse broadening leads to a low effective
flow resistivity in the inversion process. The inversion results
are constant with increasing propagation distance, as ex-
pected from the fairly uniform snow cover.

The pulse broadening observed at the upwind location
was less than at the downwind location, so the effective flow
resistivities determined by the waveform inversion procedure
are higher. Here, the propagation was upwind, so that the
waves tended to be refracted upward, away from the snow
surface. Although these waves interacted less with the snow
cover, they have lower peak pressure amplitudes because
some of the energy that was refracted upward never reaches
the microphone on the ground. The amplitudes, and the in-
version parameters, fluctuate more than for the downwind
waveforms because they are strongly affected by slight fluc-
tuations in the wind. The waveform and amplitude changes
in this case are caused by both the wind-generated refraction
and by snow cover interaction.

Single frequency Fast Field Program calculations pre-
sented in Fig. 7 demonstrate the effect of the wind shear
close to the ground. A viscoelastic ground surface with a
compressional wave velocity of 1500 m s21, shear wave ve-
locity of 1000 m s21, and density of 2000 kg m23 was used
in the calculations. The refractive effect of the wind shear for
a speed of 5 m s21 at 10 m height above the ground~Fig. 2!
was modeled first by setting the sound velocity in the calcu-
lations to 331 m s21 at the ground. Then the sound velocity
was smoothly varied to values of 336 m s21 for the down-
wind case and 326 m s21 for the upwind case.

The solid lines in Fig. 7 show the calculated difference
in transmission loss between the upwind and downwind di-
rections at 30, 50, and 100 Hz, and clearly demonstrate the
expected wind effect at these low frequencies. The circles in
Fig. 7 show the measured differences in the peak amplitudes
for the blast wave pulses. These measured~broadband! dif-
ferences are similar to the calculated values at 30 Hz corre-
sponding to the peak pulse frequencies. This figure shows
that the differences between the measured amplitudes in the
upwind and downwind directions can be attributed to the
wind effects.

The effective flow resistivities, 16–31 kPa s m22, deter-
mined for the snow cover for downwind propagation agree
with values determined from most previous pulse measure-
ments on seasonal snow.12,15,21

TABLE II. Waveform inversion results.

Range
~m!

Downwind location Upwind location

Effective flow
resistivity ~s!

kPa s m22
Snow depth

~cm!

Effective flow
resistivity ~s!

kPa s m22
Snow depth

~cm!

100 21 25 57 19
200 16 21 34 19
400 20 17 37 17
750 28 18 51 15

1100 29 18 37 15
1300 24 17 58 15
1400 31 18 72 14

FIG. 6. Comparison of the experimental waveform~solid line! at downwind
~north! measurement location, 1300 m from the source with a Fast Field
Program~FFP! calculation using a viscoelastic ground~dashed line, same
result as in Fig. 9 in Hole, Ref. 2!, and with the rigid-porous medium
calculations of this paper~dotted line!. All waveforms have been normal-
ized.
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Impedance tube measurements41 done the day after the
blast measurements gave relatively high values for the effec-
tive flow resistivity of 59–69 kPa s m22. However, rain had
fallen on the snow after the blast noise measurements, and
the warm air temperature overnight may have caused sub-
stantial changes in the snow structure by the time the imped-
ance tube measurements were conducted.

Note that in both the downwind and upwind cases, the
waveform inversion method uses a homogeneous atmo-
sphere and therefore attributes all of the observed waveform
shape changes to the snow cover properties only. There is no
difference in the actual snow cover properties in the upwind
and downwind directions, and the true flow resistivity should
be nearly uniform. The differences in the effective flow re-
sistivity values determined by this procedure arise from ig-
noring all of the atmospheric effects in the waveform inver-
sion calculations.

V. SUMMARY AND CONCLUDING REMARKS

Blast waves propagating in the upwind and downwind
directions above a dry snow cover exhibit pulse broadening
caused by wave interaction with the snow cover. By model-
ing the effect of the snow cover using a rigid-frame porous
medium model, the predicted pulse shapes are in much better
agreement with experimental results than are previously pub-
lished calculations using a Fast Field Program with a vis-
coelastic ground surface that did not take the dry snow cover
into account. These results indicate that a porous boundary
condition is required for correctly modeled sound propaga-
tion over snow.

Note added in proof: A database of the experimental
measurements from the Norwegian trials is available from
the second author. Additional analysis of the Norwegian data
appears in Ref. 42.
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I. INTRODUCTION

Since their invention in the 1960’s, sodars have been
widely used for acoustic remote sensing of the
atmosphere.1–3 Sodars allow one to measure the Doppler
shift Dv of the sound wave scattered by turbulence advected
with the mean wind, the time intervalDt of sound propaga-
tion from a sodar to the scattering volume and back to the
ground, and the intensity of the acoustic echo signal scat-
tered by atmospheric turbulence, which is proportional to the
sound-scattering cross sections. The first two measured
quantities enable one to retrieve a vertical profile of the wind
velocity vectorv(z). Here,z is the height above the ground.
The second and third measured quantities enable one to re-
trieve vertical profiles of the structure parameters of tempera-
ture and wind velocity fluctuations,CT

2(z) and Cv
2(z). This

remote sensing ofv, CT
2 , and Cv

2 can be affected by the
refraction of sound waves due to atmospheric stratification,
i.e., due to vertical profiles of the adiabatic sound speedc(z)
and wind velocity vectorv(z). The present paper focuses on
the effects of atmospheric stratification on remote sensing of
vertical profiles of wind velocity.

Georges and Clifford4 were the first to study these ef-
fects in detail. They formulated the main steps employed in
this study: derivation of a formula for the Doppler shiftDv
of a sound wave scattered at the heightzV by atmospheric
turbulence; rewriting the formula for the source–receiver
height; retrieving wind velocity vectorv from measured val-
ues ofDv; and estimation ofzV in a stratified moving atmo-
sphere. Most of the subsequent research in this field3,5–10has
been influenced by Ref. 4. For example, Refs. 5 and 7–10
employ formulas forDv obtained in Ref. 4 to study the

effects of sound refraction on monostatic and bistatic sound-
ing of v. In Ref. 6, formulas forDv are derived anew, how-
ever, by an approach suggested in Ref. 4. The effects of
sound refraction on systematic errors in retrieving wind ve-
locity and the paths of the emitted and scattered sound waves
in a stratified moving atmosphere were studied in Refs. 11
and 12, respectively.

Atmospheric stratification can also cause ‘‘off-axis’’ ar-
rival of a sound impulse scattered by turbulence at an
emitting–receiving antenna in the monostatic scheme. The
intensity of such a signal was studied in Ref. 13. Further-
more, measurements of the arrival angle of the scattered im-
pulse and time intervalDt of impulse propagation can pro-
vide information about the integral characteristics of vertical
profiles of wind velocity and temperature.4,14–16

Results obtained in Refs. 17 and 18 showed that the
sound-scattering cross sections in bistatic and monostatic
schemes of acoustic sounding of the atmosphere can be sig-
nificantly affected by vertical profiles ofc(z) and v(z).
Therefore, remote sensing ofCT

2 andCv
2 can also be signifi-

cantly affected by atmospheric stratification. For example, it
was shown18 that for moderate to strong wind conditions, the
direct retrieval ofCT

2 from the echo signal measured by
monostatic sodar may not be possible or may lead to signifi-
cant errors.

Studies of the effects of atmospheric stratification on
acoustic remote sensing of wind velocity profiles essentially
employ theories of sound propagation in moving media.
These theories are summarized in Ref. 19. The objective of
the present paper is to use these theories and approaches
developed in Refs. 17 and 18 to study the effects of atmo-
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spheric stratification on acoustic remote sensing of vertical
profiles of the wind velocity vector and to reconsider some
of the results obtained previously.

The paper is organized as follows. The geometry of
acoustic sounding in a stratified moving atmosphere is de-
scribed in Sec. II. This geometry is basically the same as in
Refs. 17 and 18. However, these references deal with the
sound-scattering cross section, while the present paper con-
siders remote sensing of wind velocity profiles. Section III
deals with a bistatic scheme of acoustic sounding. In this
section, a formula for the Doppler shiftDv of a sound wave
scattered by the turbulence advected with the mean wind is
derived, errors in retrieving wind velocity vectorv due to
ignoring atmospheric stratification are discussed, an ap-
proach for retrievingv in a stratified moving atmosphere is
proposed, and a formula for the heightzV at which v is
retrieved is obtained. The same issues, but for the case of
monostatic sounding, are considered in Sec. IV. In Sec. V,
the results obtained are summarized.

II. GEOMETRY OF THE PROBLEM

The geometry of the problem is shown in Fig. 1, which
is the same as Fig. 1 in Ref. 17. Thez axis of the Cartesian
coordinate systemR5(x,y,z) is directed upward, andr
5(x,y) are the horizontal coordinates. The source S and
receiver R are located at the heightz0 above the ground (z0

might be zero!. Both the source and receiver are sodars. The
source emits a monochromatic sound wave. The sound field
emitted by the source can be expressed as a Fourier integral
of plane waves. These plane waves radiate in a cone formed
by a radiation pattern of the source, are bent by refraction,
and are scattered by atmospheric turbulence within the scat-
tering volume V. The scattered waves are further refracted.
The receiver R receives scattered waves which propagate
into a cone of the receiver’s radiation pattern. Most sodars
have narrow radiation patterns of about 5 – 7°. Therefore, we
will calculate the Doppler shift for the plane wave which is
emitted in the direction of the axis of the source’s radiation

pattern and for the scattered wave which is received in the
direction of the axis of the receiver’s radiation pattern. The
refracted ray paths of these waves are shown in Fig. 1. Other
pairs of emitted and received plane waves that reach differ-
ent parts of the scattering volume have slightly different
Doppler shift. This results in Doppler broadening of the re-
ceived signal~e.g., Ref. 20!. For sufficiently narrow radiation
patterns of source and receiver, the Doppler broadening is
less than the Doppler shift. In what follows, we will ignore
Doppler broadening and consider only the average Doppler
shift.

The plane wave emitted by the source propagates in the
direction of the unit vectors0 ~shown in Fig. 1! which is
tangential to the ray path of this wave. The unit vectorn0 is
normal to the wavefront of the emitted wave and does not
coincide withs0 if the wind velocity at the sodar’s height is
not zero. It is convenient to expressn0 in the following form:
n05(e0 cosu0,sin u0), wheree0 cosu0 and sinu0 are, re-
spectively, the horizontal and vertical components of the
vectorn0. Furthermore,u0 is the grazing angle ofn0, ande0

is a horizontal unit vector in the azimuthal direction ofn0.
We assume that the atmosphere is horizontally stratified;

i.e., the mean adiabatic sound speedc(z) and the mean wind
velocity vectorv(z)5(u(z),w(z)) depend only onz. Here,u
andw are the horizontal and vertical components ofv. The
values ofc andv at the heightz0 are denoted byc0 andv0

5(u0 ,w0), and their values at the heightzV of the center of
the scattering volume V are denoted bycV and vV

5(uV ,wV).
The scattering volume V is formed as an intersection of

the radiation patterns of the source and receiver. We assume
that atmospheric turbulence is moving with the mean wind
velocity vV through the fixed scattering volume V. This
causes the frequency of the scattered wave to be different
from that of the emitted wave.

We also assume that the vertical scale of the scattering
volume V and the sound wavelengthl are less than the
vertical scale of variations inc(z) andv(z). This allows us
to introduce the regionD which includes V, wherec(z) and
v(z) can be considered constant and equal tocV andvV . In
D, the unit vector normal to the wavefront of the emitted
wave and the unit vector tangential to the ray path of this
wave are denoted bynV5(eV cosuV ,sinuV) and sV , and
those of the scattered wave are denoted bynV,s

5(eV,s cosuV,s,2sinuV,s) andsV,s ; near the receiver, the lat-
ter two unit vectors are denoted byn0,s5(e0,s cosu0,s ,
2sinu0,s) ands0,s . Here,eV , eV,s , ande0,s are the unit vec-
tors in the horizontal directions of the vectorsnV , nV,s , and
n0,s , respectively. Furthermore,uV , uV,s , and u0,s are the
grazing angles of the latter three vectors.

Figure 1 illustrates these quantities in a bistatic scheme
of acoustic sounding of the atmosphere. For monostatic
sounding, a receiver is combined with a source. One can
easily imagine this geometry if in Fig. 1 the source and re-
ceiver are located at one place. In this case, the ray paths of
the emitted and scattered waves do not coincide if there is
wind shear.

FIG. 1. Geometry of the problem. S is the source, R is the receiver, and V
is the scattering volume. Vectorss with different indexes are the unit vectors
in the direction of the ray paths of the emitted and scattered waves near the
source, scattering volume, and receiver. Vectorsn with different indexes are
unit vectors normal to the wavefront of these waves.

2683 2683J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Ostashev et al.: Acoustic sounding



III. BISTATIC SOUNDING

A. Doppler shift

Let v0 and k05k0n0 be the frequency and the wave
vector, respectively, of the emitted plane wave propagating
in the direction of the axis of the source’s radiation pattern at
the source’s height. In the ground-fixed coordinate systemK,
the sound pressure of this plane wave in regionD can be
written as

p~R,t !5AV exp~2 iv0t1 ikV•R!. ~1!

Here, kV5kVnV is the wave vector in regionD, which is
different from k0 due to refraction, andAV is the complex
amplitude of the emitted sound wave at the boundary of this
region. ~The exact values ofAV and the amplitude of the
scattered wave are not needed in derivation of a formula for
the Doppler shift.! In Eq. ~1!, v0 andkV are related by the
dispersion equation~e.g., Ref. 19!

v05kVcV1kV•vV . ~2!

In the coordinate systemK8 moving with the mean wind
velocity vV , the position vectorR85(x8,y8,z8) is related to
R by the Galilean transformation

R5R81vVt. ~3!

SubstitutingR from this formula into Eq.~1!, one obtains an
expression for the sound pressure of the emitted wave in the
coordinate systemK8 and in the regionD

p~R8,t !5AV exp~2 iv8t1 ikV•R8!, ~4!

wherev85v02kV•vV .
Since we assume that atmospheric turbulence is ad-

vected with the mean wind, temperature inhomogeneities are
not moving within the scattering volumeV in the coordinate
systemK8. The mean velocity of wind velocity fluctuations
is also zero inV andK8. However, due to variance of wind
velocity fluctuations, there is still some turbulence motion
within the scattering volume in the coordinate systemK8.
This motion results in Doppler broadening of the spectrum of
the scattered sound wave. We will ignore this broadening
because it is usually less than the Doppler shift. Thus, when
considering only the Doppler shift in the frequency of the
scattered wave, we can assume that within the scattering vol-
umeV and in the coordinate systemK8, atmospheric turbu-
lence is at rest. Because of this assumption, the frequency of
the scattered wave inK8 is the same as that of the emitted
wave, given by Eq.~4!.

Let kV,s5kV,snV,s be the wave vector of the scattered
wave in regionD. Then, the sound pressure of this wave in
K8 can be written as

ps~R8,t !5As exp~2 iv8t1 ikV,s•R8!. ~5!

Here,As is the complex amplitude of the scattered wave. In
Eq. ~5!, we use the Galilean transformation~3! to expressR8
in terms ofR. As a result, we obtain the sound pressure of
the scattered wave in the coordinate systemK and in the
regionD

ps~R,t !5As exp~2 ivst1 ikV,s•R!. ~6!

Here, vs5v81kV,s•vV is the frequency of the scattered
sound wave. The dispersion equation for the scattered wave
given by Eq.~6! can be written as

vs5kV,scV1kV,s•vV . ~7!

Near the receiver, the frequency and the wave vector of
the scattered wave arevs and k0,s5k0,sn0,s , respectively.
Substituting the value ofv8 into the equationvs5v8
1kV,s•vV , one obtains a formula for the frequency recorded
by the receiver

vs5v01~kV,s2kV!•vV . ~8!

This equation is also derived in Ref. 21. Our derivation of
Eq. ~8! is somewhat different from that in Ref. 21 and gives
us a relationship betweenkV and v0 and a relationship be-
tweenkV,s and vs ; see Eqs.~2! and ~7!, respectively. An-
other approach for deriving a formula forvs was used in
Ref. 4. Equation~5! from this reference coincides with Eq.
~8! to orderv/c but differs from this equation by terms of
order (v/c)2. The reason for this difference is explained in
the Appendix. Note that Eq.~5! from Ref. 4 and its conse-
quences were used in papers5,7–10for studies of the effects of
atmospheric stratification on acoustic remote sensing of wind
velocity.

In order to derive a formula for the Doppler shift, the
wave vectorskV,s andkV in Eq. ~8! should be expressed in
terms of the frequenciesvs andv0, respectively. Subtracting
Eq. ~2! from Eq. ~7! and taking into account Eq.~8!, one
finds that kV5kV,s . Therefore, Eq.~8! can be written as
Dv5kV(nV,s2nV)•vV . It can be shown from Eq.~2! that
kV5v0 /(cV1nV•vV). Substituting this value ofkV into the
formula for Dv, one obtains the following formula for the
Doppler shift in acoustic sounding of the atmosphere:

Dv

v0
5

~nV,s2nV!•vV /cV

11nV•vV /cV
. ~9!

Multiplying both sides of this formula by 11nV•vV /cV and
taking into account thatDv5vs2v0, one obtains another
form of a formula for the Doppler shift

Dv5~v0nV,s2vsnV!•vV /cV . ~10!

This formula coincides with Eq.~5.47! from Ref. 19, where
it was derived by a different approach. That approach em-
ploys a general formula for the Doppler effect in an inhomo-
geneous moving medium@see Eq.~5.43! from Ref. 19# and a
concept that moving turbulence can first be considered as a
receiver of the emitted wave, and then as a source for the
scattered wave. This general formula for the Doppler effect
was also considered elsewhere.22,23 Furthermore, note that a
formula for the Doppler shift in acoustic sounding of the
atmosphere obtained in Ref. 11@see Eq.~13! from that ref-
erence# contains terms proportional to*z0

zVv(z)dz, while Eqs.

~9! and ~10! do not contain such terms.

B. Doppler shift as observed near the ground

Equations~9! and ~10! contain the unit vectorsnV and
nV,s , which are determined near the scattering volumeV. It
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is desirable to express these vectors in terms of the unit vec-
tors n0 and n0,s , which are determined near the source and
receiver and can be measured experimentally.

In Eq. ~9!, we replace the vectorsnV , nV,s , andvV by
nV5(eV cosuV ,sinuV), nV,s5(eV,s cosuV,s,2sinuV,s), and

vV5(uV ,wV), respectively. Also, we denoteN5c0 /cV ,
whereN is the refractive index in a motionless atmosphere at
the heightzV . Finally, we take into account thateV5e0, and
eV,s5e0,s ~see, e.g., Refs. 17 and 19!. Then, Eq.~9! can be
written as

Dv

v0
5

~e0,s•uV /c0!cosuV,s2~e0•uV /c0!cosuV2b~sinuV,s1sinuV!

1/N1~e0•uV /c0!cosuV1b sinuV
, ~11!

whereb5wV /c0 is the vertical Mach number at the heightzV . Using results obtained in Ref. 17, we expressuV anduV,s in
terms ofu0 andu0,s , respectively

cosuV5
cosu0

N

12M1NbA~12M !22~N222b2!cos2u0

~12M !21b2 cos2u0

, ~12!

and

cosuV,s5
cosu0,s

N

12Ms2NbA~12Ms!
22~N222b2!cos2u0,s

~12Ms!
21b2 cos2u0,s

. ~13!

Here, M5(e0•(uV2u0)/c0)cosu0, and Ms5(e0,s•(uV

2u0)/c0)cosu0,s . In Eqs. ~12!, ~13!, and below, it is as-
sumed that the vertical component of velocity at the height
z0 is zero.

Equations~11!–~13! expressDv in terms ofvV andcV

and quantitiesu0 , c0 , cosu0, cosu0,s , e0, ande0,s that can be
measured near the source and the receiver. These equations
are valid to any order inv/c. If cV is known, andDv is
measured experimentally, Eqs.~11!–~13! can, in principle,
be used to retrieve the value ofvV .

However, these equations are rather involved. Therefore,
it is worthwhile to obtain a simpler, approximate formula for
Dv and a simpler approach for retrievingvV . In order to do
these, we introduce a parametere5max(v/c0,uc̃u/c0), where
c̃5c2c0 is the deviation of the adiabatic sound speed from
its value at the heightz0. In the atmosphere up to 1 – 2 km,e
is always a small parameter. It follows from Eqs.~12! and
~13! that

cosuV5@12~N21!1M1b sinu0# cosu01O~e2!,
~14!

and

cosuV,s5@12~N21!1Ms2b sinu0,s#cosu0,s1O~e2!.
~15!

Substituting these values ofuV and uV,s into Eq. ~11!
and neglecting terms of ordere3, one obtains the desired,
approximate formula for the Doppler shift

Dv

v0
5~n0,s2n0!•vV /c01~DvV!b /c01O~e3!, ~16!

where (DvV)b is given by

~DvV!b5c0H M̃ s~Ms2M̃ !1M̃ ~M̃2M !1bF2~N21!

3S 1

sinu0
1

1

sinu0,s
D1~M̃2M̃ s!

3~sinu01sinu0,s!1Ms

cos2u0,s

sinu0,s
1M

cos2u0

sinu0
G

1b2~sinu01sinu0,s!sinu0,sJ . ~17!

Here, M̃5(e0•uV /c0)cosu0, and M̃ s5(e0,s•uV /c0)cosu0,s .
Note thatM̃5M , and M̃ s5Ms if u050. The first term on
the right-hand side of Eq.~16! can be written as

~n0,s2n0!•vV /c05~e0,s•uV /c0!cosu0,s2~e0•uV /c0!cosu0

2b~sinu01sinu0,s!. ~18!

This term is proportional tov and is of ordere. The second
term on the right-hand side of Eq.~16!, (DvV)b /c0, is a sum
of all terms proportional toe2. This term is ignored in a
standard technique for retrieving a vertical profile of the
wind velocity vector.

In the standard technique, the Doppler shiftDv and the
time interval Dt of the echo signal propagation from the
source to the scattering volume and from the scattering vol-
ume to the receiver are measured for different values of the
unit vectorsn0 andn0,s . Then, the value of the wind velocity
vector is retrieved from a formula for the Doppler shift
where terms of ordere2 are ignored~e.g., Ref. 15!

Dv

v0
5~n0,s2n0!•vV

(0)/c0 . ~19!

Here, the superscript (0) atvV indicates that terms of order
e2 are ignored. The retrieved value ofvV

(0) is the value of the
wind velocity vector at the heightzV of the scattering vol-
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ume. This height can be found by using the measured values
of Dt. If sound refraction is ignored, the height of the scat-
tering volume is

zV
(0)5z01

c0 Dt

1/sinu011/sinu0,s
1O~e!. ~20!

Here, the superscript (0) atzV indicates that terms of ordere
are ignored. Thus, in the standard technique, the use of Eqs.
~19! and ~20! allows one to retrieve the vertical profile
vV

(0)(zV
(0)).

Equation~16! is a more accurate formula for the Dop-
pler shift than Eq.~19!. Subtracting Eq.~19! from Eq. ~16!,
one obtains

~DvV!b5~n0,s2n0!•~vV
(0)2vV!. ~21!

It follows from this formula that (DvV)b can be interpreted
as an error in retrieving the wind velocity component in the
direction of the vector (n0,s2n0) due to the omission of
terms of ordere2. It also follows from Eq.~21! that vV

5vV
(0)1b, whereb;O(e2). We substitute this formula for

vV into Eq. ~17!. In the resulting equation, terms containing
the vectorb are of ordere3 or e4 and can be ignored. Thus,
in Eq. ~17!, vV can be replaced byvV

(0) to ordere2, i.e., to the
same order to which Eq.~16! is derived.

C. Analysis

Let us numerically study an error in retrievingvV due to
the omission of terms of ordere2. We shall assume thatu0

50. Furthermore, we assume that the vectorsuV , e0, ande0,s

lie in one vertical plane, and thate0•uV5uV , and e0,s•uV

5uV . Finally, let c05340 m/s, andcV5339 m/s.

For the considered case and with the use of Eq.~18!, Eq.
~16! can be written as

Dv

v0
5

1

c0
@uV~cosu0,s2cosu0!2wV~sinu0,s1sinu0!

1~DuV!b!] 1O~e3!. ~22!

Suppose thatwV is known. Also, let us factor out the term
( cosu0,s2cosu0) from the square brackets in Eq.~22!. Then,
the third term in the square brackets of the equation obtained,
which we denote as (DuV)b , is equal to (DuV)b

5(DvV)b /( cosu0,s2cosu0). This term can be interpreted as
an error in measuringuV if terms of ordere2 are ignored.

The dependence of (DuV)b on uV , calculated with the
use of Eq.~17!, is shown in Fig. 2 for three pairs of the
values of the grazing angles of the emitted and scattered
waves: u0590° and u0,s540° ~solid lines!; u0545° and
u0,s570° ~dashed lines!; and u0560° andu0,s590° ~dash-
dotted lines!. For each pair of the grazing angles, (DuV)b is
calculated for the case when the vertical wind velocitywV

51 m/s and for the case whenwV521 m/s. These cases are
marked by numbers11 or 21 above the lines.

Instrumentation error and accuracy in measuring hori-
zontal and vertical components of wind velocity vector by
sodars can be as low as 0.1– 0.3 m/s.3,6,11,24It follows from
Fig. 2 that for the first two pairs of the grazing angles of the
emitted and scattered waves, which correspond to the solid
and dashed lines (DuV)b can be greater than 0.1– 0.3 m/s. In
this case, the term (DvV)b on the right-hand side of Eq.~16!
should be taken into account when retrieving the wind ve-
locity vector vV . This can be done by the following ap-
proach, which is similar to that proposed in Ref. 4. First, we
use the standard technique for retrieving the wind velocity

FIG. 2. Error (DuV)b in measuring
horizontal wind velocity versus the
value of this velocityuV for bistatic
sounding. Solid lines correspond to the
case u0590° and u0,s540°; dashed
lines to u0545° and u0,s570°; and
dash-dotted lines tou0560° andu0,s

590°. The value of vertical wind ve-
locity wV in m/s is indicated above the
lines.
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vectorvV
(0) . Then, the obtained value ofvV

(0) is used to cal-
culate (DvV)b , as explained at the end of the previous sub-
section.~We assume that the value ofcV is known.! Finally,
the value ofvV is retrieved by using Eq.~16! whereDv and
(DvV)b are known. This approach allows us to account for
terms of ordere2 when retrievingvV .

The described approach for retrievingvV is straightfor-
ward and easy to employ. However, it should be noted that
for two geometries of bistatic acoustic sounding, the term
(DvV)b is small and might be ignored. For the first geometry,
u0,s590°, and for the second,e0,s cosu0,s5e0 cosu0. For
both geometries, the first term on the right-hand side of Eq.
~17! vanishes. The second term is also zero ifu050. The
other terms on the right-hand side of Eq.~17! are propor-
tional to the vertical Mach numberb and are rather small,
since in the atmospherew!u almost always. Thus, for the
two geometries, the term (DvV)b can be rather small. For
example, the dash-dotted lines in Fig. 2, corresponding to the
caseu0,s590°, show that an error in retrievinguV is less
than or of the order of 0.1 m/s.

The casee0,s cosu0,s5e0 cosu0 also allows us to mea-
sure the vertical component of velocity,wV , more accu-
rately. Indeed, in this case, the first term on the right-hand
side of Eq. ~16! is equal to2b(sinu01sinu0,s). @This is
clearly seen from Eq.~18!.# Furthermore, for this case
(DvV)b;be, provided thatu050. Therefore, the first term
on the right-hand side of Eq.~16!, 2b(sinu01sinu0,s), is
much greater than (DvV)b . This enables one to reliably re-
trieve b.

We have also numerically studied the effects of values
of cV on the (DvV)b . The results obtained show that ifcV

varies from61 to 63 m/s, the value of (DvV)b remains
practically unchanged.

D. Height of the scattering volume

In acoustic sounding of wind velocityvV , one also
needs to retrieve the heightzV at which vV is measured. In
this subsection, we derive a formula forzV which accounts
for sound refraction due to atmospheric stratification.

Let C be the eikonal of a sound wave in a stratified
moving atmosphere. It follows from Ref. 19@see Eq.~3.59!
from this reference# that

C5C (0)1
v

k(0)Ez1

z2~v2a•u!c2wx6

~c22w2!x6
dz. ~23!

Here,z1 andz2 are initial and final heights of the ray path,
C (0) is the value of the eikonal at the beginning of the ray
path~i.e., atz5z1), v is the frequency of a sound wave,k(0)

is a reference value of the wave number,a is the horizontal
component of the wave vector~the vectora remains constant
as a plane sound wave propagates in a stratified atmosphere!,
andx6 is given by

x656A~v2a•u!22~c22w2!a2. ~24!

The plus sign in this equation corresponds to a wave propa-
gating upward, and the minus sign corresponds to a wave
propagating downward.

The time intervalDt12 of sound propagation from the
heightz1 to the heightz2 is related toC by ~see Ref. 19, Sec.
3.3.2!

Dt125~C2C (0)!/c(0), ~25!

where c(0) is the reference value of the adiabatic sound
speed.

We now use Eqs.~23!, ~24!, and~25! to obtain the time
interval Dt0 of sound propagation from the source to the
scattering volume for the geometry in Fig. 1. For this case in
these equations,v should be replaced by the frequency of
the emitted wavev0 ; k(0) by k0 ; c(0) by c0 ; z1 by z0 ; z2 by
zV ; x6 by x1; and a by a0, where a0 is the horizontal
component of the vectork0. Also, v0 is replaced by its value
from the dispersion equation at the source’s height:v0

5k0c01a0•u0. As a result, we have

Dt05
k0c01a0•u0

k0c0
E

z0

zV~k0c02a0•~u2u0!!c2wx1

~c22w2!x1
dz.

~26!

We divide the numerator and denominator of the integrand in
this equation byk0c. We also take into account a relation-
ship: a0 /k05e0 cosu0. @This relationship can be obtained by
equating two representations of the vectorn0 : n0

5(e0 cosu0,sinu0) andn05(a0 /k0 ,q0 /k0), whereq0 is the
vertical component of the wave vectork0.# As a result, one
obtains the following formula forDt0:

Dt05@11~e0•u0 /c0!cosu0#

3E
z0

zVc02e0•~u2u0!cosu02wQ0

~c22w2!Q0

dz, ~27!

whereQ05x1/(k0c) is given by

Q05AS c0

c
2

e0•~u2u0!

c
cosu0D 2

2S 12
w2

c2 D cos2u0.

~28!

Analogously, we obtain the time intervalDts of sound
propagation from the scattering volume to the receiver. For
this case in Eqs.~23!, ~24!, and ~25!, v should be replaced
by vs ; k(0) by k0,s ; c(0) by c0 ; z1 by zV ; z2 by z0 ; x6 by
x2; anda by a0,s , wherea0,s is the horizontal component of
the vectork0,s . Also we replacevs by its value from the
dispersion equation for the scattered wave at the receiver’s
height:vs5k0,sc01a0,s•u0. Finally, we use the relationship:
a0,s /k0,s5e0,s cosu0,s , which can be obtained from:n0,s

5(e0,s cosu0,s ,2sinu0,s)5(a0,s /k0,s ,q0,s /k0,s), whereq0,s is
the vertical component ofk0,s . As a result, we have

Dts5@11~e0,s•u0 /c0!cosu0,s#

3E
z0

zVc02e0,s•~u1u0!cosu0,s1wQ0,s

~c22w2!Q0,s

dz, ~29!

whereQ0,s is given by
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Q0,s

5AS c0

c
2

e0,s•~u2u0!

c
cosu0,sD 2

2S 12
w2

c2 D cos2u0,s.

~30!

The total time intervalDt of sound propagation from the
source to the receiver is

Dt5Dt01Dts . ~31!

Substitution ofDt0 andDts from Eqs.~27! and~29! into Eq.
~31! results in an integral equation forzV . In principle, this
integral equation can be solved numerically forzV .

However, this approach is rather involved. It is worth-
while to obtain an approximate solution forzV where terms
of ordere are retained. DevelopingDt0 andQ0 in series ine
and substituting the obtained value ofQ0 into Eq. ~27!, one
obtains

Dt05
zV2z0

c0 sinu0
F12

e0•u0

c0

cosu0 cos~2u0!

sin2u0

2jsinu0

1h
cos~2u0!

sin2u0

1e0•m
cos3u0

sin2u0
G1O~e2!. ~32!

Here,h, j, andm are the mean values ofc̃, w, andu be-
tweenz0 andzV

h5
1

zV2z0
E

z0

zV c̃~z!

c0
dz, j5

1

zV2z0
E

z0

zV w~z!

c0
dz,

~33!

m5
1

zV2z0
E

z0

zV u~z!

c0
dz.

In Eq. ~33!, zV and v(z) can be approximately replaced by
zV

(0) , andv(0)(zV
(0)). This approximation ignores terms of or-

der e2, which are neglected on the right-hand side of Eq.
~32!. The values ofh, j, andm after these substitutions are
denoted ash (0), j (0), andm(0)

h (0)5
1

zV
(0)2z0

E
z0

zV
(0) c̃

c0
dz, j (0)5

1

zV
(0)2z0

E
z0

zV
(0) w(0)

c0
dz,

~34!

m(0)5
1

zV
(0)2z0

E
z0

zV
(0) u(0)

c0
dz.

Analogously, developingDts andQ0,s in series ine, one
obtains

Dts5
zV2z0

c0 sinu0,s
F12

e0,s•u0

c0

cosu0,s cos~2u0,s!

sin2u0,s

1jsinu0,s1h
cos~2u0,s!

sin2u0,s

1e0,s•m
cos3u0,s

sin2u0,s
G

1O~e2!. ~35!

In this equation,h, j, andm can also be replaced byh (0),
j (0), andm(0).

We now substitute the obtained values ofDt0 and Dts

given by Eqs.~32! and ~35! into Eq. ~31!. Furthermore, we
replaceh, j, and m by h (0), j (0), and m(0), respectively.
Solving the resulting equation forzV yields

zV5z01
c0 Dt

1/sinu011/sinu0,s
1~DzV!b1O~e2!. ~36!

Here, (DzV)b is a sum of all terms proportional toe

~DzV!b5
c0 Dt

~1/sinu011/sinu0,s!
2 Fu0

c0
•S e0

cosu0 cos~2u0!

sin3u0

1e0,s

cosu0,s cos~2u0,s!

sin3u0,s
D 2h (0)S cos~2u0!

sin3u0

1
cos~2u0,s!

sin3u0,s
D 2m(0)

•~e0cot3u01e0,scot3u0,s!G .

~37!

If ( DzV)b is ignored, Eq.~36! coincides with Eq.~20!, which
is used in the standard technique of acoustic sounding to
retrieve the heightzV at which wind velocity is measured.
Equations~36! and ~37! allow us to more accurately calcu-
latezV by accounting for sound refraction in a stratified mov-
ing atmosphere. To calculate (DzV)b , one needs to know
vV

(0)(zV
(0)) ~which can be retrieved by the standard technique!,

Dt and c(z). Note that a formula for (DzV)b was also de-
rived in Ref. 12 @see Eq.~14! from that reference#. This
formula for (DzV)b is expressed in terms of parameters
which differ from those in Eq.~37!, and contains not only
terms of ordere, but also higher order terms ine.

Let m(0) be parallel toe05e0,s , c(z)5c05340 m/s,
u05u0,s545°, zV

(0)5600 m, u050, uV518 m/s, and wind
velocity be linearly increasing with height. Then, it can be
shown from Eq.~37! that (DzV)b5211.2 m.

IV. MONOSTATIC SOUNDING

The principal difference of monostatic sounding from
bistatic is that the values ofu0,s and e0,s , determining the
direction of propagation of the scattered wave near the re-
ceiver which is combined with the source, are no longer
independent fromu0 ande0. Indeed, if there is no wind shear
in the atmosphere, the ray path of the scattered wave is the
same as that of the emitted wave, and the following equali-
ties hold:u0,s5u0, ande0,s52e0. In the presence of wind
shear, the ray paths of the emitted and scattered waves do not
coincide, andu0,s ande0,s can be expressed in terms ofu0 ,
e0, and vertical profilesc(z) and v(z). Therefore, in the
theory of monostatic sounding, one needs first to findu0,s

and e0,s . Then,u0,s and e0,s should be substituted into Eqs.
~11!, ~16!, and~36! for the Doppler shiftDv and the height
zV . This results in formulas forDv and zV for monostatic
sounding, which are presented below.

A. Formulas for u0,s and e0,s

In order to findu0,s ande0,s , one can write an equation
for the horizontal displacementr0 of the ray path of the
emitted wave from a sodar to the scattering volume and an
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equation for the horizontal displacementr s of the scattered
wave from the scattering volume to the sodar. Equatingr0

and2r s yields the following equation:

E
z0

zVH e0 cosu01

Fc0

c
2

e0•~u2u0!

c
cosu02

wQ0

c G u

c

12w2/c2
J dz

Q0

52E
z0

zVH e0,s cosu0,s

1

Fc0

c
2

e0,s•~u2u0!

c
cosu0,s1

wQ0,s

c G u

c

12w2/c2
J dz

Q0,s
.

~38!

A detailed derivation of Eq.~38! is given elsewhere.18 This
equation is valid to any order inv/c0. Equation~38! can be
numerically solved foru0,s ande0,s if u0 , e0 , c(z), andv(z)
are known. Then, Eqs.~11!–~13! allow us to calculate the
Doppler shiftDv to any order inv/c0.

It is worthwhile to obtain an approximate solution of Eq.
~38! by making use of the small parametere. Let us decom-
pose the integrands on the left- and right-hand side of Eq.
~38! into the series ine. Retaining terms of ordere, we
obtain

e0 cosu0

sinu0
1

m

sinu0
1

e0@e0•~m2u0 /c0!# cos2u0

sin3u0

1
e0h cosu0

sin3u0

52
e0,s cosu0,s

sinu0,s
2

m

sinu0,s

2
e0,s@e0,s•~m2u0 /c0!# cos2u0,s

sin3u0,s

2
e0,sh cosu0,s

sin3u0,s

1O~e2!. ~39!

It can be shown from Eq.~39! that

cosu0,s5 cosu01O~v/c!, e0,s52e01O~v/c!. ~40!

These relationships allow us to replaceu0,s , ande0,s by u0

and2e0 in the second, third, and fourth terms on the right-
hand side of Eq.~39!, to orderO(e2). The resulting equation
can be written as

e0,s cosu0,s

sinu0,s
52

e0 cosu0

sinu0
2

2m

sinu0

2
2e0@e0•~m2u0 /c0!# cos2u0

sin3u0

1O~e2!.

~41!

Squaring both sides of Eq.~41! and solving this equation for
cosu0,s , yields

cosu0,s5 cosu012e0•m22~e0•u0 /c0!cos2u01O~e2!.
~42!

Substituting the value of cosu0,s given by this equation into
Eq. ~41!, one obtains

e0,s52e01~2/ cosu0!@e0~e0•m!2m#1O~e2! . ~43!

Thus, Eqs.~42! and~43! give us approximate analytical for-
mulas for the grazing angleu0,s and the unit vectore0,s which
determine the direction of propagation of the scattered wave
near the sodar. For the particular casew50 andu050, these
equations were presented without derivation elsewhere.18

B. Formula for Doppler shift

Using Eq. ~40!, it can be shown thatMs52M

1O(v/c), andM̃s52M̃1O(v/c). We substitute these re-
lationships and Eqs.~42! and~43! into Eq. ~16! for the Dop-
pler shift Dv. Retaining terms of ordere ande2, we obtain
a desired, approximate formula for the Doppler shift

Dv

2v0
52n0•vV /c01~DvV!m /c01O~e3!. ~44!

Here, (DvV)m is a sum of terms of ordere2

~DvV!m5c0F M̃22
m•uV

c0
1

e0•u0

c0
M̃ cosu0

1bS 2
N21

sinu0
12M̃sinu01e0•m cotu0

2
e0•u0

c0
cotu0 cos2u0D1b2 sin2u0G . ~45!

Equation~44! coincides with Eq.~21! from Ref. 5 to order
v/c but differs from this equation to terms of ordere2. This
difference can be explained by the fact that Eq.~21! from
Ref. 5 was derived from Eq.~5! in Ref. 4 which differs from
Eq. ~8! to terms of ordere2. A formula for the Doppler shift
that is used in the standard technique of retrieving the wind
velocity vector ignores the term (DvV)m in Eq. ~44!

Dv

2v0
52n0•vV

(0)/c0 . ~46!

Here, the vectorvV
(0) has the same physical meaning as that

in Sec. III. In the standard technique, the height of the scat-
tering volumezV

(0) is given by Eq.~20!, whereu0,s5u0.
Subtracting Eqs.~44! and ~46!, one obtains (DvV)m

52n0•(vV
(0)2vV). It follows from this equation that

(DvV)m can be interpreted as an error in retrieving the wind
velocity component in the direction of the vector2n0 due to
omitting terms of ordere2. It also follows from this equation
thatvV5vV

(0)1O(e2). As in Sec. III, this relationship allows
us to replacevV andm in Eq. ~45! by vV

(0) andm(0).
Let us numerically study the error in retrieving the wind

velocity vector due to omitting terms of ordere2. We assume
that the vectorse0 , uV , andm lie in one vertical plane;e0

•uV5uV , e0•m5m, andm•uV5muV ; the horizontal wind
velocity u(z) varies linearly fromz0 to zV ; u050; c0

5340 m/s; andcV5339 m/s. For the considered case, Eq.
~44! can be written as

2689 2689J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Ostashev et al.: Acoustic sounding



Dv

2v0
52

1

c0
@uV cosu01wV sinu02~DvV!m#1O~e3!.

~47!

In this equation, factor out cosu0 from the square brackets.
Then, the third term in the square brackets,
2(DvV)m / cosu0, which we denote as (DuV)m , can be in-
terpreted as the error in retrieving the horizontal wind veloc-
ity due to omitting terms of ordere2. This term is plotted in
Fig. 3 versus the horizontal wind velocityuV for different
values of the grazing angle of the emitted wave:u0530°
~solid lines!; u0550° ~dashed lines!; and u0570° ~dash-
dotted lines!. The numbers11 and21 above the lines in-
dicate the value ofwV in m/s. It follows from Fig. 3 that
(DuV)m can be greater than instrumentation error in measur-
ing the wind velocity.

Thus, when retrieving the wind velocity vector, it is de-
sirable to take into account the term (DvV)m in Eq. ~44!.
This can be done by the same approach as in Sec. III.

Vertically pointed sodars can be used to measurewV . In
this case in Eq.~47!, u0590°, the term proportional touV

vanishes, and (DvV)m can be interpreted as an error in mea-
suringwV due to omitting terms of ordere2. The dotted line
in Fig. 3 shows (DvV)m vs uV for wV50.3 m/s. It is clearly
seen that the error in retrieving the vertical wind velocity can
become greater than the value ofwV . However, the error in
retrieving wV can be significantly decreased if in Eq.~44!,
the term (DvV)m is accounted for as described in Sec. III.
Note that although Refs. 7 and 8 used approximate formulas
for the Doppler shift, they came up with a similar conclusion
that measurements of vertical wind velocity by vertically
pointed monostatic sodars can be significantly affected by
wind shear.

C. Height of the scattering volume

Substituting the values ofu0,s ande0,s given by Eqs.~42!
and ~43! into Eqs. ~36! and ~37!, we obtain the following
formula for the height of the scattering volume:

zV5z01~1/2!c0Dt sinu01~DzV!m1O~e2!. ~48!

Here, (DzV)m is a sum of all terms proportional toe

~DzV!m5~1/2!c0DtS e0•u0

c0

cos3u0

sinu0
2e0•m(0)cot u 0

2h (0)
cos~2u0!

sinu0
D . ~49!

Note that a sum of the first two terms on the right-hand side
of Eq. ~48! is equal tozV

(0) . Equations~48! and~49! allow us
to calculate (DzV)m provided thatc(z) is known,Dt is mea-
sured, andvV

(0)(zV
(0)) is retrieved by the standard technique.

The effects of atmospheric stratification on the heightzV

of sound scattering were also studied in Refs. 6 and 12. In
the first of these references, a formula for the refraction cor-
rectionDz to this height was derived, see Eq.~17! from Ref.
6. This formula is expressed in terms of the time intervalDt0

of sound propagation from a sodar to the scattering volume
and, therefore, is different from Eq.~49! of the present paper,
which is written in terms ofDt. Note thatDt0 cannot be
measured experimentally, whileDt can. Combining Eq.~17!
for Dz from Ref. 6 with the preceding equation forDt0, one
obtains a formula which coincides with Eq.~32! from the
present paper ifu050. In Ref. 12 a formula for (DzV)m was
derived @see Eqs.~10! and ~8! from that reference#. It is
mentioned in Ref. 12 that this formula coincides with the
corresponding formula from Ref. 6 ifu050. However, we

FIG. 3. Error in measuring wind ve-
locity versus the value of the horizon-
tal wind velocity uV for monostatic
sounding. Solid, dashed, and dash-
dotted lines are the errors (DuV)m in
retrieving the horizontal wind velocity
for the casesu0530°, u0550°, and
u0570°, respectively. The value of
the vertical wind velocity in m/s is in-
dicated above the lines. The dotted
line is the error in retrieving the verti-
cal wind velocity forwV50.3 m/s.
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were not able to obtain such a coincidence. Also, it is not
clear whether cosa in Eq. ~8! and tana in Eq. ~10! from Ref.
12 are in the denominators or numerators of the correspond-
ing terms. If they are in the numerators, the formula for
(DzV)m in Ref. 12 coincides with Eq.~49! from the present
paper.

V. CONCLUSIONS

The theory of bistatic and monostatic acoustic sounding
of a vertical profile of the wind velocity vector in a stratified
moving atmosphere is developed. The theory is based on
results presented in Refs. 17–19 and uses main steps sug-
gested in Ref. 4. Equations~11!, ~16!, and~44! for the Dop-
pler shift Dv and Eq.~36! for the heightzV at which the
wind velocity is measured are new results obtained in the
present paper.

For the case of bistatic sounding, a formula~9! for the
Doppler shiftDv of the scattered wave at the heightzV of
the scattering volume is derived. Then, this formula is rewrit-
ten in terms of quantities that can be measured at source and
receiver; see Eqs.~11!–~13!. Finally, the latter formula for
Dv is simplified by accounting only for leading terms due to
sound refraction caused by atmospheric stratification. The
resulting formula~16! for the Doppler shiftDv is used to
study the effects of atmospheric stratification on retrieving
the wind velocity vectorvV from the measured values ofDv.
Atmospheric stratification is usually ignored in such retriev-
als. It is shown that the errors in retrievingvV due to ignoring
effects of atmospheric stratification can be of order of 1 m/s
and can be greater than instrumentation error in retrieving
vV . Specific geometries of bistatic sounding are revealed for
which the effects of atmospheric stratification on remote
sensing of horizontal and vertical components of wind veloc-
ity are relatively small. Equation~36! for the heightzV at
which vV is measured is derived, which accounts for sound
refraction in a stratified moving atmosphere. Approaches are
proposed which take into account the effects of atmospheric
stratification when retrievingvV and zV from the measured
values of the Doppler shift and the time interval of impulse
propagation in the bistatic scheme.

The theory of monostatic sounding ofvV(zV) in a strati-
fied moving atmosphere is developed analogously to that of
bistatic sounding. Equation~44! for the Doppler shift in
monostatic sounding of the atmosphere takes into account
leading terms due to atmospheric stratification. Ignoring
these terms may result in errors of more than 1 m/s in re-
trieving the horizontal wind velocity. Equation~48! gives the
height zV of the scattering volume in a stratified moving
atmosphere.
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APPENDIX: COMPARISON OF EQ. „8… WITH EQ. „5…
FROM REF. 4

In Ref. 4, a formula for the Doppler shift is written in
the following form:

Dv52
]

]tEP(t)
k•s dz. ~A1!

Here, the integration is over the time-dependent ray path
P(t) which is a sum of a path from the source to a point
turbulent eddy moving with the velocityvV within the scat-
tering volumeV and a path from this eddy to the receiver
~see Fig. 1 from Ref. 4!. The eddy scatters the sound wave
emitted by the source. In Eq.~A1!, k ands depend on timet
since the eddy is moving. In Ref. 4,k and s were approxi-
mately assumed to be independent oft for the case whenc
andv do not depend on time. As a result of this assumption,
the following formula for the Doppler shift was obtained@see
Eq. ~5! from Ref. 4#:

Dv5~kV,s•sV,s!~vV•sV,s!2~kV•sV!~vV•sV!. ~A2!

This formula differs from Eq.~8!. To show this difference, in
Eq. ~A2!, we use the relationshipssV5(nV1vV /c)/unV

1vV /cu and sV,s5(nV,s1vV /c)/unV,s1vV /cu, and develop
the right-hand side in series invV /c. Keeping the first two
terms in this series yields

vs5v01~kV,s2kV!•vV1kV,s@v2/c2~nV,s•v!2/c#

2kV@v2/c2~nV•v!2/c#. ~A3!

The first two terms on the right-hand side of this equation
coincide with those in Eq.~8!. However, Eq.~A3! contains
terms of ordervV

2/c2 which are not present in Eq.~8!.
To illustrate the role of these terms, let us introduce the

anglea1 betweenkV andvV and the anglea2 betweenkV,s

andvV . Then, it follows from Eq.~9! that to ordervV
2/c2

Dv

v0
5~ cosa22cosa1!

vV

cV
2~ cosa22cosa1!cosa1

vV
2

cV
2

.

~A4!

On the other hand, starting from Eq.~A2!, the following
formula forDv was derived in Ref. 4@see Eq.~12! from this
reference#:

Dv

v0
5~ cosa22cosa1!

vV

cV
22~ cos2a22cos2a1!

vV
2

cV
2

.

~A5!

Comparison between Eqs.~A4! and~A5! shows that they are
equivalent to ordervV /cV ; however, they differ by terms of
ordervV

2/cV
2 . Reference 23 also indicates that a formula for

the Doppler shift obtained in Ref. 4 is an approximate for-
mula.

Note that Eq.~A1! is a correct formula for the Doppler
shift. Starting from this equation and taking into account that
k ands depend ont, we derived a formula for the frequency
of the scattered wavevs which coincides with Eq.~8!. The
derivation is not presented here for brevity.
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On the stability of long-range sound propagation
through a structured ocean
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Several acoustic experiments show a surprising degree of stability in wave fronts propagating over
multi-megameter ranges through the ocean’s sound channel despite the presence of random-like,
sound-speed fluctuations. Previous works have pointed out the existence of chaos in simplified ray
models incorporating structure inspired by the true ocean environment. A ‘‘predictability horizon’’
has been introduced beyond which stable wavefronts cease to exist and point-wise, detailed
comparisons between even the most sophisticated models and experiment may be limited for
fundamental reasons. By applying one of the simplified models it is found that, for finite ranges, the
fluctuations of the ray stabilities are very broad and consistent with log-normal densities. A fraction
of the ray density retains a much more stable character than the typical ray. This may be one of
several possible mechanisms leading to greater than anticipated sound-field stability. The
log-normal ray stability density may underlie the recent, experimentally determined, log-normal
density of wave-field intensities@Colosi et al., J. Acoust. Soc. Am.105, 3202–3218~1999!#.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1362685#

PACS numbers: 43.30.Cq, 43.30.Ft, 43.30.Pc@SAC-B#

I. INTRODUCTION

There is a great deal of experimental and theoretical
interest in long-range, low-frequency acoustic pulse propa-
gation through the deep ocean’s sound channel. It has been
investigated as a problem of wave propagation in random
media~WPRM!,1,2 and as a basis for tomography.3,4 Recent
results from the Acoustic Engineering Test~AET! as part of
the Acoustic Thermometry of Ocean Climate~ATOC!
project can be found in Colosiet al.5 and Worcesteret al.6

One of the main challenges in analyzing and understanding
long-range acoustic propagation is in dealing with difficulties
arising from the ocean environment’s tendency to generate
multiple, weak, small-angle~forward! scattering.7 At suffi-
ciently long ranges of propagation, the multiple scattering
should effectively randomize an acoustic pulse so that it is
very difficult to deduce much information. However, several
long-range experiments have found a great deal of stability
in the earlier portions of the received wavefronts in spite of
the fluctuations inherent in the ocean environment.8,9,4 In ad-
dition, it has been found that wave-field intensity fluctuations
at long range are consistent with a log-normal density5 which
would be reminiscent of earlier work in optics on WPRM,10

except that this earlier work was for the short-range~weak
focusing! regime.

In the past 10–15 years, simplified models inspired by
the ocean environment have been shown to possess chaotic
ray limits.11–13 Essentially simultaneously, there has been
enormous progress in the understanding of chaotic systems.14

Some of the most familiar emerging concepts are simpler for
bounded systems and are not easily applicable to open, scat-
tering systems as we have here. However, there is an impor-
tant tool which does straightforwardly generalize for our pur-

poses the stability analysis of the rays. Stability matrices can
be constructed as a function of range for each ray@14#. Their
properties, such as the stability exponents, reveal the basic
character of the rays, and are at the foundation of the findings
reported in this paper.

There are several intriguing questions that arise from
comparing the theoretical results to date regarding chaotic
acoustic ray dynamics in the ocean and the high amount of
stability observed in the data. The most general question
concerns how an acoustic pulse—which at multi-megameter
ranges extends to nearly 10 s in time and 2 km in depth—
loses its coherence from multiple forward scattering through
interaction with internal waves and mesoscale energetics.
Because refraction is adequate to explain the scattering
physics,15 the ray limit should suffice for understanding
long-range propagation. Some manifestations of the underly-
ing chaotic dynamics should be observed.

It has been suggested that there exists a ‘‘predictability
horizon’’ at the range of propagation defined by the scale
over which chaotic dynamics develops.16 Beyond this range,
the wave fields should appear as random superpositions of
many plane waves,17,18which would imply that acoustic field
intensity fluctuations are exponentially distributed.19,20 Sev-
eral problems crop up beyond the predictability horizon. It
becomes increasingly difficult to get numerically calculated
rays to converge to true rays of the system. Worse, semiclas-
sical approximations~i.e., wavefront reconstructions! from
the rays might fail for fundamental reasons related to the
breakdown of stationary phase approximations, but one
should recognize that more optimistic viewpoints exist on
this issue.21–23 Whether or not this is true, it is currently not
known to what extent tomographic inversions fail for any
system beyond its predictability horizon where eigenrays are
proliferating exponentially fast with increasing range. In or-
der to begin addressing these and related issues, we focus ona!Electronic mail: mwolfson@wsu.edu
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the ‘‘forward propagation problem’’ by performing a statis-
tical analysis that should be much less sensitive to the diffi-
culties engendered by the predictability horizon.

In fact, justifications for statistical laws derived by in-
voking stochastic or ergodic postulates are often ultimately
founded on the presence of fully developed chaos; see for
example, Ref. 24. Systems that once were approached by
stochastic methods have more recently begun to be regarded
from the perspective of dynamical systems. The two ap-
proaches mostly give consistent results, but there are impor-
tant distinctions. Stochastic ray modeling is the traditional
approach to the geometric limit of the problem of WPRM.25

This nondeterministic treatment leads one to pessimistic con-
clusions regarding the overall stability expected in an ocean
acoustic pulse at sufficiently long range.16 By carefully de-
fining the Lyapunov exponent, it turns out to be roughly half
the value reported in Ref. 16. The scales relevant to the
ocean are such that this factor of 2 increase in an important
length scale might prove to be significant. Also, for this
problem the validity of the stochastic or ergodic assumptions
deserves to be critically examined. It is not obvious that a
dynamical systems perspective would lead to similar pessi-
mistic conclusions as does the stochastic ray theory. For ex-
ample, the predictability horizon concept that has grown out
of the chaotic dynamics point of view does not necessarily
lead to a sudden transition—regular behavior at short ranges,
completely stochastic just beyond—and remnants of stability
that violate assumptions of stochasticity could persist well
into the horizon’s initial onset. We anticipate several features
of deterministic dynamics playing an interconnected role in
this regard, but we focus on the importance of only one,
intermittent-like dynamics. Intermittency is a common fea-
ture for nonintegrable dynamical systems.26,27 For the ray
acoustics problem, intermittent-like behavior is evident
through the appearance of rays which persist in remaining
relatively insensitive to their initial conditions~also environ-
ment! for remarkably long ranges, as measured on the in-
verse scale of the mean Lyapunov exponent. It might then be
expected that the existence of intermittent-like dynamics
might allow linear-based tomographic inversions based on
acoustic ray models to be suitable to greater ranges than
previously anticipated.

One objective of this article is to illustrate the existence
of intermittent-like dynamics in the generic long-range ocean
acoustics problem. This is a direct consequence of the wide
variability in the eigenvalues of the stability matrix which is
defined in Sec. III A. We demonstrate that the magnitude of
its largest eigenvalue follows a log-normal distribution, and
that the stability exponent follows a Gaussian distribution.
Importantly, there is preliminary evidence suggesting that
these distributions are robust, i.e., that they would be found
in much more realistic, sophisticated ocean models, where
sound-speed fluctuations due to internal waves are super-
posed on a background sound-speed field which acts as a
slowly varying waveguide in range.28 To be more explicit, if
one knows the probability density of the stability exponents,
then one can determine the expected measure of intermittent-
like rays that will persist out to the reception range. It fol-
lows that these rays will not require extremely precise nu-

merical interpolation schemes for quantities such as the
gradient of the potential.

The model upon which we rely in this paper is admit-
tedly extremely simplified. However, it is not the model that
is of concern; it is whether or not general features of simpli-
fied WPRM models carry over to the ocean itself. If we are
careful enough, the simplifications that we accept remove
nonessential complications for uncovering the general physi-
cal features of interest, and no more. A follow-up study to
this one is underway which uses a more realistic ocean
sound-speed model. It is important for confirming the appli-
cability of our results to long-range ocean acoustics experi-
ments.

The organization is as follows: in Sec. II, we introduce
and motivate a simple model leading to a one-degree-of-
freedom, nonautonomous Hamiltonian dynamical system for
the rays. This is followed by a discussion of the analysis
methods which are most critical for our study. They are
based on the stability matrix and its well-known properties.
Section IV examines the fluctuation behavior of the stability
exponents giving their densities as a function of range. The
proportion of intermittent-like rays is deduced and compared
with the numerical results of the model. We finish with a
discussion and conclusions.

II. FROM WAVE EQUATION TO RAY MODEL

We briefly outline the assumptions and approximations
leading to the highly idealized ray model used in this paper.
The primary physics we are concerned about involves refrac-
tion of acoustic energy due to volume inhomogeneities in the
ocean sound speed. We assume that interactions of the
acoustic energy with both the surface and sub-bottom are
negligible. For multi-megameter ranges of propagation in
midlatitude, deep ocean environments, a significant amount
of acoustic energy is received that satisfies this assumption.3

As alluded to above, the necessary assumptions leading to
the primary results are that:~i! the linear, one-way Helmholtz
wave equation is valid~the important point here is that back-
scattering is negligible!, and ~ii ! the spatial scales of the
sound-speed field are long compared to the acoustic wave-
length so that ray theory is justified. A detailed derivation is
readily available.29 We point outa priori that the coordinate
system is three-dimensional Cartesianx5(r ,y,z), with r the
range from the source,y the transverse or cross-range coor-
dinate, andz the depth from the surface. Thus, earth curva-
ture effects are neglected.

The fundamental starting point is the linear acoustic
wave equation7

1

c2

]2c~x;t !

]t2 5¹2c~x;t !, ~1!

wherec(x;t) is the complex scalar wave function whose real
part denotes the acoustic pressure. The sound-speed fieldc
can be taken as a function of spacex only whereby it has
been assumed that the time scales for the propagation of the
acoustic wave function are small compared to the time scales
associated with the evolution of the sound-speed field. For
nondispersive sources, the acoustic group and phase speeds

2694 2694J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 M. A. Wolfson and S. Tomsovic: Stability of long-range sound



are equivalent, and one can linearly transform Eq.~1! from
time to frequency, arriving at a Helmholtz equation with the
magnitude of the wave vector defined ask52p f /c, wheref
is the continuous wave source frequency. Attenuation effects
can of course be incorporated by modifyingk to be a com-
plex quantity, but since we are interested in:~1! acoustic
energy that interacts negligibly with the ocean bottom, and
~2! typical sources operating at frequencies with minimal
volume attenuation~with center frequencies of about 100
Hz6!, ignoring attenuation effects seems reasonable. Also,
one can similarly derive a reduced wave equation which in-
cludes variations in density, but we ignore this effect because
it is known to be important predominantly with acoustic en-
ergy that interacts with the ocean sub-bottom, which is not
considered herein.

The next assumption~which is quite a reasonable one! is
that the strength of the sound-speed fluctuations, whatever
the physical process that produces it is small. This allows
one to neglect backscattered acoustic energy, and admits the
one-way Helmholtz wave equation, whereby one assumes a
primary direction of propagation along the range. The so-
called ‘‘standard parabolic approximation’’ is invoked next.
This allows one to derive a linear partial differential wave
equation of parabolic type for the complex envelope ofc.
The principal assumption is that this envelope wave function
evolves slowly on the scale of the acoustic wavelength.
There are manyflavors of parabolic approximations that
have varying degrees of phase errors in the complex wave
function c as compared to the one-way Helmholtz
equation,30 but we choose to use the standard parabolic ap-
proximation, which takes the form

2
i

k0

]f~y,z;r !

]r
5

1

2k0
2 ¹'

2 f~y,z;r !1V~y,z;r !f~y,z;r !,

~2!

where the transverse Laplacian is represented by¹'
2 5]y

2

1]z
2, and the variabler is the range~propagation variable!,

but plays an exact analogous role to time in the Schro¨dinger
equation of quantum mechanics. The parameterk0

52p f /c0 represents the reference wave number, and de-
pends on the choice of a reference sound speedc0 , which we
take to be 1.5 km/s. The potential,V(y,z;r ), is related to the
sound-speed fluctuations as

V~y,z;r !5
1

2 F S c0

c~y,z;r ! D
2

21G; dc~y,z;r !

c0
, ~3!

where the sound-speed variations away from an average pro-
file has been expressed asc(y,z;r )5c01dc(y,z;r ). The
sound-speed fluctuations refract the rays and lead to chaos in
a deterministic, mathematically defined sense. Under the
parabolic approximation, the basic problem maps precisely
onto problems of quantum chaos.31 The fields of long-range
acoustic propagation in the ocean and quantum chaos thus
have the opportunity for cross fertilization.

Because the instability does not critically depend on
having multiple degrees of freedom, we make a significant,
practical simplification in the model of ignoring the depth
degree of freedom~z!; see Ref. 16 for a more detailed dis-
cussion of the model presented here. The system could be

thought of as lying in the plane of the sound-channel axis,
but this is really just the generic problem of WPRM~see, for
example, Ref. 2!. The gain in simplicity more than compen-
sates for the loss of realism at this point as long as the main
physical phenomena carry over to more realistic models. As
was mentioned in the Introduction, preliminary evidence for
our main results has been found in recent calculations incor-
porating a much more realistic model.28

The magnitude of the wave vectork is large enough that,
for the purposes of this study, we can focus on the ray limit.
The rays can be generated by a system of Hamilton’s equa-
tions

dy

dr
5

]H~y,p;r !

]p
,

dp

dr
52

]H~y,p;r !

]y
, ~4!

where y and p are the phase space variables cross range
~position! and horizontal slowness~momentum!, respec-
tively. The independent variabler denotes range. Correspon-
dence with Eq.~2! necessitates that the Hamiltonian is ex-
plicitly

H5
p2

2
1V~y;r !. ~5!

The physical meaning of momentum isp5tanu, where u
represents the angle a ray subtends in cross range about the
range axis.

The state of the ocean is constantly changing, and its
exact state is unknown. A statistical ansatz is thus fruitful for
making assertions concerning its ‘‘typical’’ state. Assuming
isotropy in the sound-speed fluctuations in range and cross
range, the potential is taken to be a realization of a zero-
mean, stationary, random function with a single correlation
length scaleL. The standard deviation is denoted bye
5c0

21^dc2&1/2, where^dc2&1/2 is the root-mean-square fluc-
tuation of the sound speed aboutc0 . Typical values for un-
derwater acoustics aree5O(1023), andL5O(100) km, but
both e andL vary plus or minus an order of magnitude de-
pending on which ocean structure is considered and the geo-
graphic location. For purposes of studying a fully defined,
deterministic dynamical system, we complete the description
of V by defining its correlation function to be Gaussian

^V~y;r !V~y1dy;r 1dr !&5e2 exp@2~dy21dr 2!/L2#. ~6!

We exploit this single scale throughout the rest of this article
by transforming space variables asr→r /L and y→y/L, so
the physical dimensions will always be in units ofL. One
should envision the potential as being deterministic, even
though it is selected from an ensemble of realizations. This
implies that the potential is to be considered a highly com-
plicated~albeit smooth and fixed! function of bothy and r.
To provide some idea of the character of this potential, con-
tours of sound-speed fluctuations based on a typical region of
V(y;r ) are shown contoured in Fig. 1. The boundary condi-
tions are taken as open iny, but numericallyy is treated as
periodic, with the ray coordinate unfoldeda posteriori to
simulate the open boundary condition. A variety of initial
conditions is possible with the restriction that the initial mo-
mentum is always kept small enough that the parabolic ap-
proximation is valid all along the rays. The rays deriving
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from two such initial conditions are plotted in Fig. 2, which
shows their phase space portraits~position, momentum!. In
the absence of a varying potential, the solutions to the equa-
tions of motion arep(r )5p0 , y(r )5p0r 1y0 . In this figure,
rays would trace out vertical lines except in the casep0

50, in which rays would show up as points (y(r ),p(r ))
5(y0,0). With the potential included, the rays trace out a
random-walk-like motion with some drift as they move fur-
ther away from thep50 line.

III. ANALYSIS METHODS

The standard analysis of ray stability in the theory of
dynamical systems begins with the stability matrix@14#.
From here, it is possible to calculate whether a ray is stable
or unstable, what its Lyapunov exponent is, and for the un-
stable ray, determine the orientations of the associated stable

and unstable manifolds that characterize the exponential sen-
sitivity to initial conditions. All of our results and conclu-
sions are based on the behavior of the stability matrices of
the rays in the model introduced in the previous section. The
stability matrix is a strictly local analysis in range about
some particular reference trajectory. It may be stable at one
range, yet for a greater range be unstable. There is no restric-
tion that various portions of its full history cannot have com-
pletely different stability properties. In fact, one expects the
portions to be almost entirely uncorrelated.24

Often, research done in chaotic dynamics uses either
time ~range!-independent or periodic Hamiltonians, and the
stability matrix is investigated about periodic orbits. The
Hamiltonian of Eq.~5! is aperiodic, and as many others have
done before, we slightly generalize those treatments by con-
sidering arbitrary, aperiodic rays.

A. Stability matrix

The stability matrix for a ray describes the behavior of
other rays that remain within its infinitesimal neighborhood,
$dy,dp%, for all ranges. It is derived by linearizing the dy-
namics locally; see Ref. 32 for more details. At the ranger,
one has

S dpr

dyr
D5M S dp0

dy0
D , ~7!

with the stability matrix being given by the partial deriva-
tives

M5S m11 m12

m21 m22
D 5S ]pr

]p0
U

y0

]pr

]y0
U

p0

]yr

]p0
U

y0

]yr

]y0
U

p0

D . ~8!

The multidimensional generalizations are immediate. The
m21 matrix element is well known for its appearance in the
prefactor of the standard time~range! Green’s function of the
parabolic equation; it therefore gives directly information on
wave amplitudes.

The evolution ofM is governed by

d

dr
M5KM , ~9!

with the initial conditionM (r 50) being the identity matrix,
and

K5S 2
]2H

]y]p
2

]2H

]y2

]2H

]p2

]2H

]y]p

D ⇒S 0 2
]2V

]y2

1 0
D . ~10!

The latter form is the simplification relevant for Hamilto-
nians of the so-called mechanical type as in Eq.~5!. Since
Eq. ~9! represents linear, coupled, first-order differential
equations, the elements ofM can be numerically calculated
as a function of range simultaneously with the calculation of
its reference ray using identical numerical techniques, e.g.,
variable step, fourth-order Runge–Kutta.

FIG. 1. A portion of a realization ofV(y;r ) whose full domain is 20
3320 L in y andr respectively. The realization is constructed by the method
described in Ref. 16. Contours are labeled in units of sound speed~m/s!. The
heavy solid contour line indicates the reference sound speed of 1500 m/s.
The normalized root-mean-square fluctuations ise5531023.

FIG. 2. Two distinct ray trajectories which have traveled through the sound-
speed field characterized in Fig. 1 are shown out to the range of 160 L. The
trajectory which starts at zero position and zero momentum~dashed line! is
highly unstable, and the trajectory which starts at unit position and zero
momentum~solid line! is stable.
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B. Stability and Lyapunov exponents

The stability matrix has several important properties. It
can be viewed as generating a linear, canonical transforma-
tion, and therefore its determinant is equal to unity. It is
diagonalized by a linear, similarity transformation

L5LML21⇒S l 0

0 l21D , ~11!

where the last form applies specifically to the case of a single
degree of freedom. Here, the second eigenvalue must be the
inverse of the first in order for det@M#51. The diagonalizing
similarity transformation leaves the sum of the diagonal ele-
ments~trace!, Tr(M ), invariant. It is then clear that Tr(M ) is
real, and three distinct cases may arise. The first isuTr(M )u
,2 which is linked to stable motion, and it is then customary
to denotel5exp(iur). The second case isuTr(M )u52, and it
is often called marginally stable because it is the boundary
case between stable and unstable motion. The third case rep-
resents unstable motion, and is characterized byuTr(M )u
.2. In Fig. 2, a typically stable ray is represented by the
solid line, and a typically highly unstable ray is represented
by the dashed line. Their distinctions are not immediately
obvious.

The evolution of neighboring rays about a ray that has
uTr(M )u,2 satisfied from the source to the reception range
will undergo only rotations in phase space, and subsets of
phase space of finite measure where this behavior dominates
the dynamics is precisely where intermittent-like rays reside.
Figure 3 illustrates this characteristic behavior by showing a
group of stable rays winding about each other as they propa-
gate. The dashed ray in the group is the stable ray of Fig. 2.
They perform their ‘‘random walks,’’ yet remain winding
about each other. For the purposes of this paper, we make a
slightly generalized definition of intermittent-like rays as be-
ing all those for whichuTr(M )u remains sufficiently small
over the range of propagation, i.e., not far from 2.

For unstable motion, it is customary to denotel
56exp(nr), wheren is positive and real. The neighboring
rays move hyperbolically relative to each other. We add a
collection of unstable~chaotic! rays to Fig. 3 to illustrate the
distinction between neighboring groups of stable and un-
stable rays. The dashed ray is the highly unstable ray from
Fig. 2. The rays were selected to span the same-size initial
neighborhood as the stable group, yet they fan out and be-
come completely independent. For the unstable case one can
introduce a definition for the Lyapunov exponent as

nL[ lim
r→`

ln~ uTr~M !u!
r

. ~12!

Note that there is no ensemble averaging implied in the defi-
nition of nL . None of the theory presented thus far prevents
it from taking on a distinct value for each ray for each real-
ization of the random potential. In Sec. IV, the value ofnL

will be shown to be independent of the particular ray, and the
particular realization of the potential as well. It thus defines a
unique length scale,nL

21, which is used from Fig. 3 onward
wherever the range variable is involved.

For unstable motionulu tends to be very large, leaving
l21 negligible. With little inaccuracy, Tr(M )5l1l21

'l, even for finite ranges. One then deduces a stability
exponentn from Tr(M ) as

n5
lnuTr~M !u

r
. ~13!

Thus,n depends on the particular ray and varies with range,
whereas the Lyapunov exponent has no range dependence by
definition.

For any fixed range, an ensemble ofn can be created by
considering various initial conditions@by exploiting the iso-
tropic and stationary properties ofV(y;r )#, and different re-
alizations of V(y;r ). The resulting statistical densities of
uTr(M )u, r uTr(M )u(x), and similarlyn, rn(x), are the main
objects of concern; the two densities are directly tied to each
other. The cumulative probability distribution is given as

Fn~x!5E
2`

x

dx8 rn~x8!, ~14!

which provides a useful tool for numerically studying the
behavior ofrn(x). It also has the utility of directly giving the
proportion of nearly stable rays up to some argument set to a
maximum instability criterium,n5x.

We denote the mean and variance, respectively, as

n05^n&5E dx xrn~x!,

~15!

sn
25^~n2n0!2&5E dx~x2n0!2rn~x!,

where the bracketŝ& denote ensemble averaging over the
initial phase space variables (y0,p0). For any realg, en-
semble averages of powers ofuTr(M )u are expressed as

^uTr~M !ug&5^exp~gnr !&5E dx exp~gxr !rn~x!. ~16!

FIG. 3. Two bundles of rays surrounding the stable and unstable rays of Fig.
2 ~dashed lines!. For the unstable bundle, 12 rays on each side of the refer-
ence ray were chosen, each initially with zero momentum and uniformly
sampling the initial position over a 0.1-L window about the reference ray.
The stable bundle used only two rays on each side of the reference ray, but
used the same initial condition domain as for the unstable bundle; this bun-
dle’s position is translated to 7 L. Note the range scale is in units of the
inverse Lyapunov exponentnL

21, defined in Eq.~12!, and for the potential
characterized in Fig. 1, is approximately 42.94 L.
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Note that this equation does not immediately apply to wave
amplitude statistics which require ensemble averaging over
the final position; this will be discussed in a future work.

To continue the theoretical development, it is useful to
introduce a slightly modified stability exponent,n̄

n̄[
ln^uTr~M !u2&

2r
. ~17!

Clearly, n̄ is necessarily greater thann0 because of the im-
portant distinction of ensemble averaging before taking the
natural logarithm as opposed to the inverse order and the
root-mean-square fluctuation contributions. It is shown in the
next section that the Lyapunov exponent becomesnL

5 limr→` n0 , and not limr→` n̄, which surprisingly remains
greater thannL . Near a parameter regime motivated by the
ocean, we find numerically that analytical estimates ofnL

being equal ton̄ are roughly double their actual values.

C. Stochastic analysis results

An analytic estimate ofn̄ can be derived from previous
analytic results based on a stochastic analysis which involves
a strong Markovian assumption.16,33,34It was verified in Ref.
16 that, in the context of the present acoustic ray model, the
stochastic analysis predictions forn̄ ~actually gn8, see the
text ahead! matched to a high degree of precision with nu-
merical tests. In fact, no statistically significant deviations
were observed. Thus, although the stochastic system is not
strictly mathematically equivalent to the deterministic dy-
namics, we accept the applicability of those specific results
at sufficiently long ranges~defining this range scale is admit-
tedly not as trivial to determine for the general ocean acous-
tics scenario as it is for the idealized problem!. We begin
with

^@Tr~M !#2&5^m11
2 &1^m22

2 &12^m11m22&. ~18!

By appealing to stochastic integration techniques,35–37 it
has been shown that in the small-e, large-r limit that16,33,34

^m22
2 &5 1

3exp~2n8r !, ~19!

where

n8'S 1

2 E0

`

djK ]2V~y;r 2j!

]y2 U
p5p0

y5y0

]2V~y;r !

]y2 U
p5p0

y5y0L D 1/3

5~3Ap!1/3e2/3 ~20!

~in dimensional unitsn85(3Ap)1/3e2/3/L). The last result of
Eq. ~20! is for the specific example of a Gaussian single-
scale potential of Eq.~6!. The first result of Eq.~20! is more
general, but requires numerical confirmation for models with
greater realism, and will also depend on the ray’s initial con-
ditions for models with a nonuniform background sound-
speed field.

By symmetry considerations of the stochastic equations,
^m11

2 &5^m22
2 &. It is also deduced that^m11m22& can, at most,

grow on the same scale. Defining a correlation coefficient

m5
^m11m22&

^m22
2 &

, ~21!

whereumu<1, it follows that

^@Tr~M !#2&5 2
3~11m!exp~2n8r !. ~22!

Then, by using the definition of Eq.~17!, one obtains

n̄5n81
1

2r
lnF2

3
~11m!G . ~23!

Note that the second term disappears ifm equals 1/2; i.e.,
^m11m22&5^m22

2 &/2. We give its value numerically in the
next section. In that case,n̄5n8 at finite range, and we have
an analytic estimate forn̄ ~which has not been derived pre-
viously to our knowledge!. It is also worth remarking thatn8
is not the Lyapunov exponent itself~just as n̄ is not!, but
rather only an upper bound. By analogy with the behavior of
n̄ stated at the end of the last subsection,n8 will turn out to
be about numerically double the actualnL .

IV. FLUCTUATIONS

The ocean is not infinite in extent, and so the distribution
of the stability exponents,n ~or uTr(M )u) at a specified range
r, is more directly relevant to the ocean acoustics problem
than the Lyapunov exponent,nL @or exp(nLr)#. In order to
visualize the magnitude of the fluctuations we are discussing,
Fig. 4 displays the lnuTr(M )u for eight of the rays from Fig.
3 as a function of range out to 7.5nL

21. By the right end of
the figure, for any fixed range one ray might have a
uTr(M )u5e13, and another one might haveuTr(M )u5e0. At
7.5nL

21, there exist fluctuations in the stabilities of at least
six orders of magnitude which are characteristic of broad-
tailed densities.

To characterize the fluctuations more quantitatively, we
consider the cumulative densities forn anduTr(M )u. An ini-
tial working hypothesis might be to check whether at some
long, fixed range, a diagonal element ofM, saymii , is dis-
tributed as a Gaussian random variable across the ensemble
of V(y;r ) and derive the implied cumulative densities from
there. However, there ought to be an identifiable mechanism
for a central limit theorem~CLT! to be operating with re-
spect tomii . From Eq.~9!, one can deduce thatM can be
decomposed into a product of shorter-range stability matri-

FIG. 4. The stability, lnuTr(M )u, for the reference rays of Fig. 2~dashed!,
and 3 of their neighboring rays initially with zero momentum and initial
position shifted 0.008, 0.016, and 0.024 L away from the reference rays.

2698 2698J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 M. A. Wolfson and S. Tomsovic: Stability of long-range sound



ces. For very larger, consider a rangeDr which is short
compared to the final ranger, yet long compared withnL

21.
Let NDr 5r whereN is large. Then, it follows that the sta-
bility matrix is given by the left-ordered product

M5)
l 51

N

Ml , ~24!

where Ml is the stability matrix for the rangelDr to the
range (l 21)Dr . To a great degree of accuracy the set ofMl

should behave independently with the only correlations be-
ing among the matrix elements necessary for maintaining
unit determinant. The stability matrix should have the statis-
tical properties of an ensemble of products of uncorrelated,
random matrices.

If there exists a limiting form for a distribution at long-
range r, one would expect the same form~with different
parameters, i.e., mean, variance! at r /2. In other words, the
limiting form would have to be invariant under the matrix
multiplication process. Denotingml ,i j as the matrix elements
of Ml , for theN52 case, we have

m115m2,11m1,111m2,12m1,21. ~25!

If the ml ,i j behave as independent, random Gaussian vari-
ables, thenm11 could not be Gaussian because of the product
form. The applicability of a CLT results from an additive
process involving random variables. Instead, we anticipate
something closer to a log-normal density because the log of
a product of random variables acts like a sum of random
variables. It should be mentioned here that this concept has
been in use in many problems involving statistical physics.24

To test whetheruTr(M )u is log-normally distributed, we
calculate 100 000 rays through five realizations ofV(y;r ) to
7.5nL

21(320L) ~a reasonable upper bound for global acoustic
propagation! for values of e5231023, 331023, and 5
31023. If uTr(M )u is distributed log-normally, thenn is dis-
tributed in a Gaussian manner by definition. In Fig. 5, we
plot the cumulative density forn. The corresponding analytic

Gaussian form is superposed. It is impossible to distinguish
the numerical results from the Gaussian form from this plot.
A similar plot for uTr(M )u carries little new information, and
is not pictured in this paper, though we have verified its
excellent consistency with a log-normal density as well. By
plotting the differences between the numerical and analytical
curves for three different ranges, we see in Fig. 6 that the
consistency with a Gaussian density is excellent, and that as
range increases the consistency ofrn(x) with a Gaussian
density improves. Note the small scale of the deviations. We
have verified that they are roughly of the order of expected
sample size errors for the curve at maximum range.

There are several relationships implied by the log-
normal density that are straightforward to test. First, if we
denote the variance ofn assn

2, then a relationship betweenn̄
andn0 can be derived. With

rn~x!5
1

A2psn
2

expF2
~x2n0!2

2sn
2 G ,

n̄5
1

2r
ln^e2nr&5

1

2r
lnS 1

A2psn
2 E

2`

`

dx exp~2xr !

3expF2
~x2n0!2

2sn
2 G D 5rsn

21n0 . ~26!

Inverting this last relation forsn
2, one obtains

sn
25

n̄2n0

r
. ~27!

Both exponentsn̄,n0 were defined@see Eqs.~13!, ~15!, ~17!#
to be independent ofr to leading order; see the upper panel
of Fig. 7 wheren̄,n0 are plotted as a function of range. The
stochastic approximation forn8 also given matches precisely
the value ofn̄ implying thatm51/2. From numerical simu-

FIG. 5. Plot of the cumulative density forn at the range of 7.5nL
21. The

measured cumulative density is computed from five realizations of sound-
speed fields characterized in Fig. 1 (e5531023). It incorporates 20 000
rays per realization whose initial conditions uniformly sample 20 L in po-
sition and have zero initial momentum. Superposed is the cumulative den-
sity associated with the Gaussian density forn @see Eq.~26!# using a value
of n050.0232 ~which is our best estimate fornL derived from the same
simulations! and n̄5n8 @see Eq.~20!#. Note the scale forn has been nor-
malized bynL .

FIG. 6. Plot of difference between analytical and measured cumulative den-
sities forn at the ranges of 1.87~light gray!, 3.75 ~medium gray!, and 7.5
~black! nL

21. The measured cumulative densities are taken from the same
simulations that produce Fig. 5. The values of the free parametersn0 and n̄
were adjusted within their simulated standard deviations to minimize the
maximum difference for each range shown. Note the scale forn has been
normalized bynL .
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lations, it turns out thatm is 0.466, but this number is poorly
determined due to sample size errors. There is no discernible
r dependence in eithern̄ or n0 beyond the scale at which the
stochastic approximation begins to work forn̄. They main-
tain a rather constant ratio of 2.20 among themselves. The
log-normal uTr(M )u density thus implies that the standard
deviation ofrn(x) approaches zero asr 21/2. Again there is
excellent consistency; see the lower panel of Fig. 7 wheresn

is plotted versus@( n̄2n0)/r #1/2. Thus, in the limit of r
→`, rn(x) goes to ad density; alln converge to the single
value n0 . This value would also have to be the Lyapunov
exponent from the definition in Eq.~12!, and the Lyapunov
exponent would be a constant for all trajectories independent
of the specific realization of the potential or the initial con-
ditions. It appears that the approach ofn0 to nL is so rapid as
to warrant replacingn0 with nL in all the formulas of this
section. In fact, the lower panel of Fig. 7 actually incorpo-
rates our best value fornL and notn0 as a function of range.

A consequence of the log-normal density foruTr(M )u is
that the density ofuTr(M )ug for any realg must also be
log-normally distributed. This follows from the fact thatgn
would be Gaussian distributed with meangn0 and variance
g2sn

2, and gn5 ln uTr(M )ug/r . Thus, g enters as a linear
scale factor in the parameters that define the log-normal den-
sity. It is given by

r uTr~M !ug~x!5A 1

2pr ~ n̄2n0!

1

ugux

3expF2~ ln~x!/g2n0r !2

2r ~ n̄2n0! G , x>0. ~28!

Straightforward integration gives

^uTr~M !ug&5exp~@gn01g2~ n̄2n0!/2#r ! ~29!

for its ensemble averaged value. Note that theg52 case for
which the stochastic theory was worked out is the only one
independent ofn0 , and thus alsonL in the large-r limit.

Using Eq.~29!, a variety of estimates for the Lyapunov ex-
ponent can be constructed. For example, forr large enough

nL'
2

r
ln^uTr~M !u&2

1

2r
ln^uTr~M !u2&, ~30!

as given in Ref. 24. Another example would be

nL'
1

r
ln^uTr~M !u2&2

1

4r
ln^uTr~M !u4&, ~31!

etc.
Another interesting, rather curious consequence of the

constant ratio ofn̄ to n0 is thatn̄ does not approachnL in the
r→` limit, even thoughrn(x)→d(x2n0). Care must be
taken to perform the noncommuting operations of taking the
infinite range limit and ensemble averaging in the correct
order. Furthermore, the variation ofuTr(M )u grows without
bound as a function of ranger, in spite of the fact that all the
trajectories possess equal stability exponents in the limitr
→`. From Eq.~29!, it follows that

s uTr~M !u
2 5en̄r~en̄r2en0r !;e2n̄r , ~32!

where the last form applies in the large-r limit, even though
sn

2 is approaching zero.
Finally, we point out that a log-normal density has long

tails and, as already noted, allows for many orders of mag-
nitude fluctuations inuTr(M )u. To return to the issue of
intermittent-like rays, at any range, all rays whose corre-
spondinguTr(M )u are less than someO(1) constant can be
considered as intermittent-like. Values ofe or e2 could be
taken as criteria, for example. The equivalent criteria ex-
pressed for the maximum ofn would be O(r 21). In the
present model the proportion of intermittent-like rays ap-
proaches zero asr→`, but for finite range the proportion of
intermittent rays up to some maximum valueuTr(M )u5x is
given by the cumulative density

F uTr~M !u~x!5FnS ln~x!

r D5
1

2 S 11erfF ln~x!2n0r

A2r ~ n̄2n0!
G D , ~33!

where erf(z) is the error function of argumentz. With the
replacement ofn0 by nL , this gives a very interesting, non-
trivial connection between the Lyapunov exponent (nL), n̄,
and the proportion of intermittent rays as a function of range.
The validity of this expression is verified in Fig. 8. The be-
havior is just as predicted. The small deviations seen may be
indicative of some slight non-log-normal behavior in the
lower tail, or it may just be due to our not using best-fit
values of n̄ and n0 . For long ranges, the proportion of
intermittent-like rays decreases exponentially asa0r 1/2

3exp(2b0r), where a0 and b0 can be deduced from the
asymptotic properties of the error function, and this behavior
is independent of the precise criterion used for the maximum
desireduTr(M )u. As can be seen in Fig. 8, 10% of the initial
ray density remains stable or nearly stable out to ranges of
order 5nL

21. This 10% of the initial acoustic energy is then
only linearly sensitive to the fluctuating sound-speed field,
and since this energy remains in coherent bundles~see Fig.
3!, it will be expected to have a longer time coherence over
repeated experiments as the environment evolves. Perform-

FIG. 7. Upper panel: The range dependence ofn̄ derived from simulations
~x’s! with the solid line indicating the analytical value~50.0510! deter-
mined by Eq.~20!. Also shown is the range dependence ofn0 derived from
simulations~o’s! with the dashed line indicating our best estimate of^n0&
50.0232 derived by taking the mean of then0 values at ranges beyond
2nL

21. Lower panel: The standard deviation ofn as a function of range
derived from simulations~o’s!, and the analytical estimate~solid line! from
Eq. ~27! using the valuê n0& for n0 ~as described in the upper panel! and
Eq. ~20! for n̄.
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ing repeated experiments and applying coherent averaging as
a filter to pick up this energy, one can imaging being able to
use this apportionment of the initial acoustic pulse for acous-
tic tomography.

V. DISCUSSION AND SUMMARY

Long-range, low-frequency sound propagation in the
ocean has been previously investigated both as a problem of
wave propagation through a random medium, and as a basis
for tomography. Several outstanding quandaries remain that
our results only begin to address:~i! in the early arriving
portion of a wavefront, there seems to be more coherence
and stability than would be expected from an analysis based
on stochastic ray techniques common to the subject of
WPRM; we note that recent analytical studies of the cou-
pling of acoustic modes suggest that this early arriving en-
ergy should be stable,38 which supports our findings;~ii ! one
expects that in moving from the weak focusing to strong
focusing regimes~roughly speaking, from short range to long
range!, there should be a transition from log-normally dis-
tributed wave-field intensities to exponentially-distributed
ones. Data analyses suggest that the log-normal densities ex-
tend well beyond the weak focusing regime, and the cross-
over is not understood theoretically; and~iii ! related to the
first item, given the presence of more stability than seems
consistent with theoretical modeling, how valid are the un-
derlying assumptions of tomographic inversions performed
at long ranges?

Complete solutions to these problems are well beyond
the scope of this paper. Nevertheless, we believe that our
results form one cornerstone for their eventual resolution. As
the ocean acoustic problem mainly involves refraction, and is
in a wavelength regime that should be extremely well-suited
to semiclassical analysis, we have focused our attention ex-
clusively on a simple ray model inspired by the ocean. Our
approach is from a dynamical systems perspective as op-
posed to a stochastic ray method. It has the advantage of
being a more fundamental starting point in the sense that a

system’s dynamics may determine where a stochastic ray
method is appropriate, whereas a stochastic ray method just
presupposes a certain randomness that may or may not actu-
ally exist in the system’s dynamics.

Our main concern is the ray stability properties that gov-
ern wave-field amplitudes in semiclassical approximations.
A follow-up study is underway to address the phases~clas-
sical actions and geometric indices!, correlations among ray
properties, and robustness, i.e., the generality and applicabil-
ity of our results to the ocean. The stability matrix is our key
analysis tool because it contains all the necessary informa-
tion about how stable or unstable each ray is. The distribu-
tion of stabilities reflects on statistical properties arising in
the study of WPRM, whereas the existence or lack thereof of
stable rays impacts tomographic inversion. We also note that
studying the stability matrix has the utility of providing ad-
ditional strong checks on one’s numerical integration tech-
niques. Its determinant must remain unity.

We have carefully introduced several stability exponents
depending upon whether ensemble averaging is taken before
or after the logarithm~or at all!, and whether the range is
finite or the infinite range limit is taken. We have related
them to the absolute value of the trace of the stability matrix,
which we have found to fluctuate to a high degree of consis-
tency with a log-normal density; note that this also applies to
the absolute value of individual matrix elements of the sta-
bility matrix. We have given a heuristic argument for this
distribution, and are not aware of any known analytic deri-
vations of this result.

An important consequence follows from the appearance
of log-normally distributed stabilities, or equivalently Gauss-
ian densities in the stability exponents~the logarithmic vari-
ables!. As shown in Sec. IV@see Eq.~28!#, any power of the
stability matrix trace, or individual matrix elements, is also
distributed log-normally. Thus, each individual contribution
of an eigenray to the semiclassical approximation of the
Green’s function has a magnitude fluctuating as a log-normal
density. Further study is underway to determine theoretically
the crossover from log-normal wave-field intensity distribu-
tions characteristic of the weak focusing limit to exponential
densities in the strong focusing limit. It is tempting to ex-
trapolate our results to compute statistically relevant quanti-
ties such as the scintillation index~normalized variance of
intensity! by using Eq.~29!. Although one can immediately
deduce that the normalized variance of intensity due to a
single ray contribution grows exponentially with range with
an e-folding scale of (n̄2n0), one cannot infer anything
about the scintillation index in the region where multipathing
is important since the phase of each contributing ray must be
incorporated into the calculation. Also, our work assumes
one is at or beyond the regime of strong focusing. This is
confirmed in the upper panel of Fig. 7, wheren0 is seen to
converge at the rangeO(nL

21). Since the strong Markov as-
sumption is valid for this problem, this range can be shown
to be of the order where strong focusing occurs. Thus, it is
erroneous to compute the scintillation index from our work
in the weak focusing regime (r !nL

21), where only one ray
contributes to the intensity distribution.

All rays in the model possess identical Lyapunov expo-

FIG. 8. The range dependence of the cumulative distribution foruTr(M )u
evaluated ate1 ande2. The measured values~o’s! are derived from simu-
lations ~see the caption of Fig. 5! and the theoretical curves~solid! are
derived from Eq.~33! using the values ofn̄ andn0 indicated in Fig. 7. The
horizontal dashed line atF uTr(M )u50.1 indicates the range at which 10% of
the ray density remains nearly stable.
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nents, and the finite-range, mean stability exponent,n0 , con-
verges rapidly to it~see the upper panel of Fig. 7!. This
follows from the finite-range stability exponent acting as a
Gaussian random variable with a standard deviation shrink-
ing with range asr 21/2. This is also a consequence of the
log-normal density, and not the single scale nature of the
sound-speed fluctuationsper se. This behavior may be rather
general~as general as the log-normal behavior!, and it would
be interesting to verify it in more realistic models. It is quite
unlike thee2/3-scaling law for the stability exponents, which
should only apply to a model with a single correlation scale
in range for the sound-speed fluctuations.

The log-normal distribution has very broad tails. One
typically observes stability matrix traces that fluctuate many
orders of magnitude at a given range. Long after the appear-
ance of highly unstable rays as a function of range, some
stable or nearly stable rays will still be present. Their pro-
portion decays essentially exponentially with range where
the parameters are uniquely fixed by the Lyapunov exponent
and the related stability exponentn̄. However, they may be
topographically invertible, and relatively speaking, more im-
portant than their proportion would suggest. We have
pointed out the distinctiveness of their behavior relative to
unstable rays such as the way they twist about each other,
and hang together as they propagate. Their collective prop-
erties appear to be highly correlated.

The r 21/2 behavior of the standard deviation of the sta-
bility exponent leads to a paradoxical situation in which all
the rays possess a unique Lyapunov exponent, yet the expo-
nentiated quantity, the matrix elements, or trace of the sta-
bility matrix possess a divergent variance as the range ap-
proaches infinity. This illustrates dramatically the differences
arising when noncommuting operations, i.e., ensemble aver-
aging, taking the logarithm, and taking the infinite range
limit, are interchanged. It is the stability matrix elements
which are relevant to semiclassical approximations. So, the
individual terms in a summation over eigenrays will vary
infinitely in their relative importance.
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A. Berrya) and O. Foin
G.A.U.S., Department of Mechanical Engineering, University of Sherbrooke, Quebec J1K 2R1, Canada

J. P. Szabo
Defence Research Establishment Atlantic, P.O. Box 1012, Dartmouth, Nova Scotia B2Y 3Z7, Canada

~Received 29 April 2000; revised 19 March 2001; accepted 25 March 2001!

This paper presents an analysis of the vibroacoustic response of a finite, simply supported
rectangular plate covered by a layer of decoupling material and immersed in a heavy fluid. An exact
formulation using the three-dimensional theory of elasticity for the decoupling material is derived
for this problem, thereby extending previous studies that were limited to infinite plates. The paper
details the constitutive equations of the problem and the analytical method of solution. Numerical
results show that shear waves in the decoupling material generally have little influence on the sound
radiation in the heavy fluid. Comparisons with a locally reacting model of the decoupling material
and with the simple model of House@Proc. I.O.A. 13~3!, 166–173~1991!# are also presented.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1372224#

PACS numbers: 43.30.Jx, 43.40.Dx, 43.40.Tm@CBB#

I. INTRODUCTION

The addition of a decoupling~or compliant! material on
a resonant structure is a common way to reduce the sound
radiated by a structure immersed in water. The aim of this
treatment is to isolate the fluid from the vibrations of the
resonant structure. The decoupling material should have a
low stiffness in comparison to the elastic material forming
the base structure to support thickness deformation induced
by the action of the dynamic pressure in the fluid. This de-
formation leads to the decoupling of the motions of the base
structure and of the fluid in contact with the decoupling
layer.

A simple description of a compliant coating is the lo-
cally reacting model, which assumes that the decoupling ma-
terial behaves as evenly distributed massless springs on the
plate. This model is able to account for the transverse strain
of the decoupling layer. It is called ‘‘locally reacting’’ be-
cause the thickness deformation of the layer at a given posi-
tion depends on the surface acoustic pressure at this position
only. Many previous studied have used the locally reacting
model to describe the vibroacoustics of an infinite structure
covered by a compliant material and immersed in water
~Crigthon, 1979; Maidaniket al., 1968, 1974, 1984!. Other
studies have also applied the locally reacting model to a
finite, piston-like base structure~Sandmanet al., 1995!, or a
rectangular, elastic plate~Foin et al., 2000! covered by a
decoupling material. Such locally reacting models remain
limited by their inherent incapability to capture complex
propagation of elastic waves in the decoupling material.

In order to accurately model the dynamics of a decou-
pling material, the three-dimensional theory of elasticity is
required. This theory ensures that complex, three-
dimensional deformations of the decoupling layer are prop-
erly accounted for. Ko~1997! and Keltie ~1998! have con-

sidered the three-dimensional theory of elasticity for base
plate–decoupling layer systems of infinite dimensions.
Laulagnet et al. ~1991, 1994! have also used the three-
dimensional elasticity to predict the sound radiated from a
thin, simply supported cylindrical shell covered by a thin
compliant coating. In their work, asymptotic expressions of
the three-dimensional elasticity were considered, based on
thin coating approximations. On the other hand, House
~1991! presented a very simple model of the transmission
loss for an infinite panel covered by a decoupling layer and
radiating into water. In this model, a closed-form solution of
the sound transmission loss is obtained under the assumption
that the base panel and decoupling material behave as fluid-
like media.

In this paper, a rigorous analytical formulation of the
sound radiation from a finite bending plate covered by a
decoupling material and immersed in a heavy fluid is inves-
tigated. The formulation uses the three-dimensional theory of
elasticity for the decoupling material, thereby extending pre-
vious work of Ko ~1997! and Keltie ~1998! to a system of
finite dimensions. Also, the base plate in this work is treated
as a bending plate. An analytical solution of the dynamic and
acoustic response is derived for the finite system with simply
supported boundary conditions. Section II of the paper pre-
sents the exact, constitutive equations of the problem and the
method of solution. Section III presents some numerical re-
sults on the influence of shear waves as compared to exten-
sional waves in the decoupling material, comparisons with a
locally reacting model of the decoupling material, and with
the model of House~1991!.

II. ANALYSIS

A. Propagation of waves in an elastic solid

In this paper, as in previous work~Ko, 1997; Keltie,
1998!, the decoupling material is treated as a three-
dimensional, linear, homogeneous, elastic solid. Althougha!Electronic mail: alain.berry@gme.usherb.ca
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the use of aporoelasticanalysis may more adequately de-
scribe the air-voided elastomeric decoupling materials con-
sidered here than a purelyelastic analysis, this option was
not pursued. This section recalls the basic theory to describe
the propagation of waves in an elastic, isotropic, and homo-
geneous solid. The following results are borrowed from Kol-
sky ~1963!, Achenbach~1973!, and Davis~1988!.

In general, the elastic displacementu5(ux ,uy ,uz) in
the solid can be written in the form

u5“f1¹3c, ~1!

where the first termuL5“f corresponds to a longitudinal
~or compressional! wave, and the second termuT5¹3c
corresponds to a transverse~or shear! wave. These two types
of waves can be expressed as a function of a scalar potential
f and a vector potentialc5(cx ,cy ,cz). The scalar poten-
tial is governed by the wave equation

¹2f2
r

l12m

]2f

]t2 50, ~2!

where the longitudinal wave speed iscL5(@l12m#/r)1/2, r
is the mass density of the solid, andl, m are the Lame´
coefficients. On the other hand, the potential vector is gov-
erned by the wave equation

¹2c2
r

m

]2c

]t2 50, ~3!

where the shear wave speed iscT5(m/r)1/2.
Since the three components of the displacementux , uy ,

uz depend on four potential componentsf, cx , cy , cz , it is
necessary to specify an additional relation between the po-
tentials. Achenbach~1973! assumes an additional relation of
the form

¹•c5
]cx

]x
1

]cy

]y
1

]cz

]z
50. ~4!

In addition to the above equations, boundary conditions
on the surface of the elastic domain need to be specified in
order to completely solve the scalar potential and potential
vector. These boundary conditions are presented hereafter for
the system considered in this study.

B. Constitutive equations of the vibroacoustic
problem

The structure under study is a rectangular~dimensionsa,
b!, simply supported bending plate covered by a decoupling
coating and immersed in water. The outer~‘‘wet’’ ! surface of
the coating is inserted in an infinite rigid baffle. The excita-
tion is a point force exerted on the base plate or an acoustic
plane wave~Fig. 1!. The base plate is described with the
classical Love–Kirchhoff theory for bending motion,
whereas the previous equations of three-dimensional elastic-
ity is used for the decoupling coating. The model thus ac-
counts for compressional~longitudinal! waves and shear
~transverse! waves in the decoupling material. The main dif-
ference between the locally reacting model previously pre-
sented in Foinet al. ~2000! lies in the fact that the locally
reacting model only accounts for thickness deformation of
the coating, whereas the 3D model accounts for all types of
deformations. To our knowledge, all previous modelling of
decoupling coatings using the three-dimensional theory of
elasticity considered only infinite geometry; in this work, the
three-dimensional theory of elasticity is extended to a finite
plate.

1. Dynamics of the base plate

The equation of motion of the base plate is

r1h1

]2w

]t2 1D1¹4w52 f ~x,y!2sz~x,y,0!, ~5!

wherer1 is the density andh1 is the thickness of the plate,w
is the transverse displacement,f (x,y) is the external force
per unit area acting on the plate andsz(x,y,0) is the normal
stress exerted by the coating on the plate. Also,D1

5(E1h1
3)/@12(12n1

2)# is the bending stiffness of the plate,
whereE1 , and n1 are the Young’s modulus and the Pois-
son’s ratio of the plate, respectively. The fluid loading on the
free side of the base plate is neglected in the dynamics of the
base plate. The boundary conditions at the edges of the plate
~simply supported boundary conditions! are

FIG. 1. Schematics of the system.

2705 2705J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Berry et al.: 3D elasticity for decoupling coating



w50 at x50, x5a, y50, y5b,

]2w

]y2 50 at x50, x5a, ~6!

]2w

]x2 50 at y50, y5b.

2. Dynamics of the coating

Extensional and shear waves in the decoupling material
are governed by Eqs.~1!–~4!. The boundary conditions at the
plate/coating interface (z50) are

w~x,y!5uz~x,y,0!,

h1

2

]w~x,y!

]x
5uz~x,y,0!, ~7!

h1

2

]w~x,y!

]y
5uy~x,y,0!.

These boundary conditions express the continuity of the dis-
placement between the plate and the coating in all three di-
rections. The boundary conditions on the lateral sides of the
coating are

uz50 at x50, x5a, y50, y5b,
ur50 at y50, y5b,
uy50 at x50, x5a,
sx50 at x50, x5a, y50, y5b,
sy50 at x50, x5a, y50, y5b,
sxz50 at y50, y5b,
syz50 at x50, x5a,

~8!

wheresx , sy , sxz , syz are stress components. The above
boundary conditions physically mean that the lateral sides of
the coating are fixed in thez direction and in the tangential
direction, but are free to move along the direction normal to
the side. These boundary conditions will allow the scalar
potentialf and the potential vectorc to be simply expressed
in terms of trigonometric functions, as will be shown later.

3. Fluid equations

The fluid is treated here as compressible and nonviscous.
The acoustic pressurep in the fluid is therefore governed by
the wave equation

¹2p2
1

c0
2

]2p

]t2 50, ~9!

wherec0 is the sound speed. At the fluid–coating interface
the continuity of normal mechanical and acoustic velocities
leads to

]2uz

]t2 U
z52h2

5
1

r0

]p

]zU
z52h2

, ~10!

wherer0 is the density of the fluid. Since the fluid cannot
withstand tangential stress, no continuity conditions are im-
posed to tangential displacements at the fluid–coating inter-
face. In the following, a time-harmonic dependence of the
form ej vt is assumed. From the Kirchhoff–Helmholtz theo-
rem, the acoustic pressure in the fluid half-space is related to

the normal displacement at the coating surface by the Ray-
leigh integral

p~x,y,z!52r0v2E E
S

uz~x8,y8,2h2!

3G~x,y,z/x8,y8,2h2!dx8 dy8, ~11!

whereG is the acoustic Green’s function that satisfies a Neu-
mann’s condition atz52h2

G5
e2 jk0~~x2x8!21~y2y8!21~z1h2!2!1/2

2p~~x2x8!21~y2y8!21~z1h2!2!1/2, ~12!

andk05v/c0 . The boundary conditions at the coating/fluid
interface (z52h2) are

sz~x,y,2h2!52p~x,y,2h2!,
sxz~x,y,2h2!50,
syz~x,y,2h2!50.

~13!

These equations express the stress continuity at the coating/
fluid interface: since the fluid is nonviscous, the tangential
stress is zero on the coating surface; moreover, the normal
stress is equal to the surface acoustic pressure2p(x,y,
2h2).

The problem is entirely defined by Eqs.~1!–~8! and
~11!–~13!. In the following, a solution is derived for the four
unknown variablesw, f, cx , cy @cz is ultimately expressed
in terms ofcx , cy using Eq.~4!#.

C. Solving the problem

Equation~6! allows the displacement of the base platew
to be written in terms of trigonometric functions

w~x,y!5 (
m51

`

(
n51

`

ammWmn~x,y!, ~14!

where Wmn(x,y)5sin(mpx/a)sin(npy/b) are the eigenfunc-
tions of a simply supported platein vacuo. The scalar poten-
tial and potential vector can also be written in terms of simi-
lar trigonometric functions

f~x,y,z!5 (
p51

`

(
q51

`

fpq~z!Wpq~x,y!. ~15a!

cx~x,y,z!5 (
p51

`

(
q50

`

cx,pq~z!sinS ppx

a D cosS qpy

b D
~15b!

cy~x,y,z!5 (
p50

`

(
q51

`

cy,pq~z!cosS ppx

a D sinS qpy

b D
The choice of such combinations of sine and cosine func-
tions in Eqs.~15a! and ~15b! will later be justified by the
boundary conditions of Eq.~8!. Substituting Eqs.~15a! and
~15b! into Eqs.~2! and ~3! results in the following second-
order differential equations:

Fv2

cL
2 2S pp

a D 2

2S qp

b D 2Gfpq~z!1
]2fpq~z!

]z2 50. ~16a!
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Fv2

cT
2 2S pp

a D 2

2S qp

b D 2Gcx,pq~z!1
]2cx,pq~z!

]z2 50

~16b!Fv2

cT
2 2S pp

a D 2

2S qp

b D 2Gcy,pq~z!1
]2cy,pq~z!

]z2 50.

The general solutions can be written in the form

fpq~z!5bpq cos~apqz!1cpq sin~apqz! ~17a!

cx,pq~z!5dpq cos~bpqz!1epq sin~bpqz!

cy,pq~z!5 f pq cos~bpqz!1gpq sin~bpqz!, ~17b!

wherebpq , cpq , dpq , epq , f pq , andgpq are unknown coef-
ficients related to the longitudinal wave and the shear wave
in the decoupling layer andapq andbpq are defined by

apq5S v2

~cL!22S pp

a D 2

2S qp

b D 2D 1/2

,

bpq5S v2

~cT!22S pp

a D 2

2S qp

b D 2D 1/2

,

which are complex quantities in general.
The three displacementsux , uy , uz , and the six stress

componentssx , sy , sz , sxy , sxz , syz in the decoupling
layer can later be expressed as a function of the potentialsf
andc. Ultimately, the displacements and stresses depend on
the six series of unknown coefficientsbpq , cpq , dpq , epq ,
f pq , andgpq , as detailed in what follows. Equation~1! al-
lows the displacement in thex, y, and z directions to be
written

ux~x,y,z!5
]f

]x
1

]cz

]y
2

]cy

]z
, ~18a!

uy~x,y,z!5
]f

]y
2

]cz

]x
1

]cx

]z
, ~18b!

uz~x,y,z!5
]f

]z
1

]cy

]x
2

]cx

]y
. ~18c!

Using Eq.~15!, this leads to

ux~x,y,z!5 (
p50

`

(
q51

`

cosS ppx

a D sinS qpy

b Dux,pq~z!,

~19a!

uy~x,y,z!5 (
p51

`

(
q50

`

sinS ppx

a D cosS qpy

b Duy,pq~z!,

~19b!

uz~x,y,z!5 (
p51

`

(
q50

`

sinS ppx

a D sinS qpy

b Duz,pq~z!,

~19c!

whereux,pq , uy,pq , anduz,pq are defined by

ux,pq~z!5
pp

a
fpq~z!2

qp

b
cz,pq~z!2

]cy,pq~z!

]z
,

~20a!

uy,pq~z!5
qp

b
fpq~z!1

pp

a
cz,pq~z!1

]cx,pq~z!

]z
,

~20b!

uz,pq~z!5
]fpq~z!

]z
2

pp

a
cy,pq~z!1

qp

b
cx,pq~z!. ~20c!

It can be noted thatux , uy , and uz in Eqs. ~19a!–~19c!
automatically satisfy the first three boundary conditions in
Eq. ~8!.

The stress components in the coating are also derived
from the displacements using the relations of linear elastic-
ity. The stress components are defined by

sx5~l212m2!
]ux

]x
1l2

]uy

]y
1l2

]uz

]z
, ~21a!

sy5l2

]ux

]x
1~l212m2!

]uy

]y
1l2

]uz

]z
, ~21b!

sz5l2

]ux

]x
1l2

]uy

]y
1~l212m2!

]uz

]z
, ~21c!

sxy5m2S ]ux

]y
1

]uy

]x D , ~21d!

sxz5m2S ]ux

]z
1

]uz

]x D , ~21e!

syz5m2S ]uy

]z
1

]uz

]x D , ~21f!

wherel2 , m2 are the Lame´ coefficients of the coating. Using
Eq. ~19!, this leads to

sx~x,y,z!5 (
p51

`

(
q51

`

sinS ppx

a D sinS qpy

b Dsx,pq~z!,

~22a!

sy~x,y,z!5 (
p51

`

(
q51

`

sinS ppx

a D sinS qpy

b Dsy,pq~z!,

~22b!

sz~x,y,z!5 (
p51

`

(
q51

`

sinS ppx

a D sinS qpy

b Dsz,pq~z!,

~22c!

sxy~x,y,z!5 (
p50

`

(
q50

`

cosS ppx

a D cosS qpy

b Dsxy,pq~z!,

~22d!

sxz~x,y,z!5 (
p50

`

(
q51

`

cosS ppx

a D sinS qpy

b Dsxz,pq~z!,

~22e!

syz~x,y,z!5 (
p51

`

(
q50

`

sinS ppx

a D cosS qpy

b Dsyz,pq~z!,

~22f!

where
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sx,pq~z!52
pp

a
~l212m2!ux,pq~z!2

qp

b
l2uy,pq~z!

1l2

]uz,pq~z!

]z
, ~23a!

sy,pq~z!52
pp

a
l2ux,pq~z!2

qp

b
~l212m2!uy,pq~z!

1l2

]uz,pq~z!

]z
, ~23b!

sz,pq~z!52
pp

a
l2ux,pq~z!2

qp

b
l2uy,pq~z!

1~l212m2!
]uz,pq~z!

]z
, ~23c!

sxy,pq~z!5m2

qp

b
ux,pq~z!1m2

pp

a
uy,pq~z!, ~23d!

sxz,pq~z!5m2

]ux,pq~z!

]z
1m2

pp

a
uz,pq~z!, ~23e!

syz,pq~z!5m2

]uy,pq~z!

]z
1m2

qp

b
uz,pq~z!. ~23f!

Again, the stress componentssx , sy , sxz , syz in Eqs.
~22a!–~22f! automatically satisfy the last four boundary con-
ditions in Eq.~8!.

The final step is to write the constitutive equations of the
problem in terms of the series of unknown coefficientsamn ,
bpq , cpq , dpq , epq , f pq , andgpq . Using the orthogonality
of the eigenfunctionsWmn(x,y), the dynamics of the base
plate Eq.~5! can be written

r1h1~vmn
2 2v2!amnNmn

52E
0

aE
0

b

f ~x,y!Wmn~x,y!dx dy

2E
0

aE
0

b

sz~x,y,0!Wmn~x,y!dx dy, ~24!

where the natural angular frequencies of the base platein
vacuoare defined by

vmn5A D1

r1h1
S S mp

a D 2

1S np

b D 2D
and

Nmn5E
0

aE
0

b

Wmn
2 ~x,y!dx dy5

ab

4
.

The other equations are provided by the plate/coating and
coating/fluid interface conditions. The boundary conditions
Eq. ~7! become

(
m51

`

(
n51

`

amnWmn~x,y!

5 (
p51

`

(
q51

`

uz,pq~0!Wpq~x,y! ;x,y, ~25a!

h1

2 (
m51

`

(
n51

`

amn

mp

a
cosS mpx

a D sinS npy

b D
5 (

p50

`

(
q51

`

ux,pq~0!cosS mpx

a D sinS npy

b D ;x,y, ~25b!

h1

2 (
m51

`

(
n51

`

amn

np

b
sinS mpx

a D cosS npy

b D
5 (

p51

`

(
q50

`

uy,pq~0!sinS mpx

a D cosS npy

b D ;x,y, ~25c!

which leads to

amn5uz,mn~0!, ~26a!

h1

2

mp

a
amn5ux,mn~0! if m.0,

~26b!
ux,mn~0!50 if m50.

h1

2

np

b
amn5uy,mn~0! if n.0,

~26c!
uy,mn~0!50 if n50.

From Eqs.~22c!, ~11!, and ~19c!, the first plate/coating
interface condition in Eq.~13! takes the form

(
p51

`

(
q51

`

sz,pq~2h2!Wpq~x,y!

5r0v2E
0

aE
0

b

(
m51

`

(
n51

`

uz,mn~2h2!Wmn~x,y!

3G~x,y,2h2 /x8,y8,2h2!dx8 dy8. ~27!

The orthogonality ofWmn(x,y) is used to simplify the above
relation

Npqsz,pq~2h2!5 j v (
m51

`

(
n51

`

uz,mn~2h2!Zmnpq, ~28!

whereZmnpq are the radiation impedance terms defined by

Zmnpq5 j r0vE
0

aE
0

bE
0

aE
0

b

Wmn~x8,y8!

3G~x,y,2h2 ,x8,y8,2h2!Wpq~x,y!dx dy dx8 dy8.

~29!

It is noted that these radiation impedance terms take the
same form as in the analysis of the sound radiation from a
simply supported bending plate; therefore, they can be com-
puted using the usual techniques described in Nelisseet al.
~1996! and Sandman~1975!.

The last two plate/coating interface conditions in Eq.
~13! can be written in the form
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sxz,pq~2h2!50 ;p,q,
~30!

syz,pq~2h2!50 ;p,q.

Equations~24!, ~26a!, ~26b!, ~26c!, ~28! and ~38! form
the equations of the problem in terms of the unknown coef-
ficientsamn , bpq , cpq , dpq , epq , f pq , andgpq . Solving the
corresponding linear system allows the unknown coefficients
of the problem to be obtained, and ultimately the various
vibroacoustic indicators to be derived.

D. Vibroacoustic indicators

In this section global vibroacoustic indicators are de-
rived from the previous theoretical analysis. The vibroacous-
tic indicators are the mean square velocity of the base struc-
ture, the mean square velocity of the outer surface of the
decoupling layer, the sound power radiated by the system in
the heavy fluid, and the acoustic insertion loss.

1. Mean square vibration velocities

The mean square velocity of the base plate is defined by

^V1
2&5

v2

2ab E0

aE
0

b

w~x,y!w* ~x,y!dx dy

5
v2

8 (
m51

`

(
n51

`

uamnu2. ~31!

The transverse mean square velocity of the outer surface
of the decoupling layer is

^V2
2&5

v2

2ab E0

aE
0

b

uz~x,y,2h2!uz* ~x,y,2h2!dx dy

5
v2

8 (
p51

`

(
q51

`

uuz,pq~2h2!u2. ~32!

The mean square velocity ratio is representative of the
effectiveness of the decoupling material; it is expressed as
the ratio of the mean square velocity of the base plate to the
mean square velocity of the outer surface of the decoupling
layer

VR5
^V1

2&

^V2
2&

. ~33!

2. Sound radiation in the heavy fluid

The sound power radiated by the system in the heavy
fluid is given by

W5
1

2
ReF E

0

aE
0

b

p~x,y,2h2!~2 j v!uz* ~x,y,2h2!dx dyG
5

v2

2 (
mnpq

uz,pq~2h2!Re@Zmnpq#uz,mn* ~2h2!. ~34!

The acoustic insertion loss is defined by the ratio of the
radiated power with the decoupling material to the radiated

powerW0 of the base structure without the decoupling ma-
terial

IL 5
W

W0
. ~35!

III. NUMERICAL RESULTS

A. Comparison with the model of House „1991…

House ~1991! developed a very simple model to de-
scribe the sound radiation of aninfinite base structure im-
mersed in air on one side and covered by a decoupling coat-
ing which radiates sound in water on the other side. The
excitation in his model is anormal acoustic plane wave act-
ing on the base structure~air side!. Each structural compo-
nent ~i.e., the base plate and the coating! is described by an
equivalent fluid model and is characterized by its density and
longitudinal wave velocity. House calculated the transmis-
sion loss of this system, defined by

TL510 log10S A1

A4
D , ~36!

whereA1 is the magnitude of the incident acoustic wave and
A4 is the magnitude of the transmitted acoustic wave in wa-
ter. He derived the following expression of the transmission
loss:

TL4520 log10F Fcos~k2l 2!cos~k3l 3!S 11
z1

z4
D

2sin~k2l 2!sin~k3l 3!S z2

z3
1

z1z3

z2z4
D

1 j cos~k2l 2!sin~k3l 3!S z1

z3
1

z3

z4
D

1 j sin~k2l 2!cos~k3l 3!S z1

z2
1

z2

z4
D G G . ~37!

The notations of House are used in Eq.~37! and throughout
this section. Subscripts 1, 2, 3, and 4 are devoted to air, the
base structure, the coating, and water, respectively. Also,zi

is the acoustic impedance (zi5r ici) of the medium i ( i
51,...,4),r i is the density,ci is the wave velocity,ki is the
acoustic wave numberki5v/ci , l 2 and l 3 are the thick-
nesses of the base plate and the coating, respectively. The
indicator used by House to quantify the decoupling effect is
the insertion loss, defined by the difference between the
transmission loss without coating and the transmission loss
with the coating

IL 5TL32TL4 , ~38!

where TL3 is the transmission loss without coating@obtained
from Eq. ~37! by taking l 350#.

Figures 2 and 3 show comparisons between the model of
House and the present approach for a base plate made of
steel ~r257850 kg/m3, E25210(110.005j ) GPa, n250.3,
corresponding to a longitudinal wave velocityc256000 m/s
in the model of House! with dimensions a5b50.6 m and
thicknessh259 mm. In the context of the present study, a
normal acoustic plane wave excitation is represented in Eq.
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~5! by a uniform force per unit area,f (x,y)52p0 , wherep0

is the amplitude of the incident plane wave; a blocked pres-
sure approximation is therefore invoked in order to express
the surface pressure on the base plate to the amplitude of the
incident wave. The decoupling layer has a thicknessh3

50.01 m, withn350.45, r35100 kg/m3, and a loss factor
h350.01. In Fig. 2 the Young’s modulus of the coating is
E35105 Pa (c3561.6 m/s) and in Fig. 3,E35103 Pa (c3

56.16 m/s). The incident acoustic wave propagates in air
(c15340 m/s,r151.2 kg/m3!, the transmitted wave propa-
gates in water~c451460 m/s,r451000 kg/m3!. The results
of the three-dimensional model have been computed both in
narrow-frequency bands and in one-third-octave bands. The
first dip in the model of House corresponds to a frequency
range in which the insertion loss is negative and can be in-
terpreted as the mass-spring mode of the base structure/
coating system. If the base plate is approximated by a
lumped mass~with surface massr2h2! and the coating by a
distribution of linear transverse springs~characterized by a
stiffness per unit areaL3 /h3!, the natural frequency of the
mass-spring mode is given by the following formula:

Fr5
1

2p
A L3

r2h2h3
, ~39!

whereL3 is the plate modulus of the coating~expressed in
terms of the Lame´ constants by:L35l312m3!. In the case
of Fig. 2, Eq.~39! gives a value of 116 Hz, whereas the dip
in the model of House is found to be around 120 Hz. Figure
2 shows that the three-dimensional elasticity model also pre-
dicts a negative insertion loss at a frequency close to the
mass-spring resonance in the model of House~strictly, the
mass-spring mode does not exist in the three-dimensional
model because the boundary conditions of the base plate
prevent rigid body motion of the plate!. In Fig. 2, the subse-
quent dip observed in the model of House around 3 kHz
corresponds to a thickness coating mode, i.e., a standing
wave in the thickness of the coating. The coating modes are
determined by the thickness of the coating and the longitu-
dinal wave velocity in the coating. In an approximate way,
the coating modes correspond to situations where the longi-
tudinal wavelength in the coatingg, satisfies the relation

FIG. 2. Comparison of the insertion
loss obtained with the model of House
and with the three-dimensional model;
excitation: normal acoustic wave;
coating properties:E35105 Pa, c3

561.6 m/s,h350.01 m, n350.45, r3

5100 kg/m3, h350.01.

FIG. 3. Comparison of the insertion
loss obtained with the model of House
and with the three-dimensional model;
excitation: normal acoustic wave;
coating properties:E35103 Pa, c3

56.16 m/s,h350.01 m, n350.45, r3

5100 kg/m3, h350.01.
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g5
2h

n
, n51,...,̀ , ~40!

whereh is the thickness of the coating. Hence, the natural
frequencies of the coating modes are given by

f n5
ncL

2h
, n51,...,̀ , ~41!

wherecL is the longitudinal wave velocity in the coating. In
Fig. 3 ~softer coating material!, most of the dips in the model
of House correspond to such coating modes. Figures 2 and 3
show that the three-dimensional model accurately predicts
the coating modes observed in the simplified model of
House. It is noted that the one-third-octave band results in
the case of Fig. 3 do not reveal the coating modes because
the frequency bands of integration are too large.

B. Relative influence of longitudinal and shear wave
components

This section investigates the influence of the shear wave
component in the three-dimensional elasticity model of the
decoupling material. Earlier work~Ko, 1997! concluded that
shear waves in the coating generally have little influence on
the sound radiation from the system. Neglecting shear waves

in the formulation implies that only the scalar potentialf
accounting for longitudinal waves is considered in the equa-
tion of motion of the coating. The potential vectorc ac-
counting for the shear waves in the material is neglected.
This approximation allows the unknown coefficients of the
problem to be reduced toamn , bpq , andcpq only, and the
governing equations reduce to Eqs.~24!, ~26a! and ~28!.
Thus, Eqs.~26b!, ~26c! and ~30! are not considered in this
simplified model. Disregarding Eqs.~26b! and ~26c! physi-
cally implies that the continuity of the tangential displace-
mentux anduy between the base plate and the coating is no
longer enforced, while disregarding Eq.~30! means that the
nullity of the tangential stressessxz andsyz is not enforced
at the coating/fluid interface. These simplifications therefore
may violate some of the physics involved in the problem.

In the following numerical results a steel plate@r1

57850 kg/m3, E15210(110.005j ) GPa, n150.3] of di-
mensions a5b50.6 m, thicknessh159 mm is considered.
The acoustic medium is water~c051460 m/s, r0

51000 kg/m3!. A point force is applied on the base plate at
x5y50.06 m from a plate corner. Figures 4 and 5 show
comparisons between the complete model and the simplified
model ~neglecting shear waves! in terms of the radiated
sound power in the frequency range 0–4 kHz, for two dif-

FIG. 4. Sound power radiated by the
system calculated with the three-
dimensional model, influence of the
shear waves; coating properties:h2

50.05 m, r25600 kg/m3, E257.2
3106 Pa, h250.65,n250.38.

FIG. 5. Sound power radiated by the
system calculated with the three-
dimensional model, influence of the
shear waves; coating properties:h2

50.05 m, r25600 kg/m3, E257.2
3105 Pa, h250.65,n250.38.
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ferent coating materials with thicknessh250.05 m. The de-
coupling materials in Figs. 4 and 5 correspond to typical
highly damped (h250.65), medium density foams (r2

5600 kg/m3); a relatively rigid material is considered in Fig.
4 (E257.23106 Pa), whereas a softer material is assumed in
Fig. 5 (E257.23105 Pa). The series in Eqs.~14! and ~15!
have been truncated to 8 terms in each directionx,y; this
guarantees that the series include allin vacuomodes of the
base plate in the frequency range 0–4 kHz. It was verified
that increasing the number of terms does not change the re-
sults in this frequency range. The numerical results show that
the influence of shear waves is limited to low frequency and
relatively stiff decoupling materials. The conclusion that
shear waves in the coating have little influence on the sound
radiation is consistent with previous studies in the literature
~Ko, 1997!. In most of the following numerical results, only
longitudinal waves are accounted for in the 3D model.

C. Comparison with a locally reacting model

In this section the three-dimensional elasticity model of
the decoupling material is compared to a simplified, locally
reacting model previously published by the authors~Foin
et al., 2000!. In this simplified model, the decoupling mate-
rial is described by a distribution of massless linear springs
acting in the transverse direction; the decoupling material is

therefore subject to thickness deformation only, instead of
three-dimensional deformation. Also, the locally reacting
model assumes a zero mass of the decoupling material, while
the density is taken into account in the three-dimensional
model. In the following results, only the longitudinal waves
in the coating are accounted for in the three-dimensional
elasticity model. The base plate properties, point force exci-
tation, and fluid property are similar to the previous section.

In the three-dimensional theory of elasticity the trans-
verse stress in the coatingsz is related to the transverse
strain«z by the relation:

sz5~l212m2!«z5~B21 4
3m2!«z , ~42!

where l2 and m2 are the Lame´ coefficients andB2 is the
bulk modulus of the coating. The termL25l212m2 is re-
ferred to as the plate modulus. In the locally reacting model
only the transverse stress and transverse strain are considered
in the decoupling material. Hence, the stress–strain relation
in the decoupling material should be expressed by Eq.~42!.
Applying Eq. ~42! to a locally reacting, massless decoupling
layer on a base plate results in:

P~x,y,2h2!5L2S w2~x,y!2w1~x,y!

h2
D , ~43!

FIG. 7. Sound power radiated by the
system, comparison between the lo-
cally reacting model and the 3D
model; coating propertiesh2510 mm,
r25100 kg/m3, E25105 Pa, n2

50.45 ~corresponding to a plate
modulusL253.7933105 Pa!, loss fac-
tor h250.01. Only longitudinal waves
are accounted for in the 3D model.

FIG. 6. Sound power radiated by the
system, comparison between the lo-
cally reacting model and the 3D
model; coating propertiesh2510 mm,
r25100 kg/m3, E25106 Pa,n250.45
~corresponding to a plate modulusL2

53.7933106 Pa!, loss factor h2

50.01. Only longitudinal waves are
accounted for in the 3D model.
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where P(x,y,2h2) is the acoustic pressure on the coating
surface;w2 and w1 are the transverse displacements of the
coating surface and of the base structure, respectively. Equa-
tion ~43! shows that theplate modulus should be considered
to represent the stiffness of the decoupling material in the
locally reacting model. The relationL25l212m2 thus dic-
tates a relation between the plate modulus used to describe
the coating stiffness in the locally reacting model, and the
corresponding Young’s modulus and Poisson’s ratio used in
the three-dimensional model.

Figure 6 shows the sound power radiated from the sys-
tem into water for the following coating properties:h2

510 mm, r25100 kg/m3, E25106 Pa, n250.45 ~corre-
sponding to a plate modulusL253.7933106 Pa in the lo-
cally reacting model!; a loss factorh250.01 is considered in
the coating~meaning that a complex Young’s modulusẼ2

5106(110.01j ) is considered!. The one-dimensional, lo-
cally reacting model and the three-dimensional model are in
reasonable agreement, especially in high frequency. In low
frequency, the resonances predicted by the three-dimensional
model are shifted to higher frequency as compared to the
locally reacting model; this may be attributed to more rigid
boundary conditions of the decoupling layer in the three-
dimensional model~for example, the edges of the decoupling

layer are constrained to have a zero transverse displacement,
which is not the case in the locally reacting model!. Figure 7
shows numerical results for the following coating properties:
h2510 mm, r25100 kg/m3, E25105 Pa, n250.45 ~corre-
sponding to a plate modulusL253.7933105 Pa in the lo-
cally reacting model!; a loss factorh250.01 is considered in
the coating. These properties correspond to a softer material,
as compared to Fig. 6. The low-frequency results obtained
with the two models are comparable. However, there is a
high-frequency~starting at 1.5 kHz! deviation of the models;
specifically, the three-dimensional model predicts a signifi-
cant amplification phenomenon around 3 kHz, which is due
to a coating resonance~mode in the thickness dimension of
the coating!. Such thickness modes in the coating cannot be
predicted by the locally reacting model because of the mass-
less assumption of the coating. As a result, the three-
dimensional elasticity model predicts an acoustic amplifica-
tion in the frequency range of the thickness mode.

In this section the mean square velocity ratio@Eq. ~33!#
is compared for both models. The mean square velocity ratio
gives an indication of the vibration isolation provided by the
decoupling layer; moreover, it was found in Foinet al.
~2000! that this ratio is also an appropriate indicator of the
noise reduction provided by the coating. In the following

FIG. 9. Mean square velocity ratio;
coating properties h2510 mm, r2

5100 kg/m3, E25105 Pa, n250.45
~corresponding to a plate modulusL2

53.7933105 Pa!, loss factor h2

50.01. Only longitudinal waves are
accounted for in the 3D model.

FIG. 8. Mean square velocity ratio;
coating properties h2510 mm, r2

5100 kg/m3, E25106 Pa, n250.45
~corresponding to a plate modulusL2

53.7933106 Pa!, loss factor h2

50.01. Only longitudinal waves are
accounted for in the 3D model.
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results, only the longitudinal waves in the coating are ac-
counted for in the three-dimensional elasticity model. The
base plate properties, point force excitation, and fluid prop-
erty are similar to the previous sections. Figure 8 shows the
mean square velocity ratio for coating properties similar to
those of Fig. 6. In this case, a good agreement is obtained
between the three-dimensional model and the locally react-
ing model. Figure 9 is for the case of a softer decoupling
material, with properties similar to those of Fig. 7. The three-
dimensional model shows a small vibration isolation in the
region corresponding to the first thickness mode of the coat-
ing. The coating modes are determined by Eq.~41!. The
locally reacting model cannot predict such modes because of
the massless assumption used for the coating (cL5`), and
therefore overestimates the isolation provided by the coating
in the frequency region corresponding to thickness modes in
the coating.

IV. CONCLUSIONS

An exact analysis of the vibroacoustic response of a fi-
nite, simply supported rectangular plate covered by a layer of
decoupling material and immersed in a heavy fluid has been
presented. The three-dimensional theory of elasticity was
used along with appropriate boundary conditions for the de-
coupling material, thereby extending previous studies which
were limited to infinite plates and coating systems. Such a
model is therefore more complete than the locally reacting
model previously investigated by the authors. The following
general conclusions can be drawn from the numerical results
obtained:

~i! The very simple model of House was found to be in
good agreement with the three-dimensional model in
terms of the acoustic insertion loss of the coating
layer.

~ii ! Shear wave components in the decoupling material
usually have little influence on the sound radiation in
a heavy fluid, as compared to longitudinal wave com-
ponents.

~iii ! A good agreement was found between the locally re-
acting model and the three-dimensional model in the
case of relatively stiff, lightly damped, and low mass
density coating materials. However, dynamic effects
in the decoupling material such as coating modes are
revealed by the three-dimensional model; these ef-
fects translate into a poor noise reduction provided by
the coating.
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An investigation into the applicability and accuracy of Pritchard’s approximation for closely packed
transducer arrays is undertaken. A new, ‘‘modal’’ Pritchard approximation is developed, based upon
normal modes of the acoustic medium, and is tested for arrays of acoustically hard spheres to
ascertain its accuracy in determining the mutual acoustic radiation impedance between array
elements. Forka'1, it is found that the modal Pritchard approximation works quite well in
approximating the mutual radiation impedance of a two-element array, even for relatively close
spacing; but for arrays of three or more scatterers in close proximity the approximation may have
relatively large errors. The effect of neglecting inter-element scattering is analyzed for the
monopole-to-monopole scattering of various configurations of a three-element array and a sixteen-
element double line array. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1354985#

PACS numbers: 43.30.Jx, 43.30.Yj@ANN#

I. THEORETICAL BACKGROUND

The so-called Pritchard1 and ‘‘generalized Pritchard’’
methods2 are popular techniques used to approximate the
acoustic interactions between elements in an underwater
acoustic array. Origins of the method can be traced back to
an asymptotic analysis for small spherical scatterers in an
acoustic medium performed by Karnovsky,3 who in turn ref-
erences~as does Pritchard in his paper! earlier work done
~including baffled pistons! by Rayleigh in 1903.4

In Pritchard’s paper, the approximation is based upon an
analytical treatment of acoustic interactions in an array of
baffled circular pistons loaded by a semi-infinite fluid me-
dium. Extensions to more general arrays are possible, how-
ever, if the following three criteria are met:

d The mutual impedance between any two elements of the
array can be considered without regard to other array
elements in the construction of a global impedance ma-
trix for the entire array.

d The dimensions of an array element~in our case, the
sphere radiusa! are small relative to the acoustic wave-
length @(ka)2!1, wherek5v/c is the wave number of
the time harmonic problem andc is the acoustic wave
speed#.

d The ratio of array element dimension to inter-element
distances~d! is small (a/d!1).

While it is true that if the second and third conditions are
met, so must the first, the method is often applied when the
latter two conditions are not strictly satisfied, with very good
results. This is most likely due to the first condition being
met. In Pritchard’s paper the first of these approximations is
exactly satisfied, since his array elements are coplanar with

the baffle. When the assigned velocity of all but one of the
pistons vanishes, the remainder of the array becomes essen-
tially part of the baffle, and the exact mutual radiation im-
pedance between it and any of the remaining array elements
can be found analytically without regard to the other array
elements, because there is no scattering.

The Pritchard approximation for the mutual radiation
impedance between two array elements~for example, pistons
1 and 2! can be formulated mathematically as follows: A
series representation of the mutual acoustic radiation imped-
ance between the two pistons to leading order for smallka
and smalla/d is:

Z12'R22Fsinkd

kd
1 i

coskd

kd G5R22h0
~2!~kd!, ~1!

in which Z12 is the mutual radiation impedance seen by pis-
ton 1 due to a radiated pressure from piston 2,h0

(2) is the
zeroth order spherical Hankel function of the second kind~an
eivt time dependence is used throughout!, andR22 is the real
~resistive! part of the self-radiation impedance of piston 2.
Pritchard demonstrated that the above approximation is quite
accurate in comparisons with exact calculations over a range
of center-to-center distances between pistons in the baffled
array.

Benthien2 reported on extensions of Pritchard’s method
to other types of arrays. In particular, Benthien found excel-
lent agreement in comparing a Pritchard approximation to
experimental as well as numerically determined results based
on the boundary element techniqueCHIEF,5 for a three-
element array of flextensional transducers. In Benthien’s
methodology, the mutual radiation impedances between ar-
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ray elements are found by numerically determining the free-
field self-radiation impedance of a single array element
(Zself). This uses the codeCHIEF.6 The resulting matrix is
then used to obtain the mutual radiation impedance of that
array element on a second~identical! array element by mul-
tiplying the self-radiation resistance matrix (Rself) by h0

(2)

3(kd) whered is the distance between the two array ele-
ments.

A more complicated and perhaps more accurate calcula-
tion would apply a Pritchard-type approximation on afinite
elementby finite elementbasis rather than fromarray ele-
mentto array element, but is not done for two reasons. One
reason is that the calculations involved in finding the mutual
radiation impedance between finite elements for a large array
would be greatly increased. A second reason is based on the
underlying assumption of the Pritchard approximation itself,
namely thata!d wherea is a characteristic length of the
array element. This implies that finite element to finite ele-
ment spacing between two array elements whose center to
center spacing isd would be very nearlyd asd6a'd.

In the Benthien formulation, the mutual radiation imped-
ance matrix so constructed is applied to the velocity degrees
of freedom ~one for each surface finite element facet! for
each element of the array to produce a pressure forcing func-
tion on each of the array element fluid-loaded surfaces. One
can then solve for the unknown values of the velocities by
matrix inversion techniques. Following Benthien, one could
also normalize the matrix equations utilizing thein vacuo
eigenvectors of the mass/stiffness finite element matrices of
the array element prior to solving the system.

The work of Blottman et al.7 should be mentioned.
These authors numerically determined the mutual radiation
impedance between a two-element array of transducers
wherein thein vacuonormal modes of the transducers were
used as degrees of freedom of the system. In this regard,
Blottman’s work resembles that of Benthien’s ‘‘normaliza-
tion.’’ Unlike the work of Benthien, it is assumed that inter-
mode~cross-! coupling of the self-radiation impedance for a
single transducer is negligible~i.e., in vacuonormal modes
do not couple when heavy fluid loading is applied!. Modal
mutual impedances between array elements are found by em-
ploying a boundary element technique~EQI/ATILA !8–10 which
~unlike a Pritchard approximation! numerically accounts for
scattering effects to all orders. While the work by Blottman
et al. would appear to have little to do with the Pritchard
approximation, the idea of applying a ‘‘modal’’ mutual ra-
diation impedance is of interest. In particular, this report con-
siders the possibility of a modal Pritchard approximation
which might improve upon the Pritchard approximations cur-
rently in use.

II. THE MUTUAL RADIATION IMPEDANCE MATRIX
AND THE PRITCHARD APPROXIMATION

Given a fluid-loaded array ofM elements/transducers,
and that the total pressure on array elementn is represented
by Pn , its value can be formally written in terms of the

mutual and self-radiation impedances, and the prescribed
normal surface velocities on each of the array elements~Vm

for array elementm!, by the sum

Pn5 (
m51

M

ZnmVm . ~2!

These pressures can in turn be used in conjunction with sur-
face velocities to calculate pressures at arbitrary field points
in the acoustic medium.

Crucial to Pritchard’s method is an accurate representa-
tion of the self-radiation impedance of an array element since
it is the basis for determination of all mutual radiation im-
pedances imposed by that element on other elements in the
array~it is used to find theZnm along that row of the global
impedance matrix!. If the self-radiation impedance is ap-
proximated by thefree-fieldradiation impedance for the ar-
ray element, the effect of inter-element array backscattering
is necessarily neglected. Backscatter might, however, be
taken into account at some level. At one extreme, one could
numerically find the self-radiation impedance of a single el-
ement which accounts for all scattering between array ele-
ments, but that would be tantamount to solving the full array
problem numerically, precluding the need for a Pritchard ap-
proximation altogether.~Incidentally, this is exactly what
Pritchard was able to do for his baffled array.! A second
alternative, neglects all backscattering except what is be-
tween those two array elements for which the mutual radia-
tion impedance is being found. For a two-body array, this
and the former methods of finding the self-radiation imped-
ance are equivalent. A difficulty with this latter technique is
that the self-radiation impedance expression used in a Prit-
chard approximation for each array element would depend
on the geometry~distance and orientation! between it and
each member of the array. Calculations would then have to
be done on every combination of two-element arrays pos-
sible in the full array, leading to a considerable amount of
work for ‘‘large’’ arrays.

If the free-field self-radiation impedanceis used in the
Pritchard approximation, and the velocity on the surface of
each array element is known, the field pressure at any point
in the acoustic medium can be found by a simple superposi-
tion of the radiated pressures resulting from each of the array
elements. The surface pressure on thenth array element can
be expressed as the sum of its self-radiated pressure
(ZnnVn), plus contributions of radiated pressures from all
other array elements, through the mutual radiation imped-
ance matrix. Pritchard’s approximation essentially substi-
tutes the contribution to the radiation impedance from the
mth array element on thenth element by a point source with
amplitude equal to the resistive part of themth array el-
ement’s self-radiation impedance. This can be written as

Pn5 (
m51

M

ZnmVm'Znnfree
Vn1 (

m51,mÞn

M

Rmmh0
~2!~kdnm!Vm,

~3!

whereM is the number of elements in the array, anddnm is
the distance between array elementsn andm.
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To gauge the accuracy of the Pritchard approximation an
exact form of the mutual radiation impedance between ele-
ments of an array is needed which is more general than the
‘‘flat’’ array considered by Pritchard in his original work. An
analytical form for the mutual radiation impedance between
two acoustically hard spheres is given by New and Eisler11

which employs a Green’s function analysis coupled with
spherical addition formulas.12 Self- and mutual acoustic ra-
diation impedances between the spheres are found and are
represented by infinite series involving spherical Bessel
functions and spherical harmonics. Results are then given
over a range of center-to-center distances for cases in which
one or both of the spheres are oscillating in a monopole
fashion.

The surface radiation impedance used by New and
Eisler is based on the definition13,14

Zr j
5

1

VjVj*
E E p~r j !v* ~r j !dsj , ~4!

wherep( r̄ ) andv( r̄ ) are, respectively, the pressure and nor-
mal velocity on the surface (sj ), and wherev( r̄ ) is further
defined asv( r̄ )5Vb( r̄ ) in which V is an amplitude applied
to the spatially varying functionb( r̄ ). ~The asterisks refer to
complex conjugates.!

It is a simple matter to find values for the self- and
mutual radiation impedance for the two-element array ana-
lyzed in New and Eisler’s work since the two spheres are
identical. For this array, the total radiation impedance seen
by sphere 1 is:

Zr 1
5Z111

V2

V1
Z12. ~5!

The scaled radiation impedance seen by sphere 1 when both
spheres have identical velocities, is given by the sumZ11

1Z12, while Z11 is found by calculating the radiation imped-
ance seen by sphere 1 while assigning a zero velocity on
sphere 2. To find the mutual radiation impedance between
sphere 2 and sphere 1 (Z12), the difference between these
two radiation impedances is taken (Zr 1

uV15V251

2Zr 1
uV151,V250). ~Equivalently,Z12 could be found by de-

termining the pressure on sphere 1 whenV150 andV251.!
In reporting their results, New and Eisler make the fol-

lowing observation regarding the two-sphere array and the
radiation impedance seen by sphere 1 (Zr 1

):
...the contribution of the mutual termZ12 is certainly
significant. However, the primary contribution to the de-
viation of Zr 1

from the free-field value isnot scattering,
but merely a consequence of the added pressure field
from sphere number 2. One can conclude, therefore,
that, in the transition region (ka1'ka2'1), the effects
of scattering on the radiation impedance of one spherical
transducer in the presence of a second spherical trans-
ducer are barely significant, even for close spacings.

This would appear to validate a ‘‘Pritchard’’ type approxi-
mation for an array of spheres, up to and includingka'1,
and small inter-array element spacings.

In our analysis, spherical harmonic functions and the
spherical addition formula are used to find an appropriate

‘‘modal’’ Pritchard approximation based uponnormal
modes of the acoustic medium. Our work explores the na-
ture of this approximation with comparisons to exact solu-
tions found by a T-matrix formalism,15 in which scattering
effects between array elements are fully taken into account.

III. DERIVATION OF THE MODAL PRITCHARD
APPROXIMATION

The time harmonic radiated or scattered pressure field is
represented in terms of outgoing spherical Hankel functions
applied to the set of spherical harmonics. For a single
radiator/scatterer with a local coordinate system written with
the index ‘‘j,’’ the functional form of the pressure field (pj )
is written

pj~r j ,u j ,f j !5 (
n50

N

(
m52n

n

Amn
j hn~kr j !Vn

m~u j ,f j !, ~6!

where

Vn
m~u,f!5Pn

m~cosu!eimf

are spherical harmonic functions.
Representation of a single outgoing spherical wave us-

ing the spherical addition formula is given by12

hn~kr2!Vn
m~u2 ,f2!

5 (
n50

`

(
m52n

n

( 8
p5un2nu
p>um2mu

n1n

a~n,p,n,m,m! j n~kr1,
!

3hp~kr1.
!Vp

m1m~u12,f12!Vn
m~u1 ,f1! ~7!

~the prime on the summation overp indicates jumps of 2 in
the sum! (r 1 ,u1 ,f1)5spherical coordinates relative to sys-
tem 1, (r 2 ,u2 ,f2)5spherical coordinates relative to system
2, (r 12,u12,f12)5origin of system 2 relative to 1,r 1.

5max$r2,r12%, r 1,
5min$r2,r12% and where the coefficients

a(...) arerelated to the Wigner 3-j symbols used in quan-
tum mechanics.

Derivation of the modal Pritchard approximation begins
with a description of a two-element array. Spheres have a
common radiusa, and velocities specified on spheres 1 and 2
are given by individual normal modes:

V15
i

vr

]p

]r U
r 15a

5Vn1

m1Vn1

m1~u1 ,f1! ~8!

V25
i

vr

]p

]r U
r 25a

5Vn2

m2Vn2

m2~u2 ,f2!. ~9!

Letting

V̄n
m5Vn

m~u12,f12!

and noting that

Vn
m~p2f12,p2f12!5~21!n1mV̄n

m ,

the pressure from sphere 2 translated to sphere 1 coordinates
~with r 1,r 12! is given by:
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p2
15 (

t250

`

(
s252t2

t2

As2t2
2 H (

n150

`

(
m152n1

n1

j n1
~kr1!

3 ( 8
s15ut22n1u
s1>us22m1u

t21n1

a~n1 ,s1 ,t2 ,m1 ,s2!

3hs1
~kd!Vn1

m1~u1 ,f1!V̄s1

s22m1J . ~10!

Similarly, the pressure from sphere 1 translated to
sphere 2 coordinates is

p1
25 (

t150

`

(
s152t1

t1

As1t1
1 H (

n250

`

(
m252n2

n2

j n2
~kr2!

3 ( 8
s25ut12n2u
s2>us12m2u

t11n2

a~n2 ,s2 ,t1 ,m2 ,s1!hs2
~kd!

3Vn2

m2~u2 ,f2!V̄s2

s12m2~21!s21s12m2J . ~11!

Upon application of the boundary conditions:

i

vr

]

]r
@p11p2

1#ur 15a5Vn1

m1Vn1

m1~u1 ,f1!, ~12!

i

vr

]

]r
@p21p1

2#ur 25a5Vn2

m2Vn2

m2~u2 ,f2!, ~13!

and formally applying normal modes with division by de-
rivatives of Hankel functions applied atka leads to the sys-
tem of equations

2 ircVn1

m1

hn1
8 ~ka!

dmm1
dnn1

5Amn
1 dmm1

dnn1
1

j n1
8 ~ka!

hh1
8 ~ka! (

t250

`

(
s252t2

t2

As2t2
2

3F ( 8
s15ut22n1u
s1>us22m1u

t21n1

a~n1 ,s1 ,t2 ,m1 ,s2!hs1
~kd!V̄s1

s22m1G
3

2 ircVn2

m2

hn2
8 ~ka!

dmm2
dnn2

5Amn
2 dmm2

dnn2
1

j n2
8 ~ka!

hn2
8 ~ka! (t150

`

(
s152t1

t1

As1t1
1

3F ( 8
s25ut12n2u
s2>us12m2u

t11n2

a~n2 ,s2 ,t1 ,m2 ,s1!

3hs2
~kd!V̄s2

s12m2~21!s21s12m2G .

~The d i j terms above are Kronecker delta functions which
are one wheni 5 j and zero otherwise.!

Truncating the series, letting

Bmn
1 5

2 ircVn1

m1

hn1
8 ~ka!

dmm1
dnn1

, Bmn
2 5

2 ircVn2

m2

hn2
8 ~ka!

dmm2
dnn2

,

~14!

and rewriting these equations in matrix form~e.g., A1

5@A00
1 ,A211

1 ,A10
1 ,A11

1 ,A222
1 , ¯#T!

F I K 12

K21 I G FA1

A2G5FB1

B2G , ~15!

where the@(s1 ,t1),(s2 ,t2)# entry of theK12 matrix is

K12~~s1 ,t1!,~s2 ,t2!!

5
j s1
8 ~ka!

hs1
8 ~ka! ( 8

s15ut22t1
s1>us22s1u

t21t1

a~ t1 ,s1 ,t2 ,s1 ,s2!hs1
~kd!V̄s1

s22s1,

~16!

and the@(s2 ,t2),(s1 ,t1)# entry of theK21 is

K21~~s2 ,t2!,~s1 ,t1!!

5
j s2
8 ~ka!

hs2
8 ~ka! ( 8

s25ut12t2u
s2>us12s2u

t11t2

a~ t2 ,s2 ,t1 ,s2 ,s1!

3hs2
~kd!V̄s2

s12s2~21!s21s12s2. ~17!

Solution of the above matrix equation for the unknown
amplitudes provides an ‘‘exact’’ answer to the array prob-
lem, and is equivalent to the solution found by employing the
T-matrix formalism of Scandrett and Baker.16

For ka!1 asymptotic forms for the ratio of the spheri-
cal Bessel functions are17

j n8~ka!

hn8~ka!
; HO@~ka!3# for n50 or 1

O@~ka!2n11# for n>2 as ka→0. ~18!

Therefore the magnitude of the matrix entriesK12 and K21

are of order (ka)3, and an approximate inverse to the matrix
can be found which is accurate to order (ka)6

F I K 12

K21 I G21

5H F I 0

0 I G1F 0 K12

K21 0 G J 21

5F I 2K12

2K21 I G1O@~ka!6# ~19!

and an explicit calculation for the unknown scattering ampli-
tudes is possible:

A1'B12K12B
2 and A2'B22K21B

1.

To obtain the radiation impedance component on the
(n1 ,m1) mode of sphere 1 given that sphere 2 is radiating in
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the (n2 ,m2) mode, the pressure amplitudes are substituted
into the radiation impedance integral formula, and all terms
of order (ka)6 or higher are neglected. One is left with the
expression:

Zr 1
5

2 irc

Vn1

m1 E E
s1

iVn1

m1~u1 ,f1!i2 ds1H hn1
~ka!

hn1
8 ~ka!

Vn1

m1

2dn10

j n1
~ka!

hn1
8 ~ka!

Vn1

m1F j 08~ka!

h08~ka!
@h0~kd!#213 cos~2u12!

3
j 18~ka!

h18~ka!
@h1~kd!#2G 2 iH ~42n12n2!

~ka!2hn1
8 ~ka!hn2

8 ~ka!
Vn2

m2

3 ( 8
s5un22n1u
s>um22m1u

n21n1

a~n1 ,s,n2 ,m1 ,m2!

3hs~kd!V̄s
m22m1J 1O@~ka!6#, ~20!

whereH(42n12n2) is a Heaviside function which is zero
for n11n2>4 and equals one otherwise.

The middle term in the above expression is the sole
contribution to scattering from one sphere to the other, and is
present only when one of the spheres is radiating with a
nonzero amplitude in the monopole mode~at least to
O@(ka)6#!. The two parts of this term result from monopole
and dipole backscatter from sphere 2 which affect the ampli-
tude of thescatteredmonopole pressure amplitude on sphere
1. The backscatter terms are to leading order (ka)5, and if
neglected, one obtains an approximation for the radiation
impedance toO@(ka)5# which completely neglects all scat-
tering effects, and is consistent with using the free-field ra-
diation impedance for the self-radiation impedance, as out-
lined in the previous section:

Zr 1
'

2 irc

Vn1

m1 E E
s1

iVn1

m1~u1 ,f1!i2 ds1

3H hn1
~ka!

hn1
8 ~ka!

Vn1

m1
2 iH ~32n12n2!

~ka!2hn1
8 ~ka!hn2

8 ~ka!
Vn2

m2

3 ( 8
s5un22n1u
s>um22m1u

n21n1

a~n1 ,s,n2 ,m1 ,m2!hs~kd!V̄s
m22m1J .

~21!

The first term which is multiplied byVn1

m1 is the self-radiation

impedance

Z11'2 ircE E
s1

iVn1

m1~u1 ,f1!i2 ds1

hn1
~ka!

hn1
8 ~ka!

~22!

and equals the free-field radiation impedance of sphere 1.
The summation term multiplyingVn2

m2 is the mutual radiation

impedance of sphere 2 on sphere 1, and can be thought of as
an approximation to thetranslationof the radiated pressure
from sphere 2 onto sphere 1:

Z12~n2 ,m2!→~n1 ,m1!

'2 ircE E
s1

iVn1

m1~u1 ,f1!i2 ds1

2 iH ~32n12n2!

~ka!2hn1
8 ~ka!hn2

8 ~ka!

3 ( 8
s5un22n1u
s>um22m1u

n21n1

a~n1 ,s,n2 ,m1 ,m2!hs~kd!V̄s
m22m1.

~23!

The matrix form for the non-neglected terms in the
modal Pritchard approximation to the mutual radiation im-
pedance is:

l

Z~00!~00! Z~00!~121! Z~00!~10! Z~00!~11! Z~00!~222! Z~00!~221! Z~00!~20! Z~00!~21! Z~00!~22! 0 ¯

Z~121!~00! Z~121!~121! Z~121!~10! Z~121!~11! 0 0 0 0 0 0 ¯

Z~10!~00! Z~10!~121! Z~10!~10! Z~10!~11! 0 0 0 0 0 0 ¯

Z~11!~00! Z~11!~121! Z~11!~10! Z~11!~11! 0 0 0 0 0 0 ¯

Z~222!~00! 0 0 0 0 0 0 0 0 0 ¯

Z~221!~00! 0 0 0 0 0 0 0 0 0 ¯

Z~20!~00! 0 0 0 0 0 0 0 0 0 ¯

Z~21!~00! 0 0 0 0 0 0 0 0 0 ¯

Z~22!~00! 0 0 0 0 0 0 0 0 0 ¯

0 0 0 0 0 0 0 0 0 0 ¯

] ] ] ] ] ] ] ] ] ] �

m
.
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It is interesting to compare the real part of the self-
impedance to the amplitude of the mutual impedance in the
special case that both spheres are radiating identically~B1

5B2 or n15n25n and m15m25m!. In this case, the real
part of Z115R11 becomes

R11'rcE E
s1

iVn1

m1~u1 ,f1!i2 ds1 ImH hn1
~ka!

hn1
8 ~ka!J

52rcE E
s1

iVn1

m1~u1 ,f1!i2 ds1

1

~ka!2ihn1
8 ~ka!i2

'
~ka!2n12

@~n11!~1!~3!¯~2n21!#2 rc

3E E
s1

iVn1

m1~u1 ,f1!i2 ds1 , ~24!

while Z12 has the asymptotic form

Z12'
~ka!2n12

@~n11!~1!~3!¯~2n21!#2
rc

3E E
s1

iVn1

m1~u1 ,f1!i2 ds1H~322n!

3 ( 8
s50

2n

a~n,s,n,m,m!hs~kd!V̄s
0. ~25!

When only the first term in the series forZ12 @the s
50 case which results in anh0(kd) term# is kept, the ‘‘stan-
dard’’ Pritchard approximation results. In this instance note
thata(n,0,n,m,m)51 for all n>0 and2n<m<n. The re-
maining terms in the series have an angular dependence
which affects the amplitude ofZ12 as the relative angles
between array elements vary. Such an angular dependence is
not built into the standard Pritchard approximation—only the
relativedistancebetween elements as expressed by the factor
h0(kd) is present.

IV. RESULTS

A. Two-body interactions

In this section several graphs will be displayed in an
effort to demonstrate the modal Pritchard approximation
given above. The first set of numerical experiments involves
the New and Eisler problem of an array of two, identical,
acoustically hard spheres separated by a distanced. Each
sphere has radiusa51/2, and is assigned a modal velocity in
such a way that the mutual radiation impedance can be
found.

Besides the modal Pritchard method, there are two other
approximations displayed. The results labeled ‘‘Pritchard’s
method’’ and ‘‘Simplified Pritchard’’ are found as follows.
For the ‘‘Pritchard method,’’ an ‘‘exact’’ value forR11,
which includes all backscattering, is used in the approxima-
tion, while the ‘‘simplified Pritchard’’ employs only thefree-
field values of the self-radiation resistance termR11, and
therefore neglects backscatter.

FIG. 1. Monopole-to-monopole two-body interaction.
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The first series of graphs display the monopole-to-
monopole~Fig. 1!, axially symmetric dipole-to-dipole~Fig.
2!, and axially symmetric quadrupole-to-quadrupole~Fig. 3!,
mutual radiation impedances for the two spheres which are
aligned with thez axis. The final graph of quadrupole-to-
quadrupole is included only to show the accuracy of the
modal Pritchard approximation even through the quadrupole
term, in spite of the fact that this term is of order (ka)6 in the
expansion for smallka of the mutual radiation impedance
and therefore would be neglected in an application of the
derived modal Pritchard approximation.

It would appear from Fig. 1 that backscattering effects in
the R11 determination are negligible by comparing results of
the ‘‘simplified Pritchard’’ and ‘‘Pritchard’’ methods. Addi-
tionally, the ‘‘modal Pritchard’’ curve seems to very closely
match the ‘‘exact’’ spherical addition formula curve which
includes all scattering effects. The results of the monopole-
to-monopole mutual radiation impedance highlight what ap-
pears to be a phase shift between the ‘‘modal’’ and ‘‘simpli-
fied’’ Pritchard methods. A comparison between the
Pritchard approximation and the exact solution can be ana-
lytically performed by comparing the simplified Pritchard
formula with the modal Pritchard formula. The formulas for
the modal and simplified Pritchard approximations~scaled
by 4pa2rc! as a function of the distance between spheres
~d! follow.

Modal Pritchard monopole to monopole:

Z~00!~00!5h0~kd!
21

@kah08~ka!#2 ,

Simplified Pritchard monopole to monopole:

Z~00!~00!5h0~kd!ReF2 ih0~ka!

h08~ka! G .
Taking the ratio of these two expressions, one has

h0~kd!
21

@kah08~ka!#2

h0~kd!ReF2 ih0~ka!

h08~ka! G 52
j 08~ka!1 iy08~ka!

j 08~ka!2 iy08~ka!

'11
2i

3
~ka!3 as ka→0.

One can also see from the above expression that the
amplitude of the ratio is one with a constant phase shift.
When ka51, this phase shift is about 24.6 deg, which is
what is seen in the monopole-to-monopole figure above.

For the dipole-to-dipole case~Fig. 2!, the relative posi-
tion of the spheres introduces an angular dependence in the
mutual radiation impedance predicted by the modal Pritchard
approximation which is not present in the simplified Prit-
chard approximation. As in the monopole-to-monopole case,
one finds that the simplified Pritchard approximation is es-
sentially equivalent to the Pritchard method which accounts
for backscattering, but to compare with the exact and/or
modal Pritchard approximation, the results must be magni-
fied by a factor of 3. To see where the factor of 3 comes
from, one can again compare the~scaled! modal and simpli-
fied Pritchard approximations

FIG. 2. Dipole-to-dipole two-body interaction.
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Model Pritchard dipole to dipole:

Z~10!~10!5
21

3@kah18~ka!#2 $h0~kd!22h2~kd!

3V2
0~u12,f12!%,

Simplified Pritchard dipole to dipole:

Z~10!~10!5
h0~kd!

3
ReF2 ih1~ka!

h18~ka! G .
If one assumes kd@1, the approximation h2(kd)
'2h0(kd) can be made, and with the fact thatV2

0(u12)
5@113 cos(2u12)#/4, the ratio of the two expressions can be
written:

h0~kd!2
3@11cos~2u12!#/2

@kah18~ka!#2

h0~kd!ReF2 ih1~ka!

h18~ka! G
52

3@11cos~2u12!#

2 H j 18~ka!1 iy18~ka!

j 18~ka!2 iy18~ka!J
'

3@11cos~2u12!#

2
1O@~ka!3# as ka→0.

In addition to the phase shift embodied by the ratio of the
spherical Hankel functions, one sees an amplitude variation
with respect to the angleu12 between the spheres~in this
instance, the axis of the dipole aligns with thez axis from

which the angleu12 is measured!. For the geometry consid-
ered in the graph, the angleu1250, leading to a factor of 3
needed to bring the Pritchard approximation in accord with
the analytic solution. The amplitude and phase shift are un-
fortunately not the only differences between the solutions.
For small distancesd the approximation used forh2(kd) is
no longer valid, and this can be readily seen in the graph of
the dipole-to-dipole mutual radiation for small values ofd/a.

Figure 3 shows the axially symmetric quadrupole-to-
quadrupole mutual radiation impedances of the various Prit-
chard approximations along with the spherical addition re-
sult. The modal Pritchard result would actually be zero if we
neglected all terms of orderka5 since quadrupole-to-
quadrupole radiation is of higher order. This graph is only
included to show the continued success of the approximation
embodied by the formula derived in the previous section for
Z12. Note also that the magnitude of these quadrupole im-
pedances are an order of magnitude less significant than the
dipole terms.

B. Three-body interactions

One might hope that the modal Pritchard method works
well even for situations in which there are more than two
elements in a given array. This would indeed be true if
‘‘third party’’ scattering were negligible. Third party is
meant to imply single or multiple scattering of an incident
pressure from one array element to another~thereby affecting
the mutual radiation impedance between the two!, by way of
scattering from a third obstacle or array element. This is an

FIG. 3. Quadrupole-to-quadrupole two-body interaction.

2722 2722J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Scandrett et al.: Array element mutual impedance



important effect when considering closely packed arrays of
transducers. If one considers only two-element arrays in the
production of mutual radiation impedances between array
elements, such scattering effects are necessarily neglected.

The most elementary, and perhaps most enlightening,
cases to consider are three-element arrays, in which one of
the elements acts solely as an acoustically hard obstacle, and
is moved around relative to the remaining two, which are
fixed. For such an array, one can anticipate the negligible
effects of the third array element when it is far from the two
active elements, and one can quantify the effect it has on the
mutual radiation impedance when it is moved to the near
field. Because the two active array elements are fixed in
space, the modal Pritchard approximation~and for that mat-
ter all of the Pritchard approximations!, produce constant
mutual radiation impedances between the two elements, re-
gardless of the positioning of the third. Because of its accu-
racy in the two-element array problem, only the modal Prit-
chard approximation will be compared with the spherical
addition results to see how important third party scattering is
in the determination of mutual radiation impedances.

In the first test case, the two active array elements~num-
bered elements 1 and 3! are aligned to thez axis, and are at
a constant center-to-center distance ofl/2, which for ka
51 implies a separation ofp/2. The third element~element
number 2! of the array starts at a distance ofl/4 away from
the axis of the array, halfway between the two active array
elements. It then moves axially away from the two active
array elements. Figure 4 plots the comparison of the
monopole-to-monopole mutual radiation impedance of
sphere 3 on sphere 1.

Notice that there is a sizeable difference in the resistance
and reactance terms of the mutual radiation impedance when
sphere number 2 is in close proximity to the radiating
spheres. In fact, in the third graph of the above series, the
relative error of themagnitudeof the mutual radiation im-
pedance

percent error

51003
iZ13imodal Pritchard2iZ13ispherical addition

uZ13ispherical addition

shows relative errors as great as 15%.
The deviations of the mutual radiation impedance am-

plitudes can be explained by a relatively simple argument
~see Fig. 5!. Depending on the total distance from sphere 3 to
2 to 1, the scattered pressure is either in phase~whenZ13 is
at a maximum!, or out of phase, with the direct pressure from
sphere 3 to sphere 1. This occurs when the total scattered
distance from sphere 3 to 2 to 1 is an integral multiple of the
acoustic wavelength. This may seem counterintuitive since
the scattering sphere is acoustically hard, but can be ex-
plained by a simple argument involving monopole radiators
and the spherical addition formula. Considering only the
monopole terms, the sum of the directly incident and once
scattered monopole pressures is given by the formula

A j0~ka!H h0~kd13!2
j 08~ka!

h08~ka!
@h0~kd12!#

2J ,

whered13 is the distance between spheres 1 and 3,d12 is the
distance between spheres 1 and 2~and also the distance be-
tween spheres 2 and 3!, andA is the amplitude of the mono-
pole pressure radiated from sphere 3. The value ofd12 can be
represented in terms of sphere 2’s distance from thez axis
~D! by d125A(l/4)21D2. In the figure above, the amplitude
of the above factor forA51 is produced, and to a large
degree explains the variation seen in the amplitude of the
mutual radiation impedance term (Z13) found in Fig. 5.

A second three-element array is also considered, in
which the active elements are the same as before, but in
which the scattering element moves in an elliptical path
around the two active elements in such a way that the two
active elements are the foci of the ellipse. In this case, the
scattering distance from sphere 3 to 2 to 1 has the constant
value 3l/2. In terms of the preceding three-body graph, the
point which would intersect the elliptical path occurs when
D/a'4.44, or when the relative error inZ13 is at its maxi-
mum value~corresponding to the Pritchard approximation
being greater than the spherical addition result!. Figure 6
graphs the resistance and reactance as well as the relative
error in the amplitude ofZ13 for angles 0 to 180 deg. At 0
deg, the center values for spheres 1, 2, and 3 are, respec-
tively, 0, l, andl/2, while at 180 deg, thez values of these
spheres is 0,2l/2, andl/2.

In this instance the variation due to scattering is nearly
uniform, with maximum deviations occurring at the poles
and perpendicular to the ‘‘active’’ array axis. Unlike the pre-
vious three-body case, monopole scattering alone does not
explain the variation of the amplitude ofZ13. Figure 7 shows
the result of limiting the number of terms retained in the
spherical addition formulation to monopole only, monopole
and dipole only, and monopole, dipole, and quadrupole
terms. The graph illustrates that the monopole-to-dipole
back-to-monopole scattering is the primary reason for the
deviations seen in the amplitude of theZ13 term ~the
monopole-monopole-monopole and monopole-quadrupole-
monopole terms are nearly constant throughout the range of
angles!. Note also that the result of keeping only through the
quadrupole terms very nearly matches the result of keeping
harmonics up through order 6.

C. Double line array of hard spheres

As a final example, consider a double line array of hard
spheres which are spacedl/2 apart along the lines, and
which has the spacingl/4 between the two lines. The double
line of spheres is parallel with thez axis. Figure 8 is a
graphic of the array, with the numbering of the spheres start-
ing at the bottom left, and ending with the sixteenth element
at the top right.

In Fig. 9, the source level~in dB! of the array given that
each sphere is oscillating in a breathing mode with surface
velocity one is shown. The spherical addition result is com-
pared to the modal Pritchard calculation, and as can be seen,
the modal Pritchard approximation does quite well, with a
maximum error of about 2 dB at broadside. The far field
results are scaled by the far field amplitude of a single oscil-
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FIG. 4. Monopole-to-monopole three-body interaction. Normal distance of one sphere from the center point of the remaining two spheres varies.

FIG. 5. Variation of the mutual radiation impedance for the three-body problem. Array geometry is the same as for Fig. 4.
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FIG. 6. Monopole-to-monopole three-body interaction. Distance of one sphere from the center point of the remaining two spheres remains constant as the
position varies.

FIG. 7. The geometry is the same as Fig. 6. The varies number of harmonics kept in the mutual radiation impedance.
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lating sphere. Figure 10 shows the magnitude of the far field
pressure, scaled by that of a single radiating sphere.

It is possible for this array to compare the self- and
mutual radiation impedances for the monopole terms without
too much difficulty. In Figs. 11 and 12, the self-radiation
impedance of each of the array elements is given, using both
the modal Pritchard approximation and the full spherical ad-
dition results. Recall that the modal Pritchard approximation
result neglects third party scatteringand backscattering. In
the first graph of the self-radiation impedance~Fig. 11! one
can see that there is nearly a uniform 15% relative error for

all but the spheres found at the extremities of the array. The
reason for the variation from the modal Pritchard curve is
because of backscatter not being taken into account, and that,
at array elements 1 and 16, the backscatter is less than that
for any of the remaining array elements. The second graph
~Fig. 12! shows, on an element-by-element basis, the total
mutual radiation on each sphere due to the radiation of pres-
sure from all other array elements. Essentially, it is the sum
of the off-diagonal elements in the monopole impedance ma-
trix of the array in any given row, e.g., for array elementi,
this value is essentially

prad
mutual5 (

j 51,j Þ i

16

Zi j

since all array elements have identical~monopole excited!
velocities of one.

V. CONCLUSIONS AND RECOMMENDATIONS

Results presented would indicate that improvements can
be made to existing methodology in array modeling. In par-
ticular, for low frequency active array calculations with close
array spacing, it would appear that the spherical addition
formula should be used to incorporate inter-element scatter-
ing. It would appear, however, that the number of harmonics
needed is only through the quadrupole term for accuracy up
to a level of (ka)6, and so if aT-matrix algorithm is adopted,
a total of 81 matrix elements should properly characterize the
array problem.

FIG. 8. Double line array geometry.

FIG. 9. Double line array source level in dB.
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FIG. 10. Double line array source level scaled by a single radiating sphere.

FIG. 11. Double line array. Element by element self-radiation.
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Great accuracy has been achieved by using a Pritchard
approximation to model the mutual radiation impedance be-
tween array elements for several of the reasons discussed.
Improvement would seem to be possible, however, by adopt-
ing a modal-type Pritchard approximation. There are still
limitations to the methodology, however, which should be
addressed in an actual application, such as the need to model
third party scattering. The manner in which such a modal
approximation might be incorporated into a finite element
code is as follows.

The finite element code must be used to determine the
self-radiation impedance of a given array element. Almost
any boundary element code would do, for example,EQI or
CHIEF, but it must couple to the finite element code of the
array element. Given nodal values of the normal surface ve-
locity (V j ) ~or iv3the normal surface displacement!, and
the free-field self-impedance radiation matrix, thenodal
pressure vector (Pj ) on the j th array element is given by

~Pj !nodal5Zj j V j . ~26!

The nodal pressure values must be converted to modal pres-
sure amplitudes which can be used by the spherical addition
formula for translations to other array elements. First intro-
duce an intermediate matrix~A! of spherical Hankel/
spherical harmonic functions evaluated at the surface nodes
of the j th array element~r s , us , andfs!

As,~n,m!5hn
~2!~krs!Vn

m~us ,fs!. ~27!

The size of this matrix isM3K whereM is the number of
surface nodes, andK is the number of harmonics~9 if only

harmonics through the quadrupole term are used!. The equa-
tion to be solved is

~P!nodes5A~P!modes. ~28!

The least squares solution to this problem is found by solv-
ing the normal equations, resulting in

~29!

where AH is the Hermitian conjugate ofA, and C is the
sought after translation matrix from nodal pressures to modal
pressures.

Now with the modal radiated pressures, the addition for-
mula can be used to determine the nodal pressures resulting
from the modal radiated pressures through an application of
a truncated spherical addition formula. The translation from
array elementj to array elementi’s nodal coordinatesr t , u t ,
andf t is given by

~Pi ! t
nodal5H (

l 1 ,m1

K

~Pj ! l 1 ,m1

modal (
l 2 ,m2

K

H~32 l 12 l 2! j l 2
~krt!

3V l 2

m2~u t ,f t! ( 8
s5u l 22 l 1u

s>um22m1u

l 21 l 1

a~ l 1 ,s,l 2 ,m1 ,m2!

3hs~kd!V̄s
m22m1J , ~30!

whered is the distance between thei th and j th array ele-
ment, andH( ) is the Heaviside function. Introducing the

FIG. 12. Double line array. Element-by-elementtotal mutual radiation.
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matrix G which is M3K ~assuming thei th array element
also hasM surface nodes! it is given by

Gt,~ l 1 ,m1!5 (
l 2 ,m2

K

H~32 l 12 l 2! j l 2
~krt!V l 2

m2~u t ,f t!

3 ( 8
s5u l 22 l 1u

s>um22m1u

l 21 l 1

a~ l 1 ,s,l 2 ,m1 ,m2!

3hs~kd!V̄s
m22m1. ~31!

Combining the three matrices into a modal approxima-
tion for the mutual radiation impedance leads to

Zi j 'GikCk jZj j , ~32!

which corresponds to the modal Pritchard approximation
used in this report, and which should be compared to the
standard Pritchard approximation given by

Zi j 'Re~Zj j !h0~kdi j !.
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A multifrequency scintillation method for ocean flow
measurement
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The transverse flow of inhomogeneous fluid produces fluctuation of the acoustic signal passing
through it. The coherence of frequency-spaced signal fluctuation is related to the advection of the
inhomogeneous medium through the sound path, thus providing a basis for the current velocity
measurement. This method can be considered to be the ‘‘frequency-domain’’ version of the
conventional scintillation approach to the current velocity registration based on the measurement of
the signal correlation transmitted from the source to the two separated in space receivers
~space-domain scintillation! @S. Clifford and D. Farmer, J. Acoust. Soc. Am.74, 1826–1832
~1983!#. The sensitivity of the method depends on the features of the ocean fine structure, which is
determined mainly by the internal waves and turbulence. To estimate the sensitivity of the
multifrequency method of transverse current probing, the coherence function of two signals
propagating through a frozen and moving internal wave field and through the turbulence is
considered. The application of the multifrequency signal allows estimation of the fine-structure
parameters as well as the current velocity. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1369099#

PACS numbers: 43.30.Pc, 43.30.Re@DLB#

I. INTRODUCTION

Different features of acoustic signals such as ray travel
time, amplitude, angle of ray arrival, mode group velocity,
and carrier phase are integral functionals of the oceanic
sound speed and currents fields. The variation of sound sig-
nal parameters can be used to solve the inverse problem of
the sound-speed field and current velocity acoustic
measurements.1 A longitudinal current component can be es-
timated from differential travel-time measurements.

Another possible acoustic scheme would measure cur-
rents transverse to the acoustic path by using the correlation
of acoustic scintillations recorded at transversely spaced
receivers—a technique that has been suggested for ocean
current measurements in Refs. 2–4 and was based on the
seminal work Ref. 5, in which such types of microwave scin-
tillation transport in a turbulent atmosphere were discovered
experimentally. The essence of the technique lies in the in-
terpretation of the combined spatial and temporal variability
of forward-propagated sound. A sound signal passing
through the ocean fine structure is modulated, producing an
irregular pattern of amplitude and travel-time variation at the
receivers. These variations evolve as the intervening medium
changes. Under the assumption that the fluctuations in the
medium are produced mainly by the advection of a ‘‘frozen’’
fine-structure field~Taylor’s model of turbulence!, evolution
of the signal pattern can be directly linked to the motion of
the medium. This allows determination of the transverse
component of the current by measurements of the time lag
between the signal variations at two closely spaced receivers.
In general, the coherence of sound received by different hy-
drophones~separated in space, time, or frequency! in the
ocean is a useful measure of the behavior of the intervening
fluid medium.6 Correspondingly, another version of the scin-
tillation method is based on the use of a multifrequency sig-

nal. This method can be considered a ‘‘frequency-domain’’
version of the conventional scintillation approach to the cur-
rent velocity registration based on the measurement of the
signal correlation transmitted from the source to the two
separated receivers~space-domain scintillation!.2–4 The
transverse flow of inhomogeneous fluid produces fluctuation
of the acoustic signal passing through it. These fluctuations
vary with the cw signal frequency change due to variations
of the Fresnel zone size and diffraction angles. Subsequently,
the fluctuations of amplitude and phase of frequency-spaced
signals are coherent at the low fluctuation frequency and
noncoherent at the high-frequency band. The measurement
of the cutoff frequency allows determination of the trans-
verse current velocity. The feasibility of this technique was
confirmed in Refs. 7–10, for wind velocity measurement in a
turbulent atmosphere. A detailed description of the theoreti-
cal approach to this problem, comparison of theoretical re-
sults with experimental data, and references can be found in
Ref. 11. Further progress in this field has been connected
with investigation of coherence radiowave fluctuations at a
millimeter radiowave band, where absorption as well as di-
rectivity of transmitter and receiver antennas becomes very
important~see, for example, Refs. 12–15!.

In all the above-mentioned papers the fine structure of
refractive index fluctuations was assumed to be caused only
by turbulence and was described by the isotropic
Kolmogorov–Obukhov spectrum, and temporal variations
were caused only by ‘‘frozen’’ transportation of inhomoge-
neities. In the present paper, along with the turbulent refrac-
tive index fluctuations~isotropic as well as anisotropic!, we
consider underwater sound scattering and refraction by mov-
ing internal waves with a given dispersion law, where refrac-
tive index fluctuations can be described by the Garret–Munk
spectrum.16 The cutoff frequency of the coherence function
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of two cw frequency-separated signals is considered a quan-
titative indicator of transverse current velocity. The applica-
tion of the multifrequency signal allows, in addition to the
current velocity, estimation of the fine-structure parameters,
as noted previously by Flatte´.17 Indeed, Flatte´ mentioned that
the internal wave spectrum features could be obtained by
using correlations between two acoustic propagating waves
with separate carrier frequencies. The sensitivity of the trans-
verse current measurement depends on features of the ocean
fine structure determined mainly by internal waves and tur-
bulence. We show that the value of the cutoff frequency is
almost independent of the particular form of refractive index
inhomogeneity spectrum and is determined mainly by the
transverse flow velocity~which is assumed to be constant
everywhere in the scattering volume!, whereas the shape of
the coherence function depends on the spatial power spec-
trum of inhomogeneities.

In the present paper we analyze the feasibility of multi-
frequency current probing by examining statistical character-
istics of acoustical signals. To emphasize the essence of this
approach the Rytov smooth perturbation method is used,
which is generally applied in the case of unsaturated
fluctuations.18,19Multifrequency probing of the fine structure
parameters is also discussed.20

Section II presents general equations and statistical mod-
els. In Sec. III we discuss the most common, frozen inhomo-
geneities case. Section IV presents a simple analytical theory
of corrections associated with internal waves, and in Sec. V
we develop a more complicated theory of multifrequency
measurements in the presence of both current and internal
waves.

II. GENERAL EQUATIONS

Consider the propagation through the random medium
of the two cw waves of different frequenciesv1,2

wn5ecn~ t !2 ivnt, ~1!

Here,wn is the pressure or velocity potential,Cn is the com-
plex phase,n51,2, where

Cn~ t !5xn~ t !1 iSn~ t !. ~2!

xn(t) and Sn(t) are the log amplitude and the phase of the
signal, respectively.

In the framework of the smooth perturbation method, the
fluctuations of the complex phase of the signal at the dis-
tanceL from the source are21

Cn~ t !5
kn

2L

2p E
0

L dx

x~L2x!
E E

2`

`

dy dzm~x,y,z,t !

3expH iknL~y21z2!

2x~L2x! J ; ~3!

herekn5vn /c is the wave number,c is the sound velocity,
and m(x,y,z,t) are the refraction index fluctuations. The
sound waves are thought to propagate along thex axis, which
is a horizontal line connected to a point sound source (x
50) and a nondirectional receiver (x5L), and the axisz
directs vertically. The relative coherence of the signals can

be characterized by the cross-correlation function and its
Fourier transform, i.e., the cross spectrum.

The cross spectrum of the log-amplitude temporal fluc-
tuations is

Wx
~n,m!~n!5

1

2p E
2`

`

eint^xn~ t !xm~ t1t!&dt, ~4!

and the cross spectrumWS
(n,m)(n) for the phase temporal

fluctuationsSn(t) andSm(t) can be introduced by a similar
equation. Ifm5n, this equation gives the power spectrum of
log-amplitude~or phase! fluctuations on a given carrier fre-
quencyvn . The cross- and power spectra defined in such a
way depend upon the spectrum of the refraction index
m(R,t) inhomogeneities in the medium that can be charac-
terized by the spatial-temporal power spectrum density

F̃m~q,n!5
1

~2p!4 E Bm~r,t!exp@ i ~nt2qr!#d3r dt,

~5!

where 4D integration in the infinite limits is implied, and
Bm(r,t) is the spatial-temporal autocorrelation function of
the refractive index fluctuations

Bm~r,t!5^m~R,t !m~R1r,t1t!&. ~6!

Here, the bracketŝ̄ & denote the statistical averaging, and
the spatial statistical homogeneity on a vector variableR
5(x,y,z) and temporal stationarity of refractive index fluc-
tuationsm(R,t) are implied.

If the spatial-temporal fluctuations of the refractive in-
dex m(R,t) are the result of turbulence or internal wave
propagation in the presence of a regular medium flow with a
current velocityU, then the spatial-temporal power spectrum
density of the refractive index fluctuationsFm(q,n) can be
represented in the form~see, for example Ref. 22!

F̃m~q,n!5 1
2Fm~q!$d@n2V I~q!2qU#

1d@n1V I~q!2qU#%, ~7!

whereV I(q) is a dispersion law for internal waves

V I~q!5FN2~qy
21qx

2!1v i
2qz

2

qx
21qy

21qz
2 G1/2

. ~8!

Hence,N andv i are the buoyancy~Brunt–Väisälä! and the
inertial frequency, correspondingly. If the current flow does
not have a vertical component (Uz50), then the cross spec-
tra for the phaseWS

(n,m)(n) and log amplitudeWx
(n,m)(n)

temporal fluctuations can be expressed as follows:

Wx,S
~n,m!~n!5

pk2

2~12V2!
E

0

L

dxE E
2`

`

dqy dqz

3Fm~0,qy ,qz!$d@n2V I~0,qy ,qz!2uqy#

1d@n1V I~0,qy ,qz!2uqy#%

3H cosFx~L2x!
q'

2

kL
VG7cosFx~L2x!

q'
2

kLG J .

~9!
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Here, the upper sign~2! corresponds to the log-
amplitudeWx

(n,m)(n) spectrum, and the lower one~1! corre-
sponds to the phaseWS

(n,m)(n) spectrum,q'
2 5qy

21qx
2, u is

the projection of current velocityU on the axisOy, V is the
relative frequency spacing, andk is the median sound wave
number

V5
v22v1

v21v1
, k5

2k1k2

k11k2
. ~10!

Here and below we assume, without losing generality, that
v2>v1 , and henceV>0. In the following sections, we will
consider an application of Eq.~9! for particular cases of me-
dium motion and spatial power spectra of refractive index
fluctuations.

III. ‘‘FROZEN’’ INHOMOGENEITIES „V IÄ0…
TRANSFERRING BY A CONSTANT CURRENT

In the limiting case of ‘‘frozen’’ ~stable! inhomogene-
ities moving in a horizontal plane with a constant velocityU,
we can neglect the termV I(q) compared withqU in Eq. ~7!,
and then carry out the integration overqy in ~9! due to the
delta functiond(n2uqy). In this case, introducing the char-
acteristic frequencyn05uAk/L ~it is inverse to the travel
time across Fresnel zoneAL/k by homogeneities traveling
with transversal velocityu!, we obtain from~9!

Wx,S
~n,m!~n!5

2pk3

12V2 •
F

n0
@Q̂~F,V!7Q̂~F,1!#, ~11!

and

Q̂~F,V!5E
0

1

dzE
0

`

dh FmS O,FAk

L
,hFAk

L D
3cos@z~12z!~11h2!VF2#, ~12!

where the new dimensionless~normalized! fluctuation fre-
quencyF5n/n0 is introduced, and the variable of integra-
tion qz in ~9! is replaced byh according to the relationqz

5hFAk/L. If the refractive index fluctuations are caused by
the internal waves we can use the empirical spatial power
spectrumFm(qx ,qy ,qz) suggested by Gurret and Munk16

with some modifications presented by Desaubies.23

Fm~qx ,qy ,qz!

5
4

p3 ^m2&«~12«2!3/2
quqzuqz*

~q21«2qz
2!2@q21qz

21qz*
2#

,

~13!

whereq5Aqx
21qy

2 is the horizontal wave number of an in-
ternal wave, (m2) is the mean square index of refraction
fluctuations,«5v i /N, andqz* 5NtA12«2 is the character-
istic vertical wave number of the internal wave, wheret is an
empirical parameter which takes values in the interval
(122)(cpm/Hz) and can be considered as an inverse char-
acteristic vertical velocity of an internal wave motion.

Substituting~13! in ~11! and ~12!, we obtain

Wx,S
~n,m!~n!5D

k

n0~12V2!F
@Ŷ~F,V!7Ŷ~F,1!#, ~14!

and

Ŷ~F,V!5E
0

1

dzE
0

` cos@z~12z!~11x!VF2#

~11«2x!2@~11x!F21p2~12«2!#
dx,

~15!

whereD54^m2&«(12«2)2L2Nt/p2, and the variable of in-
tegrationh was changed byx5h2. Substituting these equa-
tions into the definition of the coherence functionGx,S

(1,2)(n)
of log-amplitude or phase fluctuations on the carrier frequen-
ciesv1 andv2 ,

Gx,S
~1,2!~n!5

Wx,S
~1,2!~n!

@Wx,S
~1,1!~n!•Wx,S

~2,2!~n!#1/2, ~16!

we obtain

Gx,S
~1,2!~n!

5
Ŷ~F,V!7Ŷ~F,1!

@Ŷ~F,0!7Ŷ~F,11V!#1/2@Ŷ~F,0!7Ŷ~F,12V!#1/2
.

~17!

The oscillation of the coherence functionsGx,S
(1,2)(n) is deter-

mined by the term cos@j(12j)(11h2)F2V# of the integrand
in ~15!. The structure of the cosine argument indicates that
the pronounced oscillation takes place if

VF2'1. ~18!

Therefore, the estimate for the cutoff frequencyFc[nc /n0 is

Fc'1/AV. ~19!

Later, we will see that this conclusion is supported by the
numerical calculation.

If the main cause of the refractive index fluctuations is
the turbulence~due, for example, to the current flow!, but not
the internal waves, we can use the Obukhov–Kolmogorov
spatial power spectrum, instead of~13!

Fm~q,qz!50.033Cm
2 ~q21qz

2!211/6; ~20!

here, Cm
2 is the structure constant of the turbulence field.

Equations~11! and ~12! for this case take the form

Wx,S
~n,m!~n!50.21

Cm
2 k7/6L11/6

n0~12V2!F8/3@X̂~F2V!7X̂~F2!#,

~21!

and

X̂~x!5E
0

1

dzE
0

` dh

~11h2!11/6cos@z~12z!~11h2!x#.

~22!

Substituting these equations into~16!, we obtain the co-
herence functionsGx,S

(1,2)(n) for log-amplitude and phase fluc-
tuations of frequency separated signals in the form

Gx,S
~1,2!~n!

5
X̂~F2V!7X̂~F2!

@X̂~0!7X̂@F2~11V!##1/2@X̂~0!7X̂@F2~12V!##1/2
.

~23!

2732 2732J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Fuks et al.: Multifrequency scintillation measurement of ocean flow



In Fig. 1, the temporal power spectra of log-amplitude
fluctuationsWx

(1,1)(n), corresponding to the Garret–Munk
~13! and Kolmogorov~20! spatial power spectra of refractive
index fluctuations@Eqs.~14! and ~21!, correspondingly#, are
presented as functions of the dimensionless frequencyF. For
comparison, the result of power spectraWx

(1,1)(n) computa-
tions for isotropic refractive index fluctuations described by
the power spectrum similar to~20! but decreasing as a fourth
power of spatial wave number@i.e., as;(q21qz

2)22# is also
represented in Fig. 1. It is seen that besides the monotonous
decreasing at high frequencies@asF28/3 for Kolmogorov tur-
bulent spectrum~20! and asF23 for the spatial spectrum
introduced above which decreases as a fourth power of spa-
tial wave number#, these power spectra oscillate at frequen-
cies nearF.1.

The origin of these oscillations is very close to that de-
scribed in Ref. 24 for waves scattered by a moving rough
surface. In both cases, the wave-field amplitude and phase
fluctuations on frequencyn are caused by the moving inho-
mogeneities~of refractive index here and surface roughness
in Ref. 24! with the characteristic length

l F'
u

n
5

1

F
AL

k
. ~24!

The angular widthq of the scattering diagram on these in-
homogeneities could be estimated asq.(klF)21, and the
path length differenceDRF of scattered waves that interfere
in the observation point is equal approximately to

DRF'L~12cosq!'
L

2
~klF!22. ~25!

The frequenciesFn of the spectrum oscillations correspond
to the interference of scattered waves with the path length
difference equal to an integer number of wavelength, i.e.,
kDRF52np (n50,1,2,...), which implies thatFn

254pn.
In Figs. 2 and 3 the coherence functionsGx

(1,2)(n) of
log-amplitude fluctuations, given by~17! and ~23!, are plot-
ted as functions ofF for several frequency separationsV. It
is seen that slow (F!1) signal variations are strongly cor-
related @Gx

(1,2)(n).1# for a carrier frequency separation,
small enoughV!1. With the fluctuation frequencyF in-
creasing, the coherenceGx

(1,2)(n) diminishes abruptly at fre-
quencyFc;V21/2. In Fig. 4, the coherence function~23! is
plotted as a function ofFAV. We found that the relation
Fc5C1V21/2 @with C1.2.7 forFc corresponding to the first
zero ofGx

(1,2)(n)# has a high validity.
To estimate the dimensional cutoff frequencync

5n0Fc , we consider, for example, sound with frequency 30
kHz (k5125 rad/m), propagating distanceL52 km, and

FIG. 1. Temporal power spectra~normalized on the unitary variance! of
log-amplitude fluctuations of cw sound signal propagating in a medium with
refractive index inhomogeneities@described by Garret–Munk~«50.04, p
51.7!, Kolmogorov, and fourth power ‘‘24’’ decreasing spatial power
spectra# ‘‘frozen’’ in a current flow with a constant velocity.

FIG. 2. The coherence functions of log-amplitude fluctuations of cw signals
with different frequency separationV, propagating through the medium
with Garret–Munk spatial power spectra of refractive index inhomogene-
ities ~«50.04,p51.7!.

FIG. 3. The same as in Fig. 2, but for the Kolmogorov spatial power spectra.

FIG. 4. The same as in Fig. 3, but as a function of modified frequency
FAV.
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current velocityu510 cm/s. The characteristic frequency is
n052.5•1022s21, and cutoff frequency isnc5C1n0V21/2

.0.2 rad/s.
It is possible to give a simple qualitative interpretation to

this result based on the following speculations~see Refs. 10
and 25!. It was shown above that the fluctuations with the
frequencyF appear as a result of interference of waves that
arrive at the observation point with a path differenceDRF

;L(klF)22;F2/k. The changes of carrier frequencyv lead
to the shift of this interference pattern, and if this shift proves
to be large enough, the fluctuations on two different carrier
frequenciesv1 andv2 become noncorrelated. To destroy the
interference pattern, it is enough to change the wave number
k5v/c on the valueDk, found from the equationDkDRF

.1, from which it is easy to obtain the relationVFc
2

.const, which in its turn leads to the above-mentioned re-
sults of numerical simulation~see Figs. 2 and 3!.

On the other hand, this result means that the decorrela-
tion of amplitude~and phase! fluctuations at a given fluctua-
tion frequencyF occurs when the difference of Fresnel zone
areasDS5L/k12L/k252LV/k for two carrier frequencies
v1 andv2 becomes equal to the area of one inhomogeneity
Ds5 l F

2, where l F is given by~24!. Namely, from equation
DS.Ds the relationVFc

2.1 follows which is in agreement
with the numerical and analytical results obtained above.

From Figs. 2 and 3 it follows that along with these long
periodic oscillations of coherence function@the sequence of
frequenciesFcn where Gx

(1,2)(n) becomes zero is given by
approximate relationVFcn

2 .np for V!1#, there exist short
periodic oscillations with the above-mentioned periodsFn

.2Anp. These oscillations are seen very clearly for the
Kolmogorov spectrum of spatial inhomogeneities in Figs. 3
and 4, but are almost invisible for the Garret–Munk internal
wave spectrum in Fig. 2. Very likely the main reason for this
difference is the very high degree of anisotropy of the
Garret–Munk spatial spectrum given by~13! for «!1. To
confirm this statement, we considered the model anisotropic
spatial spectrum~see, for example, Ref. 26!

Fam~q,qz!50.033aCm'
2 ~q21a2qz

2!211/6, ~26!

where a is the anisotropy coefficient~the ratio of vertical
length of inhomogeneities to their horizontal scale!, andCm'

2

is the structure constant of refractive index fluctuations in the
horizontal plane~Cmz

2 5a22/3Cm'
2 is the structure constant of

refractive index fluctuations in the vertical direction!. When
a51, this spectrum becomes the Kolmogorov isotropic
spectrum~20!. The computation results forGx

(1,2) ,(n) with
V50.1 and spectrum~26!, are presented in Fig. 5 as func-
tions of dimensionless frequencyF5n/n0 . It is easy to see
that the cutoff frequenciesFcn @where Gx

(1,2)(n) becomes
zero# do not depend on the anisotropy parametera, but the
width of coherence function in the intervalFc1.F.0
strongly depends ona: for very anisotropic inhomogeneities
~small a corresponds to ‘‘pancake’’ inhomogeneities!, the
coherence function decreases much faster with increasing
frequency than for isotropic inhomogeneities (a51). The
same principle relates to the amplitude of coherence function
Gx

(1,2) oscillations with the long periodsFcn.Anp/V as well
as with the short onesFn.2Anp: the more anisotropy~the

lessa!, the smaller the amplitude of these oscillations. The
refractive index inhomogeneities described by the Garret–
Munk spectrum are very anisotropic~parameter«50.04
plays the role of anisotropy parametera in this case!; there-
fore, the short period oscillations of log-amplitude power
spectrum fluctuationsWx

(1,1) are invisible in Fig. 1~because
of the logarithmic scale on the ordinate axis! and are very
small in coherence functionGx

(1,2) plots shown in Fig. 2. The
amplitude of long-periodic oscillations ofGx

(1,2) in Fig. 2 also
is much less than the coherence function oscillations repre-
sented in Fig. 3 for the isotropic Kolmogorov spatial power
spectrum. It is worth mentioning that the periods of these
long-periodic oscillations do not depend on the spatial power
spectrum type~Garret–Munk or Kolmogorov! or on the an-
isotropy parametera ~« for the Garret–Munk spectrum!:
their periods are completely determined by the current flow
velocity and signal frequency separationV.

IV. CORRECTIONS FOR INTERNAL WAVES

If the current velocityu is low enough, we cannot ne-
glect the termV I in a dispersion equation presented in~9! by
arguments ofd functions

n5uqy6V I ~0,qy ,qx!. ~27!

Neglecting the inertial frequencyv i in the dispersion law
~8!, we can represent this equation in the form

qy5
n

u
6

Nqy

uAqy
21qz

2
. ~28!

Considering the second term on the right-hand side of~28! as
a small correction to the dispersion equation solutionqy

5n/u which was used in the previous section, we obtain the
following expression forqy :

qy5
n

u F16
N

nA11~uqz /n!2G . ~29!

Using this solution of a dispersion equation for the integral
overqy in ~9!, we obtain the first term in the braces in~9! in
a form similar to~12! with the following substitution:

FIG. 5. The coherence functions of log-amplitude fluctuations of cw signals
with frequency separationV50.1, propagating through the medium with
anisotropic spatial power spectra~26! of refractive index inhomogeneities
~with different anisotropy parametersa! frozen in a current flow with a
constant velocity.
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VF2~11h2!⇒VF2S 11h26
2

dFA11h2D , ~30!

where d5n0 /N. The evaluation of coherence cutoff fre-
quencyFc can be found from a rough estimation of trigono-
metric function period oscillation in~12! and ~15! with the
argument changing according to~30!. This is equivalent to
equating the right-hand side of~30! to a constant of the unity
order. The solution of the corresponding equation has the
form

Fc'
1

AV
1OS N

n0
D . ~31!

This approximate solution is valid if the correction to the
qualitative result~19! obtained in the previous section (Fc

.1/AV) is small enough; i.e., if the following inequality
holds:

N

n0
AV!1. ~32!

Taking into account that the dimensionless frequencyFc is
related to the cutoff frequencync by the relation Fc

5nc /n0 , we obtain the estimation

nc5C1uA k

LV
1C2N, ~33!

whereC1 andC2 are order of unity constants. As was shown
in the previous section from computation results represented
in Figs. 4, 5, and 6,C1.2.7 if we define the cutoff frequency
Fc as the first zero of coherence functionsGx

(1,2) . From the
last equation, it follows that measurement of the coherence
cutoff frequencync allows us to estimate the current velocity
u

u5u01Du, ~34!

where

u05C1ncALV

k
~35!

is the ‘‘zero-order’’ estimation of current frequency, and

Du'NALV

k
~36!

is the absolute value of the current measuring error. It fol-
lows from the last equations that the relative precision of
current velocity measurement is equal to the ratio of Brunt–
Väisälä frequencyN to the coherence cutoff frequencync

Du

u0
'

N

nc
.

Consider, for example, the transverse current probing at a
distance of L52 km. Let the current velocity beu
510 cm/s. The appropriate sound wave frequency isv/2p
51 kHz, so k54.25 rad/m. Then, n05uAk/L54.6
•1023 s21, and the frequency cutoffnc5n0(2.7/AV)54
•1022 s21 for V50.1. The Brunt–Va¨isälä frequencyN is of
the order of 1023– 1024 Hz; therefore, the relative accuracy
of the current velocity estimation due to the internal wave
movement isDu/u0;2.5•1022.

V. INTERNAL WAVES AND CURRENT
SUPERPOSITION

In more general case, when propagating internal waves
(V IÞ0) are superimposed by the constant current flow (U
Þ0), integration in~9! can be transformed~because thed
function is in the integrand! to the integration along the con-
tours at the plane of spatial frequencies, similar to Ref. 22. In
the case under consideration it is possible to complete the
integration over variableqz in ~9! in an explicit form using
the following solution:

qz
05qyFN22~n2qyu!2

~n2qyu!22v i
2G1/2

~37!

of equationsn6V I(0,qy ,qz)2uqy50. Shifting to the new
dimensionless variables of integration in~9!, j5x/L, y
5qyAL/k, and using the notation

d5
n0

N
5

u

N
Ak

L
, ~38!

we obtain from~9! an equation similar to~11!

Wx,S
~n,m!~n!5

2pk3~12«2!

N~12V2!
@Q~ f ,V!7Q~ f ,1!#, ~39!

with the following expression for functionQ( f ,V):

Q~ f ,V!5E
0

1

dzE
C
dyU y~ f 2dy!

@12~ f 2dy!2#1/2@~ f 2dy!22«2#3/2U
3FmH 0,yAk

L
,yAk

LF 12~ f 2dy!2

~ f 2dy!22«2G1/2J
3cosFz~12z!

~12«2!V

~ f 2dy!22«2 y2G , ~40!

where the nondimensional normalized fluctuation frequency
f 5n/N is introduced~which relates to the frequencyF used
above by the obvious equationf 5d•F!, and integration over
dy is carried out on two line segments

FIG. 6. The coherence functions of log-amplitude fluctuations of cw signals
with frequency separationV50.1, propagating through the medium with
Garret–Munk spatial power spectra of refractive index inhomogeneities~«
50.04, p51.7! and a different ratiod5v0 /N of the transferring current
frequencyv05uk/L to the Brunt–Va¨isälä frequencyN.
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E
C
¯dy[E

~ f 21!/d

~ f 2«!/d
¯dy1E

~ f 1«!/d

~ f 11!/d
¯dy. ~41!

It is easy to see that in the limiting case ofu50 ~and, con-
sequently,d50!, the integral limits in~41! tend to6` de-
pending on the normalized frequency valuef. For f >0, the
second integral in~41! disappears whend→0, and the first
one has the finite~nonzero! limit only for 1> f >« ~which
corresponds to the frequency bandN>n>v i!.

After substitution in~40! of Eq. ~13! for Fm(q,qz), we
obtain the final expressions for co- and cross spectra of log-
amplitude and phase fluctuations in the general case~V I

Þ0, uÞ0!

Wx,S
~n,m!~n!5B

k

2~12V2!
@G~ f ,p,d,V!7G~ f ,p,d,V!#,

~42!

and

G~ f ,p,d,V!5S E
~ f 21!/d

~ f 2«!/d
1E

~ f 1«!/d

~ f 11!/d D dy

3
~ f 2dy!22«2

uyuu f 2dyu3$y21p2@~ f 2dy!22«#%

3E
0

1

dz cosFz~12z!
y2~12«2!

~ f 2dy!22«2 VG ,
~43!

where the following notations are introduced:

B5
16

p2 ^m2&«tL2, p5Nt0 , ~44!

and t05tAL/k is the internal wave travel time across the
Fresnel zoneAL/k with velocity 1/t. Using these equations
in definition ~16!, we obtain the following result for the co-
herence functions:

Gx,S
~1,2!~n!5~12V2!21/2@G~ f ,p,d,V!7G~ f ,p,d,V!#

3@G~ f ,p1 ,d1,0!7G~ f ,p1 ,d1,1!#21/2

3@G~ f ,p2 ,d2,0!7G~ f ,p2 ,d2,1!#1/2, ~45!

wherep1,25pA16V, andd1,25d/A16V.
The calculation results forGx

(1,2)(n), given by ~45!, are
presented in Fig. 6 as functions of normalized frequencyf for
different values ofd and for the following set of parameters:
«50.04,p51.7,V50.1. The limiting cased!1, as follows
from definition ~38!, corresponds to the very slow current
flow u, when the power spectraW of field fluctuations are
proportional to f 23, concentrated at the frequency interval
1> f >«, and are equal to zero outside of this interval. The
coherence functionsG inside this interval is independent on
frequencyf.

When the current velocityu increases, and current travel
time AL/k/u across the Fresnel zone becomes comparable
with the period of internal waves 1/N, the power spectra of
field fluctuations are broadening, and the coherence of fluc-
tuations of two cw frequency separated signals stretches to
the frequencyf c.d/AV. It follows from ~38! that the cutoff

frequency f c is proportional to the current velocityu and,
consequently, can be the tool of its measurement.

The same results as in Fig. 6 are represented in Fig. 7 as
functions of dimensionless frequencyF5n/n05 f /d. It is
seen that for large-enough values ofd ~when fluctuation
spectrum is determined mostly by the current flow but not
the internal waves!, cutoff frequencyFc tends to the value
that does not depend ond. According to the results obtained
in Sec. IV, for d@1, the cutoff frequency probingFc is
determined entirely by the cw frequency separationV.

VI. DISCUSSION AND CONCLUSION

The transverse flow of inhomogeneous fluid produces
fluctuations of the acoustic signal passing through it. These
fluctuations vary with the cw signal frequency change due to
variation of the Fresnel zone size and diffraction angles.
Similarly, the fluctuations of amplitude and phase of
frequency-spaced signals are coherent at the low fluctuation
frequency and noncoherent at the high-frequency band. The
coherence function behavior depends upon the flow velocity
at the given fine structure of the flow. The measurement of
the cutoff frequency allows determination of the transverse
current velocity. The application of the multifrequency sig-
nal allows, in addition to the current velocity, estimation of
the fine-structure parameters.

In comparison with the spatial-temporal scintillation
method,2 the multifrequency~frequency-temporal! method
suggested in this paper has at least two essential advantages:
~a! only one receiver is needed in contrast to several~at least
two! which are needed for the spatial-temporal scintillation
method;~b! the data obtained relate to parameters of a single
propagation path, whereas space separated receivers measure
signal parameter fluctuations along several propagation
paths.

We estimated the sensitivity of the proposed technique
to internal waves and turbulence under the following simpli-
fying assumptions:

~a! Parameters of refractive index spatial spectra (N,v i)
and ^m2& for the Garret–Munk spectrum, andCm

2 for
the Obukhov–Kolmogorov spectrum are assumed to be

FIG. 7. The same plots as in Fig. 6, as functions of the fluctuation frequency
F5 f /d.
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constants everywhere in the region of sound propaga-
tion. In the real ocean all these parameters are func-
tions of depth and range. The above assumption re-
quires that these parameters do not change
substantially, at least in the Fresnel zone. Since the
transverse linear size of the Fresnel zone is propor-
tional to ;AL/k, it indicates that the theory presented
above fails for long distances and low frequencies.

~b! The regular refraction effects have not been taken into
account; only the refractive index fluctuations are con-
sidered, assuming that the mean value of the refraction
index does not depend on space coordinates.

~c! The results obtained are not applicable either to wave-
guide underwater sound propagation~described by
eigenmodes propagation! or to multipass sound propa-
gation with interference of two or more rays in the
observation point.

~d! There is no reflection from the ocean bottom or sea
surface.

~e! The results are not valid for strong or ‘‘saturated’’ fluc-
tuations, and the sound wave amplitude fluctuations are
assumed to be small enough: for Rytov smooth pertur-
bation method applicability the normalized variance of
intensity s I must be less than 0.3~see, for example,
Ref. 27 and references cited therein!. If we assume that
the boundary between Rytov and strong fluctuation re-
gimes is roughly given by an equations I51, then the
following inequalities must hold~see, for example,
Ref. 18!:

F25gL,1, for L.1,
~46!

LF25gL2,1, for L,1,

whereL5L/kLv
2 is the diffraction parameter,Lv is the

transverse correlation scale of the index of refraction
fluctuations,g5k3^m2&LpLv

2 is the scattering strength
~see Ref. 28!, Lp is the integral range scale of the index
of refraction fluctuations, andF25k2^m2&LpL is the
variance of phase fluctuations in the far~wave or dif-
fraction! field L@1 ~the opposite limiting caseL!1
corresponds to the geometrical optics limit!. For values
typical for midocean Atlantic or Pacific internal waves
from Ref. 28: ^m2&Lp51.7•1025 m, Lv5147 m, and
sound speedc51480 m/s,~46! takes the form
v

2p
@kHz#•AL@km#,1.8, for L.1,

~47!v

2p
@kHz#•~L@km# !2,3•102, for L,1.

These inequalities give the limits of frequencyv and
rangeL where the multiple scattering processes do not
affect the total variance of acoustic field amplitude.

As to restriction ‘‘b,’’ it is necessary to make some ad-
ditional remarks. Since we considered sound wave scattering
not only by turbulence but also by internal waves, there must
be stratification and hence there will be a depth-dependent

sound speed, and the ray paths will necessarily be curved.
Strictly speaking, all results presented in our paper relate
only to the straight-line propagation paths, because the start-
ing equation~3! concerns only this particular case. But, we
believe that the results obtained have a wider field of valid-
ity, including in particular, slightly curved ray paths. Inte-
grals ~15! and ~40! along the propagation path include only
the running distance between two rays, which are necessary
to compose a second moment of the field, but not the shape
of the actual rays. In our approach this distance is a linear
function of dimensionless distancej. This is not exact for
curved rays, of course, but since the typical distance between
the two rays is of the order of Fresnel zoneAL/k, the error
associated with it will be small as long as ray curvature
changes are small at the depth change of the order ofAL/k.

In fact, in a plane stratified medium, the rays bend only
in the vertical planexz, whereas the flowU is considered to
be the horizontal (Uz50). The variation of wavefront cur-
vature leads to changes of the ray tube cross section as com-
pared to the straight-line propagation, which in turn causes
the propagating wave amplitude and intensity modulation@in
addition to their fluctuations caused by scattering by refrac-
tive index inhomogeneitiesm(x,y,z)#. The corresponding
modification of the Rytov approximation for sound wave
propagation along the curved rays was suggested in Ref. 29,
where it was shown that the agreement between experimental
data of amplitude fluctuations and the theoretical results be-
came essentially better if ray curvature was taken into ac-
count. As for the temporal power spectrum frequency depen-
dence, it is not affected by rays bending in the vertical plane.
These fluctuations arise because of inhomogeneities travel-
ing in transverse horizontal direction~in the model of the
‘‘frozen’’ transfer!, where the wavefront curvature (1/L) and
the Fresnel zone transverse size (AL/k) are the same as in a
homogeneous nonstratified medium. In particular, it easy to
see that the characteristic frequency of amplitude fluctuations
n05uAk/L is equal to the inverse time of crossing the
Fresnel zone, remains the same, and is not sensitive to the
ray curvature in the vertical plane. We assume here that the
current velocityU is great enough, so it is the main reason
for temporal field fluctuations. This allows us to neglect the
effect of vertical advection of short vertical wavelength in-
ternal waves~and fine-structure turbulence! by the dominant
long wave length internal waves, considered in Ref. 30.

Sensitivity of the proposed multifrequency method is
limited by the cospectrum variations due to the internal wave
field. In the open ocean using low carrier frequencies at long
propagation paths, it is possible to determine not only the
current velocity, but also path-averaged parametersp andt of
the internal wave power spectrum. Using a high-frequency
sound signals one can determine current velocity and the
parameters of the turbulent spectra of homogeneities in
straits and channels.

In the present paper, the majority of theoretical results
for log-amplitude and phase fluctuation spectra and their co-
herence functions were derived simultaneously: the corre-
sponding expressions for log-amplitude and phase fluctua-
tion functions differ only by the signs plus or minus signs in
the starting equation~9!, as well as in the resulting ones~17!,
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~23!, and ~45!. As for the numerical results of computing,
only log-amplitude fluctuation spectra and coherence func-
tions are represented; additional data can be obtained by the
analyses of the phase fluctuation coherence functions as well
as mutual phase-amplitude coherence functions. Our atten-
tion has been drawn to the fact that ray curvature as well as
vertical advection of fine short-scaled inhomogeneities by
internal waves affect mainly the log-amplitude fluctuations
rather than phase fluctuations, as was noted in Ref. 30. Mul-
tiple scattering causes a similar effect: as was shown in Ref.
19, the power spectra of phase fluctuations agree with Rytov
method results~see Fig. 15 in Ref. 19! even for strong am-
plitude fluctuations, when multiple scattering plays the major
role in forming the signal fluctuations. We believe that since
coherence functions of phase and amplitude fluctuations are
ratios of corresponding power spectra, they will not be af-
fected by ray curvature and multiple scattering processes that
are as strong as the power spectra are. This means that the
weak scattering result obtained above in the framework of
the Rytov method for phase~travel-time! fluctuations ap-
pears to be valid over a much broader frequency band and
longer ranges than for log-amplitude fluctuations.

In conclusion, we emphasize that all the above results
are based on the well-known general expression~3! for the
complex phase fluctuations in the Rytov smooth perturbation
method. In this paper we consider only the second statistical
moments of acoustic field fluctuations, and do not consider
either higher statistical moments, or probability distribution
functions ~PDF!. According to the generally accepted first
principles~in particular, the central limit theorem!, the PDF
of the intensity~square amplitude! fluctuations must be log
normal for weak fluctuations and exponential for strong
ones. The detailed investigation of PDF transition from the
first limiting case to the second one can be found in Ref. 28,
where the multiple scattering process was modeled as a con-
secutive diffraction on the set of phase screens representing
the 3D medium with refractive index fluctuations.
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The second-order time-averaged acoustics of a viscous, thermally conducting gas between closely
spaced parallel plates is studied. The acoustic disturbance is studied by expanding the equations of
fluid dynamics and heat transfer to second order in Mach number. The undisturbed state is allowed
to have a nonzero temperature gradient. A set of coupled equations for the time-averaged pressure
gradient, velocity, and temperature are obtained and solved. Particular attention is paid to the
relation between the time-averaged mass flux and pressure gradient. An explicit expression is
obtained relating the time-averaged pressure drop across a thermoacoustic stack to the
time-averaged mass flux through the stack. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1370358#
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I. INTRODUCTION

Rott’s treatment of the theoretical acoustics of a viscous,
thermally conducting gas in a narrow pipe with a mean-
temperature gradient imposed along the axis of the pipe1 has
become the basis for the modeling of thermoacoustic
engines.2,3 By making the standard acoustic expansion in
powers of Mach number of the equations of fluid dynamics
Rott used his solution of the linearized problem to estimate
the second-order contribution to the time-averaged tempera-
ture gradient normal to the walls of the pipe. This allowed
him to estimate the time-averaged power flux which arises at
second order. It is this power flux which is exploited in ther-
moacoustic engines.

There are several time-averaged quantities which are
zero in the linear approximation, but can become nonzero at
second order. These include, in addition to the power flux
and temperature gradients, velocity, pressure gradients, and
mass flux. These effects are all coupled to each other and it
has become apparent that a nonzero mass flux can signifi-
cantly degrade the performance of an engine.4,5

In Fig. 1, the geometry to be considered in this paper is
depicted: a stack of parallel plates in a duct or resonator. The
mean temperatures to the left and to the right of the stack,TL

andTR , respectively, are not necessarily equal so that there
may be a mean-temperature gradient in the stack along the
duct’s axis. Two distinct mechanisms have been identified
through which time-averaged mass flux induced by the pres-
ence of the stack can degrade performance.6 These are de-
picted in Fig. 1. There can be a net mass flow through the
duct itself, mixing gas of one temperature from one side of
the stack with gas of another temperature on the other side of
the stack. In addition, there can be flow which is concen-
trated in the neighborhood of the stack. Mass can flow out of
one of the channels formed by a pair of parallel plates and

back into another, again mixing gas of different mean tem-
peratures.

Two distinct types of devices can be identified~see Fig.
2! depending on the topology of the branch in which the
stack is found. In one type, the stack is located in a loop. For
these devices mass flux through the duct can be a serious
problem and techniques to control it are being developed.4,5

In the other type, the stack is located in a dead end so that
mass conservation prevents mass flux through the duct. For
these devices only the latter form of mass flux, out one chan-
nel and in another, is possible. Such behavior has been
observed,7 but it is not yet clear how much of an effect it has
on performance.

A prerequisite to the understanding of both types of
time-averaged mass flux in a thermoacoustic stack is an un-
derstanding of the same phenomena in one channel of the
stack, between a single pair of parallel plates. Developing a
theory for and estimating the time-averaged velocity and
pressure produced by sound at constant mean temperature is
a classical problem. The time-averaged velocity induced by
standing waves in ducts was first considered by Lord Ray-
leigh ~see Sec. 352 of Ref. 8!. An extension of Rayleigh’s
theory to traveling waves in ducts was first considered by
Eckart.9 In all these cases the ducts considered are wide com-
pared to both the thermal and viscous penetration depths but
are narrow compared to an acoustic wavelength. Recent re-
views can be found in Refs. 10 and 11.

For applications to thermoacoustics one must allow the
stack to have a mean-temperature gradient along the duct
axis. Further, the spacing between the parallel plates in the
stack is typically comparable to the thermal or viscous pen-
etration depths. The classical theory has been extended by
Rott to include sound in ducts in which there is a mean-
temperature gradient,12 however, Rott works in the
boundary-layer approximation which is valid when the ducts
considered are wide compared to both the thermal and vis-
cous penetration depths. In the calculations presented here,
the problem is solved for arbitrary imposed temperature gra-
dient, arbitrary boundary conditions, and a range of plate

a!Current address: National Center for Physical Acoustics, University of
Mississippi, University, MS 38677; electronic mail: rwax@olemiss.edu
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separations which interpolates between the boundary-layer
approximation and the limit in which the plates touch.

The conclusions of the classical theory differ, depending
on whether the sound field has traveling- or standing-wave
phasing. In a traveling wave~see Ref. 13!, the density and
velocity fluctuations are in phase with each other. When the
velocity in the direction of propagation is greatest, the den-
sity is greatest as well, and when the velocity is greatest
opposite to the direction of propagation, the density is least.
Thus, in an acoustic cycle, more mass is moved in the direc-
tion of propagation than opposite to the direction of propa-
gation. This leads to a time-averaged mass flux. The only
way this mass flux can be canceled is by the flow which
would result from a small opposing pressure gradient.

In a standing wave~the mathematical argument behind
this physical picture goes back to Lord Rayleigh8!, the den-
sity and velocity fluctuations are out of phase with each other
so that the acoustic pumping of mass found in traveling
waves does not occur. However, in a standing wave, the
velocity is in phase with its gradient. At a given point, faster-
moving gas is advected in one direction during one half of
the acoustic cycle while slower-moving gas is advected in
the opposite direction during the other half of the acoustic
cycle. This leads to a time-averaged acceleration. The pres-
sure associated with this acceleration is known as the
acoustic-Bernoulli effect.

Near a boundary, in the thermoviscous boundary layer,

phase gets distorted~again, this goes back to Lord
Rayleigh8!. There is never pure-standing- or traveling-wave
phasing. All of the fluctuating quantities have components in
phase with each other. Thus, in the boundary layer there is
both acoustic mass pumping as well as acoustic-Bernoulli
pressure. A thermoacoustic stack, where the boundary layer
fills the channels between the plates, can be a significant
source of mass flux.

The design of Stirling cycle acoustic devices often in-
corporates an element similar to a thermoacoustic stack
know as a regenerator.6 The chief distinction between regen-
erators and stacks is that regenerators tend to be more like a
porous medium, consisting of extremely narrow, smaller
than the viscous penetration depth, tortuous paths. It was
noted by Gedeon14 that in a regenerator the time-averaged
mass flux is proportional to the acoustic intensity. These
ideas apply equally well to the straight channels of a ther-
moacoustic stack. Swift, Gardner, and Backhaus,4 expanding
on ideas of Gedeon,14 produced an estimate for the time-
averaged pressure gradient needed for there to be no mass
flux. They arrive at this estimate by arguing that the pressure
gradient should be sufficient to produce enough flow~assum-
ing Poiseille flow15! to cancel the time-averaged mass flux
produced by the acoustic field. They estimate the mass flux
produced by the acoustic field by computing the time aver-
age of the product of density and velocity in the acoustic
approximation, ignoring the acoustic-Bernoulli effect.

In this paper, the complete set of time-averaged second-
order equations is solved for parallel plates. The approxima-
tions made are valid as long as the plate spacing is not too
much greater than the thermal penetration depth. For wider
plate spacings the flow is expected to be turbulent.6 In par-
ticular, the entire range of interest for thermoacoustic en-
gines, from plate spacings of several thermal penetration
depths down to zero, is accessible. New results include ex-
pressions for the time-averaged velocity as well as for the
relation between pressure gradient and mass flux. It is shown
that the results of Swift, Gardner, and Backhaus@see Eq.~19!
of Ref. 4# are valid in this parallel-plate geometry only when
the plate spacing is much less than the viscous penetration
depth. For larger plate spacings the acoustic-Bernoulli effect
becomes important.

It should be emphasized that the calculations are done in
a single channel. While this is a prerequisite for understand-
ing mass flux through a stack, conclusions can be drawn only
in the case in which the behavior in each channel is identical.
In particular, the component of the mass flux which only
involves circulation out one channel and in another will not
be specifically addressed in this paper. This effect, due pre-
sumably to thermal convection or to inhomogeneities either
in the construction of the stack or in the time-averaged pres-
sure field which develops outside the stack in the resonator,
will require additional investigation.

II. GENERAL FORMULATION OF THE PROBLEM

Consider a stack of parallel plates located somewhere in
a gas-filled duct or resonator. The spacing between plates is
2y0 , the length of the stack isL, and the width is large
enough that one can assume that variables are constant in the

FIG. 1. Time-averaged mass flux through a stack.

FIG. 2. Two distinct duct topologies: a stack in a loop or a stack in a
dead end.
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direction perpendicular to the page. The calculations are
done in a single channel between a pair of plates as depicted
in Fig. 3. The axis perpendicular to the plates is they axis.
y50 is chosen to be the midpoint between the two adjacent
plates. The axis parallel to the plates is thex axis. x50 is
chosen to be the beginning of the stack on the left.

The gas is described by the densityr, entropyS, pres-
sureP, temperatureT, and local velocityv. The equation of
state of the gas is taken to be the ideal gas relation

r5
P

RT
. ~1!

Here,R is the universal gas constant. Assuming that the spe-
cific heat per unit mass at constant pressurecp is constant,
the entropy is given by

S5cp ln T2R ln P1const. ~2!

These thermodynamic equations are supplemented by the
three conservation laws:15 conservation of mass is expressed
by the equation of continuity

]r

]t
1¹•~rv!50, ~3!

conservation of momentum by the Navier–Stokes equation

rS ]

]t
1v• ¹ D v52¹P1h¹~¹•v!2m¹3~¹3v!, ~4!

whereh5mB1 4
3m, m is the shear viscosity, andmB is the

bulk viscosity, and conservation of energy by the equation of
heat transfer

rTS ]

]t
1v•¹ DS5k¹2T1

m

2 (
jk

S ]v j

]xk
1

]vk

]xj
2

2

3
d jk¹•vD 2

1mB~¹•v!2, ~5!

wherek is the thermal conductivity of the gas andd jk , 0 if
j Þk and 1 if j 5k, is the Kronecker delta. Variations in the
viscosities and the thermal conductivity are ignored.

In addition to the conservation laws there are boundary
conditions. At gas/solid interfaces the gas velocity is zero,
v(x,y0)50. The solid portion of the stack is assumed to be
rigid and to have large thermal conductivity compared to the
gas. Thus, gas/solid interfaces are taken to be isothermal
T(x,y0 ,t)5T0 , whereT0 is the temperature in the absence
of the acoustic disturbance. Along the center of the pore,y
50, symmetry dictates that (]T/]y)uy5050, (]P/]y)uy50

50, (]vx /]y)uy5050, andvy(x,0)50. Boundary conditions

at the open ends of the pores,x50 andx5L, will be treated
as unknown in this paper and will be discussed further as the
analysis develops.

The steady-state response to driving the system at fre-
quencyv/2p is to be estimated. The analysis will be re-
stricted to a region far enough from the ends of the stack to
ignore entrance effects. Thus, the analysis to be presented is
applicable inside the stack for distances much greater than
both y0 and the displacement amplitudeuvx(x,y,t)u/v from
the ends. Near the ends of the stack it is expected that non-
perturbative effects become important.16

In the gas there are several length scales. LetP0 be the
pressure in the absence of the acoustic disturbance. Then,
one has the viscous penetration depth

dm5A2mRT0

vP0
, ~6!

the thermal penetration depth

dk5A2k~g21!T0

gvP0
, ~7!

the stack spacingy0 , the stack lengthL, and the wavelength

l5
2pAgRT0

v
.

Here, g is the ratio of specific heatsg5cp /cV , cV is the
specific heat per unit mass at constant density. It is assumed
thatdm , dk , andy0 are all of comparable magnitude anddk

will be used to denote the scale of all three. Accordingly, it is
assumed thatdk!l. Further, bothy0 and the displacement
amplitudeuvx(x,y,t)u/v are taken to be small compared to
L.

Once entrance effects are negligible one expects that
]/]x;1/l, that ]/]y;1/dk and that the velocity in they
direction,vy , is of orderdk /l smaller than the velocity in
the x direction, vx . Keeping only leading terms indk the
Navier–Stokes equation is approximated by

rS ]

]t
1v•¹ D v52¹P1S m

]2

]y2 0

~h2m!
]2

]x]y
h

]2

]y2

D v.

~8!

Similarly, the heat equation becomes

rTS ]

]t
1v•¹ DS5k

]2T

]y2 1mS ]vx

]y D 2

. ~9!

The continuity equation is unchanged since]vy /]y is of the
same order of magnitude as]vx /]x.

Note that they component of the Navier–Stokes equa-
tion is of order dk/l relative to thex component. Thus,
]P/]y is of order dk/l relative to ]P/]x so that, in this
approximation,

]P

]y
50.

FIG. 3. Single channel in the stack with the coordinate system used for
calculations.
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The usual acoustic perturbation expansion in powers of
Mach number is made. Let

T5T01T11T21¯ , P5P01P11P21¯ ,

r5r01r11r21¯ , S5S01S11S21¯ ,

v5v01v11v21¯ .

Here, the subscriptj indicatesj th order in Mach number. The
zeroth-order state to be considered hasv050, P0 constant
andT0 time independent, so that at zeroth order one has

¹2T050. ~10!

Note that both

r05
P0

RT0
,

and

S05cp ln T02R ln P01const.,

are constant in time, but vary spatially through the variations
in T0 . Further, ]T0 /]y50. It follows that T0 is a linear
function of x and is independent ofy,

T0~x!5T0~0!1
T0~L !2T0~0!

L
x. ~11!

Note that the derivative ofT0 with respect tox is constant:

T08~x!5
T0~L !2T0~0!

L
.

The first-order equations have been solved by Rott.1–3

Introduce the amplitudesTA , PA , andvA by setting

T1~ t,x,y!5ReTA~x,y!eivt,

P1~ t,x,y!5RePA~x,y!eivt,

v1~ t,x,y!5RevA~x,y!eivt.

Introducing the Prandtl number

s5
dm

2

dk
2 ,

and, using Swift’s notation,2

f m5

tanh
11 i

dm
y0

11 i

dm
y0

,

and

f k5

tanh
11 i

dk
y0

11 i

dk
y0

,

one has

PA~x,y!5p~x!, ~12!

vAx5
1

ivr0F 211

cosh
11 i

dm
y

cosh
11 i

dm
y0

G dp

dx
, ~13!

and

TA

T0
5

g21

g

p

P0
2

T08

v2r0T0

dp

dx
2

s

12s

3
T08

v2r0T0

dp

dx

cosh
11 i

dm
y

cosh
11 i

dm
y0

1S 2
g21

g

p

P0
1

T08

v2r0T0

1

12s

dp

dxD
cosh

11 i

dk
y

cosh
11 i

dk
y0

.

~14!

S1 andr1 can be found from~1! and ~2!,

r1

r0
5

P1

P0
2

T1

T0
, ~15!

and

S1

R
5

g

g21

T1

T0
2

P1

P0
. ~16!

The pressure amplitudep(x) satisfies Rott’s equation

F ~12 f m!
d2

dx2 1
T08

T0
S 12

1

2
dm

] f m

]dm
2

f k2s f m

~12s! D d

dx

1
v2

c2 ~11~g21! f k!Gp50, ~17!

which must be solved numerically.
It will be necessary to havev1y , even though it is order

dk /l smaller thanv1x , since derivatives]v1y /]y will arise
at second order. It follows from the linearized equation of
continuity that

vAy52E
0

yS iv
PA

P0
2 iv

TA

T0
1T0

]

]x

1

T0
vAxDdy8, ~18!

which becomes, on substituting~12!, ~13!, and ~14! in ~18!
and using~17!,1
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vAy5
1

ivr0
S d2p

dx2 1
11s

2~12s!

T08

T0

dp

dxD
3S 1

11 i

dm

sinh
11 i

dm
y

cosh
11 i

dm
y0

2 f myD 1
T08

2ivr0T0

dp

dx

3S 11 i

dm
y0

2f m

sinh
11 i

dm
y

cosh
11 i

dm
y0

2

y cosh
11 i

dm
y

cosh
11 i

dm
y0

1
y

cosh2
11 i

dm
y0

D 2
iv~g21!

gP0

3S p2
cpT08

v2~12s!

dp

dxD S 1

11 i

dk

sinh
11 i

dk
y

cosh
11 i

dk
y0

2 f kyD .

~19!

We are interested in the time-independent parts of the
second-order variablesT2 , P2 , andv2 . A convenient way to
extract time-independent parts is to use the time average

^ f &5 lim
t→`

1

t E
0

t

f ~ t !dt.

Note that^T1&5^P1&5^v1&5^r1&5^S1&50. Introduce the
notationu25^v2&, p25^P2&, and t25^T2& for the second-
order time-averaged velocity, pressure, and temperature
fields, respectively.

Time averaging the equations of motion and expanding
to second order, one obtains a set of coupled linear equations
for u2 , p2 , andt2 . The second-order time-averaged equation
of continuity is

¹•~r0u21^r1v1&!50. ~20!

Thex component of the second-order time-averaged Navier–
Stokes equation is

dp2

dx
5m

]2u2x

]y2 2r0^~v1•¹!v1x&2 K r1

]v1x

]t L . ~21!

They component of the second-order time-averaged Navier–
Stokes equation will not be considered. If needed,u2y can be
determined by integrating the second-order continuity equa-
tion with respect toy. Finally, the second-order time-
averaged heat-conduction equation is

k
]2t2

]y2 5
P0

R
~u2•¹S01^v1•¹S1&!

1
1

R K P1S ]S1

]t
1~¹S0!•v1D L 2m K S ]v1x

]y D 2L .

~22!

III. SOLUTION OF THE SECOND-ORDER TIME-
AVERAGED EQUATIONS

Note that Eqs.~20! and~21! do not depend ont2 . Thus,
one can first solve foru2x andp2 and then solve fort2 .

Integrate~20! over y from 0 to y0 and note that

E
0

y0 ]

]y
~r0u2y1^r1v1y&!dy5~r0u2y1^r1v1y&!uy50

y5y0

50,

sinceu2y andv1y are both 0 wheny5y0 and are both odd,
and thus 0 wheny50. Thus,

]

]x E0

y0
~r0u2x1^r1v1x&!dy50,

so that

E
0

y0
~r0u2x1^r1v1x&!dy5 1

2 Ṁ , ~23!

for some constantṀ . Given that the second-order time-
averaged mass-flux density through the pore is given by

ṁ25r0u21^r1v1&, ~24!

one sees thatṀ times the width of the stack is the total
time-averaged mass flux through the pore.

Using the linearized equation of continuity, it follows
that for any functionf (t,x)

~v1•¹! f 5¹•~v1f !2 f ¹•v1

5¹•~v1f !1
1

r0

]r1

]t
f 2v1•

¹T0

T0
f .

Further, ^] f /]t&5^ f (] f /]t)&5^ f (]g/]t)1g(] f /]t)&50.
Using these identities and the linearized Navier–Stokes
equation, the second-order time-averaged Navier–Stokes Eq.
~21! can be manipulated into the form

m
]2u2x

]y2 5
dp2

dx
1r0T0¹•

^v1v1x&
T0

. ~25!

Sincep2 is constant iny this equation can be solved imme-
diately, yielding

u2x5
y22y0

2

2m

dp2

dx
1

r0

m E
2y0

y E
0

y8
T0¹•S ^v1v1x&

T0
Ddy9dy8

5
y22y0

2

2m

dp2

dx
1

r0

m
T0

]

]x F 1

T0

3E
2y0

y E
0

y8
^v1xv1x&dy9dy8G

1
r0

m E
2y0

y

^v1yv1x&dy8. ~26!

In this last equation, the integrands in the double integrals
are evaluated aty9 while the integrand in the single integral
is evaluated aty8. The limits of integration insure that the
solution satisfies the boundary conditionsu2x(6y0)50.

2743 2743J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Roger Waxler: Stationary velocity and pressure gradients



Substituting~26! in ~23! yields the following equation for
dp2 /dx:

dp2

dx
52

3m

2r0y0
3 Ṁ1

3m

y0
3 E

0

y0K r1

r0
v1xL dy

1
3r0

y0
3 E

0

y0E
2y0

y E
0

y8
T0¹•

^v1v1x&
T0

dy9dy8dy,

~27!

with the integrand in the second integral evaluated aty9.
Substituting this last equation back into~26! givesu2x .

Finally, rather than solving~22!, the heat flux into the
stack walls,2k(]t2 /]y)uy5y0

, is considered. This quantity
was originally calculated by Rott1–3 ignoring the effect of
time-averaged mass flux. In the steady state, once the tem-
perature gradient has developed and the temperature of the
stack is no longer changing, conservation of energy shows
that 22k(]t2 /]y)uy5y0

is equal to the time-averaged power

flux through the gas along thex axis. One finds~the Ṁ50
version of this result has been obtained by directly calculat-
ing the power flux in the Appendix to Ref. 2!:

k
]t2

]yU
y5y0

5E
0

y0FP0

R
~u2•¹S01^v1•¹S1&!

1
1

R K P1S ]S1

]t
1~¹S0!•v1D L

2m K S ]v1x

]y D 2L Gdy

5
1

2
cpṀT081cp

d

dx E0

y0
r0^v1xT1&dy. ~28!

The integrals in~26! and ~27! are elementary: as func-
tions of y, the integrands are products of hyperbolic func-
tions. These integrations yield long and extremely cumber-
some expressions which are not, in themselves, very
informative. Further, the appropriate solution,p, of Rott’s
Eq. ~17!, as well as its derivativesp8 and p9, must be ob-
tained numerically. The results of these integrations will be
plotted below after some general remarks.

It is to be emphasized that these solutions depend on
only five free real parameters. Two complex parameters are
needed as boundary conditions for Rott’s equation. It suffices
to specify any two independent linear combinations ofp(0),
p8(0), p(L), and p8(L). Once these two parameters are
specified the linear solutions are uniquely determined. At
second order there is only one free parameter, the real mass
flux Ṁ .

Let

V5u2xuṀ501 K r1

r0
v1xL .

Using ~26! and ~27! the x component of the second-order
time-averaged mass-flux density~24! can be written

ṁ2x5r0u2x1^r1v1x&52
3Ṁ ~y22y0

2!

4y0
3 1r0V. ~29!

Using ~23! one finds that

E
0

y0
V~x,y!dy50.

Equation~29! separates the second-order mass flux into two
terms. The term@23Ṁ (y22y0

2)#/4y0
3 has the classical form

for viscous flow in a pipe.15 The remaining term,r0V, is
independent ofṀ and does not contribute to the total mass
transport.

Even if there is no total mass transport, so thatṀ50,
there is still nonzero mass flux representing circulation
within the channel.V can be thought of as the associated
volume flux. As will be seen below, the direction ofV can
change asy varies from one side of the channel to the other,
mixing gas of different mean temperatures. This term cannot
be avoided in this parallel-plate geometry. It should be em-
phasized, however, that the second-order power flux is given
by ~28! regardless ofV. Any additional degradation of per-
formance occurs at higher order in Mach number.

If the mass fluxṀ is nonzero it should not be thought of
as externally imposed flow. Rather, it develops in response to
nonlinear effects in the pore as well as to externally imposed
pressure differences. Note that the pressure difference across
the stack,Dp2 , is given by

Dp25p2~L !2p2~0!

52
3mR@T0~L !1T0~0!#L

4P0y0
3 Ṁ1E

0

L dp2

dx U
Ṁ50

dx,

~30!

with

dp2

dx U
Ṁ50

5
3m

y0
3 E

0

y0K r1

r0
v1xL dy

1
3r0

y0
3 E

0

y0E
2y0

y E
0

y8
T0¹•

^v1v1x&
T0

dy9dy8dy.

Thus,Ṁ is not simply the mass flux which would develop in
response to a pressure differenceDp2 . In particular, if a
time-averaged pressure difference across the pore cannot be
maintained so thatp2(L)5p2(0), then there must be be a
nonzero time-averaged mass flux

Ṁ uDp2505
4P0y0

3

3mR@T0~L !1T0~0!#L E
0

L dp2

dx U
Ṁ50

dx.

In this case,~29! shows that the mass flux is given by the
term r0V plus the Poiseille flow which would result from a
pressure gradient2(dp2 /dx)uṀ50 . Conversely, if there is
to be no net mass flux through the pore, then there must be a
time-averaged pressure difference

Dp2uṀ505E
0

L dp2

dx U
Ṁ50

dx, ~31!

across the pore.
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As mentioned, the treatment in this paper is not general
enough to describe the pressure gradients which develop
near the pore openings. However, if the plates are much
longer than the distance over which entrance effects persist
then the relation between mass flux and pressure gradient is
given by ~27! over most of the stack. Thus, if the stack is
long enough, then the relation betweenṀ and the time-
averaged pressure difference is given by~30!.

IV. TIME-AVERAGED PRESSURE DROP

As a consequence of~30!, there is a linear relation be-
tween the total time-averaged mass fluxṀ and the time-
averaged pressure dropDp2 . The slope in this linear rela-
tionship,

dDp2

dṀ
52

3mR@T0~L !1T0~0!#L

4P0y0
3

,

is a simple function of the parameters and is the same slope
that would result from an applied pressure drop in the ab-
sence of the acoustic disturbance. The intercept in this linear
relation, Dp2uṀ50 , is a quite complicated function of the
parameters. Further,Dp2uṀ50 contains the nonlinear effects
of the acoustic disturbance: in particular, in the absence of an
acoustic disturbanceDp2uṀ5050. OnceDp2uṀ50 is known,
the relation betweenṀ andDp2 is also known.

It is thus necessary to computeDp2uṀ50 . As men-
tioned, the integrals in Eqs.~26! and~27! are all elementary,
however, in addition to solutions of Rott’s equation, the in-
tegral overx in ~31! must be obtained numerically.

Before plotting the results of the numerical integrations,
the small and largey0 limits are discussed. Smally0 asymp-
totics are developed first@see, also, Sec. 350, Eq.~29! of Ref.
8#, treating the Prandtl numbers as anO~1! constant. For
y0!dk , one then has

f m512
2

3
i

y0
2

dm
2 1OS y0

4

dm
4 D ,

and

f k512
2

3
i

y0
2

dk
2 1OS y0

4

dk
4D .

Rott’s equation becomes

F d2

dx22 i
3

2

v2

RT0

dm
2

y0
2 1OS dm

y0
D Gp~x!50,

so that

p~x!'Ae2~11 i !~v)/2ART0!~dm /y0!x

1Be~11 i !~v)/2ART0!~dm /y0!~x2L !.

In particular, the acoustic pressure field becomes evanescent,
only penetrating a distance on the order of (v/ART0)
3(dm /y0), that is, 2p divided by the isothermal wavelength
times the ratio of viscous penetration depth toy0 . Further, if

vL

ART0

@
y0

dm
,

then one has

p~x!'p~0!e2~11 i !~v)/2ART!~dm /y0!x

1p~L !e~11 i !~v)/2ART0!~dm /y0!~x2L !. ~32!

Proceeding, assuming that the isothermal wavelength is
O~1!, and then noting that

dnp

dxn ;S v

ART0

dm

y0
D n

p,

for vAx one has

vAx5
1

vr0

~y22y0
2!

dm
2

dp

dx
1OS p

r0c

y0
3

dk
2D ,

for TA andrA

TA

T0
5OS y0

dk
D ,

and

rA

r0
5

p

P0
1OS y0

dk
D ,

and forvAy

vAy5
1

6vr0

y~y22y0
2!

dm
2

d2p

dx2 1OS vy0

p

P0

y0
2

dk
2D .

Substituting these formulas into~27!, one finds that

dp2

dx U
Ṁ50

52
1

2P0
ReS p*

dp

dx D1OS p2

P0

v

ART0

y0

dk
D .

Note that only the term with the time average^r1v1x& con-
tributes asy0↓0. Further, in this limit length scales are de-
termined only bydm . Even thoughdp2 /dxuṀ50 diverges
like dm /y0 asy0 /dm↓0, the region over whichdp2 /dxuṀ50

is not negligible is of ordery0 /dm so thatDp2uṀ50 remains
finite. One finds

Dp2uṀ5052
1

2P0
ReE

0

L

p*
dp

dx
dx

1OS up~0!u21up~L !u2

P0

y0
2

dk
2D

52
up~L !u22up~0!u2

4P0

1OS up~0!u21up~L !u2

P0

y0
2

dk
2D . ~33!

For y0@dk , one recovers the adiabatic limit:f k'0 and
f m'0. In this limit the solutions to Rott’s equations are
linear combinations of the Bessel functions
J0(2vAT0(x)/AgRT08) and Y0(2vAT0(x)/AgRT08). Fur-
ther, for y02uyu@dk ,vAy'0,

vAx'
i

vr0

dp

dx
,
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TA

T0
'

g21

g

p

P0
2

T08

v2r0T0

dp

dx
,

and

rA

r0
'

1

g

p

P0
1

T08

v2r0T0

dp

dx
.

Substituting these formulas into~27!, one finds

dp2

dx U
Ṁ50

52
R

2v2P0

d

dx S T0Udp

dxU
2D F11OS dk

y0
D G ,

so that integrating and using the ideal gas law, one obtains
@in agreement with the result previously obtained by Rott,
Eq. ~12! of Ref. 12 using the boundary-layer approximation#

Dp2uṀ50'2
1

2v2r0
Udp

dxU
2U

x5L

x50

'2
r0

2
uvAxu2U

x5L

x50

.

Note that, here, only the term containing the time average
^v1v1x& contributes.

We now turn to the numerical solution fory0;dk .
Boundary conditions are needed to produce a unique solution
to Rott’s equation. Consider the case in which the linear
pressure amplitude is specified at either end of the pore.
Thus, boundary conditions

p~0!5pl P0 ,

and

p~L !5pr P0 ,

are imposed. Here,pl andpr depend on the particular device.
A simple way to satisfy these conditions is to produce two
solutions of Rott’s equation, labeledp6 , with p2(0)51,
p2(L)50, andp1(0)50, p1(L)51. Then,

p

P0
5plp21prp1 .

Inspection of~13!, ~14!, and ~18! shows that, using the for-
mula ^ f g&5 1

2 Ref*g,

1

P0
Dp2uṀ505P2upl u21P1upr u212 RePcpl* pr , ~34!

whereP6 is given by

P65
1

P0
Dp2uṀ50,p5p6

,

and introducing the notation

D215
3m

y0
3 E

0

y0K r1

r0
U

p5p2

v1xup5p1L dy1
3r0

y0
3

3E
0

y0E
2y0

y E
0

y8
T0¹•

^v1up5p2
v1xup5p1

&

T0
dy9dy8dy,

and

D125
3m

y0
3 E

0

y0K r1

r0
U

p5p1

v1xup5p2L dy1
3r0

y0
3

3E
0

y0E
2y0

y E
0

y8
T0¹•

^v1up5p1
v1xup5p2

&

T0
dy9dy8dy,

Pc is given by

Pc5
1

4P0
E

0

L

~D211D12* !dx.

Using the standard notation,^v,w&5v* •w, for the inner
product of two complex vectors, Eq.~34! may be written

1

P0
Dp2uṀ505 K S pl

pr
D ,PS pl

pr
D L ,

with

P5S P2 Pc

Pc* P1
D .

Note thatP is a self-adjoint matrix. Its eigenvalues are

E65 1
2~P21P16A~P22P1!214uPcu2!,

and a convenient choice for the corresponding normalized
eigenvectors is

A25
1

A~P12E1!21uPcu2 S Pc

P12E1
D ,

and

A15
1

A~P12E1!21uPcu2 S P12E1

Pc*
D .

The vectorsA6 form an orthonormal basis forC2 so that,
given pl andpr , one may write

S pl

pr
D5aA21bA1 ,

with

a5 K A2 ,S pl

pr
D L ,

and

b5 K A1 ,S pl

pr
D L .

It follows that

1

P0
Dp2uṀ505uau2E21ubu2E1 . ~35!

The eigenvaluesE6 and eigenvectorsA6 are plotted in
Figs. 4, 5, and 6 as functions ofy0 /dkux5L. The stack length
is taken to be0.05lux5L. With these dimensionless mea-
sures ofy0 andL it is not necessary to specify the frequency.
Other than the Prandl numbers, the thermophysical param-
eters are those appropriate to dry air at room temperature:
g51.4 andk50.026 24 W/K/m. To display the interplay be-
tween thermal and viscous effectss is allowed to vary. The
right-side temperature is fixed atT0(L)5290 K.
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FIG. 4. EigenvaluesE631010 with s50.7; DT050, 10, 20, and 30 K; and
L50.05lux5L .

FIG. 5. EigenvaluesE631010, with s50.2; DT050, 10, 20, and 30 K; and
L50.05lux5L .

FIG. 6. Components of the eigenvectorsA6 with DT050 K, s50.7, and
L50.05lux5L .

FIG. 7. Components of the eigenvectorsA6 with DT0520 K, s50.7, and
L50.05lux5L .

FIG. 8. Comparison of the exact eigenvaluesE631010 to the narrow and
wide approximations.DT0520 K, L50.05lux5L , ands50.7.

FIG. 9. Two model cases: a standing wave near a closed end and a traveling
wave in a semi-infinite duct.

FIG. 10. Normalized pressure differenceDp2 /upl u2P0uṀ5031010 for the
standing wave.DT050 K, DT0520 K, L50.05lux5L , ands50.7.

FIG. 11. Normalized pressure differenceDp2 /upl u2P0uṀ5031010 for the
traveling wave.DT050 K, DT0520 K, L50.05lux5L , ands50.7.
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FIG. 12. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the standing wave.DT0

5220 K andy0 /dk50.3.

FIG. 13. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the standing wave.DT0

5220 K andy0 /dk50.8.

FIG. 14. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the standing wave.DT0

5220 K andy0 /dk52.0.

FIG. 15. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the standing wave.DT0

5220 K andy0 /dk58.0.

FIG. 16. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the traveling wave.DT0

5220 K andy0 /dk50.3.

FIG. 17. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the traveling wave.DT0

5220 K andy0 /dk50.8.

2748 2748J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Roger Waxler: Stationary velocity and pressure gradients



In Fig. 4, the eigenvaluesE6 are plotted withs50.7
and in Fig. 5 withs50.2. The left-side temperature is al-
lowed to vary. The valuesT0(0)5290 K, T0(0)5280 K,
T0(0)5270 K, andT0(0)5260 K are taken. It is preferable
to have some dimensionless measure of the temperature gra-
dient. At any fixedx the ratiol(x)T08/T0(x) is appropriate.
Thus, a reasonable choice for a dimensionless parameter ap-
pears to be the averaget given by

t5
1

L E
0

L l~x!

T0~x!
T08dx52

l~L !2l~0!

L
.

The valuesT0(0)5290 K, T0(0)5280 K, T0(0)5270 K,
and T0(0)5260 K correspond tot50, t50.695 705, t
51.403 949, andt52.125 434, respectively.

Note that in generalE2,0 while E1.0. It follows
from ~35! that Dp2uṀ50 has neither a maximum nor a mini-
mum. Thus, it can be tuned to particular values by appropri-
ate choices ofpl and pr . The structure that develops ass
decreases arises as the viscous and thermal penetration
depths become different.

In Figs. 6 and 7, the components of the eigenvectors

A65S A61

A62
D

are plotted withs50.7 andL50.05lux5L , in Fig. 6 DT0

50 K while in Fig. 7 DT0520 K. Note thatA2152A12*
andA225A11 , so that it is only necessary to plot the com-
ponents ofA1 .

The term inDp2uṀ50 which dominates fory0!dm is

~Dp2uṀ50!narrow5
3m

y0
3 E

0

LE
0

y0K r1

r0
v1xL dydx,

and the term which dominates fory0@dm is

~Dp2uṀ50!wide5
3P0

Ry0
3 E

0

LE
0

y0E
2y0

y E
0

y8
¹•

^v1v1x&
T0

3dy9dy8dydx.

The term (Dp2uṀ50)narrow is the pressure difference that
would cause enough steady flow to cancel the mass flux
produced by^r1v1x&. This is the term retained by Swift,

Gardner, and Backhaus.4 The term (Dp2uṀ50)wide is an ad-
ditional pressure arising from nonlinear acoustic effects and
is the contribution of the acoustic-Bernoulli effect.10 In Fig.
8, the eigenvalues calculated by replacingDp2uṀ50 by these
approximate forms are compared with the exact eigenvalues.
Again, s50.7,DT0520 K, andL50.05lux5L . Note that in
this parallel-plate geometry the acoustic-Bernoulli effect be-
comes important fory0 greater than about12dm .

V. TWO MODEL CASES

Finally, two model cases are considered. These are de-
picted schematically in Fig. 9. In both cases, the magnitude
of the acoustic pressure field at the left entrance of the stack,
pl P0 , is held fixed asy0 varies. Here, as before,pl

5p(0)/P0 is dimensionless.
In the first case, a standing-wave device is modeled. The

origin, x50, is placed at the left side of the stack. The
boundary conditionp8(l/8)50 is imposed to the right of the
stack. This is a common configuration for a standing-wave
device.2 To the right of the stack one has

p~x!5A cosS v

cr
x2

p

4 D ,

for x.L. Here,cr is the speed of sound to the right of the
stack. The parameterA is chosen so the solution to Rott’s
equation, which matches top andp8 at L, has amplitudepl at
x50.

In the second case, it is assumed that to the right of the
stack the duct continues indefinitely so that the acoustic pres-
sure field is that of a rightward traveling wave. Accordingly,

p~x!5Ae2 i ~v/cr !~x2L !,

for x.L. Again, A is chosen so that the solution to Rott’s
equation, which matches top andp8 at L, has amplitudepl at
x50.

In producing the plots in Figs. 10–19, the thermophysi-
cal parameters appropriate to dry air at room temperature are
taken:g51.4, s50.7, andk50.026 24 W/K/m. The stack
length is chosen to beL50.05l(L). First, the pressure dif-
ference is plotted for mean-temperature differencesDT0

FIG. 18. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the traveling wave.DT0

5220 K andy0 /dk52.0.

FIG. 19. Time-averaged velocityux2uṀ503106 and
mass flux r0V3106 for the traveling wave.DT0

5220 K andy0 /dk58.0.
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50 K, DT0520 K, andDT05220 K. Again, dimensionless
parameters are used so that it is not necessary to specify the
frequency. In Fig. 10, the pressure difference in the standing-
wave model is plotted and in Fig. 11, the pressure difference
in the traveling-wave model is plotted.

Next, the time-averaged velocity atṀ50,u2xuṀ50 , and
the time-averaged mass flux atṀ50,ṁ2xuṀ505r0V, are
plotted as functions ofx/l(L) andy/dkux5L for several val-
ues ofy0 . The valuesy0 /dkux5L50.3, 0.8, 2.0, and 8.0 are
taken. In the standing-wave example, since in such devices
the higher temperature is typically closer to the pressure
antinode,2 DT05220 K is taken, while in the traveling-
wave exampleDT0520 K is taken. Figures 12–15 are for
the standing-wave model while Figs. 16–19 are for the
traveling-wave model.

Notice that the plots show several transitions asy0 /dk

increases. Fory0 /dk!s the velocity is mostly towards the
left, where the acoustic wave originates. This is the regime in
which the acoustic-Bernoulli effect is unimportant. The
mechanism discovered by Gedeon drives mass into the stack
in the direction that acoustic intensity must flow, from the
left to the right. In order that there be no mass flux, the
velocity must drive the mass back to the left. Asy0 /dk in-
creases a bit, the direction of the velocity changes as the
acoustic-Bernoulli effect becomes important. Fory0 /dk

;s, there is a transition as purely viscous effects give way
to the effects of the thermoviscous boundary layer. Asy0 /dk

increases, some boundary-layer flow develops and persists.
For sufficiently largey0 /dk , in addition to the boundary-
layer flow, the parabolic profile iny, typical of low-
Reynolds-number flow in a wide pipe, begins to emerge.

VI. CONCLUSIONS

The complete set of time-averaged second-order equa-
tions of fluid dynamics describing steady-state acoustic of a
viscous, thermally conducting fluid between closely spaced
parallel plates have been solved forT08Þ0. Particular atten-
tion has been paid to the time-averaged velocity, pressure
gradient, and mass flux. In the presence of an acoustic dis-
turbance the linear relation between time-averaged mass flux
and pressure gradient develops a nonzero constant term. The
constant term can be interpreted as the pressure drop for
which the total mass flux is zero.

For plate spacings large compared to the thermal and
viscous penetration depths, known results for the time-

averaged velocity and mass flux are recovered: one finds the
parabolic profile characteristic of viscous flow superimposed
on the boundary-layer flow familiar from Rayleigh stream-
ing. For plate spacings small, compared to the viscous pen-
etration depth, the estimates of Swift, Gardner, and
Backhaus4 are recovered. In the intermediate regime, where
the plate spacing is comparable to the thermal penetration
depth, the time-averaged velocity and pressure drop are plot-
ted, both in the case in which the total mass flux is zero.
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Development of panel loudspeaker system: Design, evaluation
and enhancement
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Panel speakers are investigated in terms of structural vibration and acoustic radiation. A panel
speaker primarily consists of a panel and an inertia exciter. Contrary to conventional speakers,
flexural resonance is encouraged such that the panel vibrates as randomly as possible. Simulation
tools are developed to facilitate system integration of panel speakers. In particular,
electro-mechanical analogy, finite element analysis, and fast Fourier transform are employed to
predict panel vibration and the acoustic radiation. Design procedures are also summarized. In order
to compare the panel speakers with the conventional speakers, experimental investigations were
undertaken to evaluate frequency response, directional response, sensitivity, efficiency, and
harmonic distortion of both speakers. The results revealed that the panel speakers suffered from a
problem of sensitivity and efficiency. To alleviate the problem, a woofer using electronic
compensation based on H2 model matching principle is utilized to supplement the bass response. As
indicated in the result, significant improvement over the panel speaker alone was achieved by using
the combined panel-woofer system. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1371544#

PACS numbers: 43.38.Ja, 43.38.Ar@SLE#

I. INTRODUCTION

For decades, the design concept of conventional loud-
speaker has been centered at the principle of rigid piston.
The common practice is to make the diaphragm of the loud-
speaker as light and stiff as possible such that the loud-
speaker behaves as a rigid piston. Furthermore, the surface is
generally made conical to further increase rigidity as well as
on-axis sensitivity at low frequency. Although the technol-
ogy is well established, conventional loudspeakers suffer
from a problem: the sound generated by conventional loud-
speakers becomes increasingly directional for high frequen-
cies. This ‘‘beaming’’ effect results in the drop of sound
power at the high frequency region. Consequently an audio
system generally requires crossover circuits and multi-way
loudspeakers to cover the audible frequency range, which
makes the entire system unnecessarily large.

Panel speakers are based on a philosophy contradicting
conventional design~Azima, 1998!. A panel loudspeaker pri-
marily consists of a panel and an inertia exciter~Fig. 1!. The
exciter is essentially a voice-coil driver with the coil attached
to the panel. The magnet serves as a proof mass to produce
inertia force. In lieu of a rigid diaphragm as used in conven-
tional loudspeakers, flexible panels are employed as the pri-
mary sound radiators. Resonance of flexural motion is en-
couraged such that the panel vibrates as randomly as
possible. The sound field produced by this type ofdistributed
mode loudspeaker~DML ! is very diffuse at high frequency.
As claimed by the supporters of panel speakers, DML pro-
vide advantages over the conventional counterpart such as
compactness, linear on-axis, attenuation, insensitivity to

room conditions, bi-polar radiation, good linearity, and so
forth ~Azima, 1998!. Of particular interest is that the DML
has a less pronounced beaming problem at high frequencies
than conventional loudspeakers, which bypass the need for
crossover circuits and multi-way high frequency speakers.
DML began to find applications in multimedia, notebook
computers, mobile phones, high-fidelity audio systems, pub-
lic addressing systems, projection screens, pictures, and
decorations~Azima, 1998!.

Although commercial panel speakers may have been
around for more than a decade, only recently has this concept
been subjected to scientific analysis devoted to electroacous-
tics design. In this paper, the operating principles of DML
are investigated in terms of structural vibration and acoustic
radiation. Simulation tools are developed prior to integration
of a DML system. Specifically, electro-mechanical analogy
is employed for modeling the panel-exciter system. Finite
element analysis is used in the determination of aspect ratios
of the panel and calculation of panel vibration. Two-
dimensional fast Fourier transform~FFT! is utilized to pre-
dict the acoustic radiation. In order to compare DML with
conventional loudspeakers, experiments were undertaken to
evaluate frequency response, directional response, sensitiv-
ity, efficiency, and harmonic distortion of both speakers.

It was found in the comparison that the DML produced
desirable omni-directional response, even at high frequency.
Nevertheless, the DML suffered from the problem of poor
sensitivity and efficiency. This price that DML have to pay is
mainly due to thehydrodynamic short circuitof flexible pan-
els vibrating below coincidence~Cremer and Heckl, 1988!.
To overcome the physical constraint, a woofer using elec-
tronic compensation based on the H2 model matching prin-
ciple is used to supplement the bass response. Electronica!Electronic mail: msbai@cc.nctu.edu.tw
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compensation was realized by a digital signal processor
~DSP!. Experimental investigation showed that significant
improvement of the combined system over the panel loud-
speaker was achieved.

II. RATIONALES OF PANEL LOUDSPEAKERS

The operating principle of DML is based on acoustic
radiation of modal bending waves. In contrast to conven-
tional loudspeaker design, resonance of flexural motion is
encouraged such that the panel will vibrate as randomly as
possible. When excited, the flexible panel of a DML devel-
ops complex and dense vibration modes uniformly distrib-
uted over its entire surface and operating frequency range.
The beaming effect of DML is generally not as pronounced
as the coherent field of a rigid piston because the sound field
radiated by a DML is very diffuse at high frequency. The
panel of a DML can be modeled as a thin plate described by

d¹4w1m
]2w

]t2 50, ~1!

wherew is the normal displacement,m is mass per unit sur-
face area,

¹45S ]2

]x2 1
]2

]y2D 2

is the bi-harmonic operator, and

D5
Eh3

12~12n2!
~2!

is the bending stiffness per unit width of the plate~E, n, and
h are Young’s modulus, Poisson ratio, and thickness, respec-
tively!. If there exists only a time-harmonic bending wave
traveling inx-direction, Eq.~1! admits the general solution

w~x,t !5~C1E2 jkbx1C2ejkbx1C3e2kbx1C4ekbx!ej vt,
~3!

where

kb5A4 v2m/D ~4!

is called the free bending wave number,v is angular fre-
quency, andC1 , C2 , C3 , andC4 are constants to be deter-
mined by boundary conditions. Note that the first two terms
in Eq. ~3! correspond to traveling components and the last
two terms are evanescent components.

On the other hand, the sound pressure generated by the
vibrating panel satisfies the linear wave equation

¹2p2
1

c2

]2p

]t2 50, ~5!

wherep is sound pressure andc is sound speed. For time-
harmonic field, this reduces to the Helmholtz equation

¹2p1k2p50, ~6!

wherek5v/c is the wave number of sound wave.
The fundamental difference between a DML and a con-

ventional loudspeaker lies in that the mechanical impedance
of a point-excited infinite panel is a frequency-independent
real constant~Morse and Ingard, 1986!:

zm58ADm. ~7!

This property enables us to derive a constant driving-point
velocity nc from a constant forcef e , which is approximately
true for an electro-magnetic exciter driven by a constant cur-
rent. In addition, it can be shown that the sound powerWR of
a randomly vibrating panel is proportional to the time and
space averaged square velocity^n̄2& which is also propor-
tional to the driving-point velocitync ~Morse and Ingard,
1986!. As a consequence, the panel would radiate constant
sound power when driven by a constant force, i.e.,WR

'constant.
However, this is not the case for a conventional moving-

coil loudspeaker. At the mass-controlled region, its cone ac-
celeration is nearly constant with respect to frequency, i.e.,
the cone velocity is inversely proportional to frequency (nc

;v21). In the high frequency range (ka@1), the radiation
resistanceRR of a rigid piston is nearly constant~Beranek,
1996!. Thus the sound power radiated by a conventional
loudspeaker has the frequency dependence as

WR5 1
2RRuncu2;v0v225v22. ~8!

The radiation power drops as frequency increases~220 dB/
decade!, even though the on-axis sound pressure remains
constant. The main contributing factor to this power drop is
the beaming effect resulting from the coherent phase motion
of a rigid piston. In the case of a DML, the beaming effect
would not be as pronounced because the sound field gener-
ated by the random panel vibration is ‘‘quasi-diffuse.’’

On the basis of panel velocity, the radiated sound pres-
sure from the planar source can be calculated using the Ray-
leigh’s integral~Kinsler et al., 1982!:

p~x,y,z!52 jkr0cE
2`

` E
2`

` ejkR

R
n~x0 ,y0!dx0 dy0 , ~9!

wherer0 is the density of air,~x,y,z! and (x0 ,y0,0) are the
field point and the source point, respectively, andR

FIG. 1. Schematic of a DML.~a! The panel loudspeaker consisting of a
panel and an exciter;~b! details of the intertia exciter.
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5A(x2x0)21(y2y0)21(z2z0)2. In the far field, this inte-
gral can be rewritten as~Morse and Ingard, 1986!

p~x,y,z!'2 jkr0c
ejkr

r
V~kx ,ky!, ~10!

where kx5k sinq cosf, ky5k sinq sinf, kz5k cosq, r
5Ax21y21z2, r, q, andf are spherical coordinates~Fig.
2!, andV(kx ,ky) is the spatial Fourier transform ofn(x,y):

V~kx ,ky![E
2`

` E
2`

`

n~x,y!e2 j ~kxx1kyy! dx dy. ~11!

Equation ~10! implies that the far-field directivity of the
source depends on the velocity spectrum on the wave num-
ber space. Only the propagating modes inside the radiation
circle (kx

21ky
2<k2) contribute to the far-field radiation.

Classical theory of plate radiation has suggested ahy-
drodynamic short circuitphenomenon: a flexible infinite
panel has no acoustic output at frequencies below thecoin-
cidence frequency~Cremer and Heckl, 1988!

vc5c2Am

D
~12!

at which the speed of sound matches the speed of bending
wave in a panel. However, this is not true for a ‘‘finite’’
panel and it is possible to have sound radiation below coin-
cidence due to the aperture effect. A finite panel can be de-
scribed by an aperture function

a~x,y!5H 1, ~x,y! inside aperture

0, ~x,y! outside aperture
. ~13!

By decomposing the flexural standing waves into traveling
waves, the velocity distribution of the finite paneln8(x,y)
can be approximated in terms of the velocity distribution of
an infinite paneln(x,y),

n8~x,y!5n~x,y!a~x,y!. ~14!

In wave number space, this amounts to

V8~kx ,ky!5V~kx ,ky!* A~kx ,ky!, ~15!

where ‘‘* ’’ denotes convolution. Hence the aperture effect
results in leakage of the wave number spectrum such that the
panel could have nonzero acoustic output into the far field
below coincidence~Panzer and Harris, 1998a!. For example,
a one-dimensional surface velocity distributionn(x)

5cos(kb x) ~expressed as a standing wave due to boundary
effects! corresponds to the velocity spectra in wave number
space and the radiation patterns shown in Fig. 3. Even
though ideal hydrodynamic short circuit no longer exists in
such case, the acoustic radiation at low frequency remains
not as efficient as rigid pistons because of cancellations of
volume velocity on the surface. In addition, it was pointed
out by the reviewer that the presence of boundaries will
cause only evanescent waves. The boundary effects are not
considered in the above arguments in that the differences in
the subsonic portion of the wave number spectra of the finite
and infinite plate responses have no effect on the far-field
radiation~Junger and Feit, 1986!.

III. SYSTEM MODELING AND SIMULATION

Simulation tools were developed to facilitate the design
and integration of DML. These tools encompass two aspects:
electro-mechanical modeling and acoustic radiation predic-
tion.

A. Electro-mechanical modeling

Electro-mechanical equivalent circuit technique is em-
ployed for modeling the panel-exciter system of a DML. The
equivalent circuit~mobility analogy! of a DML system is
shown in Fig. 4~a!. Although the equivalent circuit in Fig.
4~a! is in the form of graphic language, it is entirely based on
Newton’s second law, Lorentz force, and Kirchhoff’s circuit
laws. The details of how this circuit is derived are tedious
but standard in literature, e.g., text by Beranek~1996! and
are thus omitted for brevity. In this figure,Zc5Rc1 jXc is
the electrical impedance of voice coil.Bl is the motor con-
stant of the voice coil.Cs and Rs are the compliance and
damping, respectively, between the magnet and the panel.
Mm is the mass of the magnet assembly.Mc is the mass of
the voice coil.Zm is the mechanical impedance of an infinite
panel at the driving point.M f is the mass of the frame.Cp

and Rp are the compliance and damping of the suspension
between the panel and frame. Note that the constant real
driving point impedance of Eq.~7! for an infinite plate is
used and radiation loading is neglected in the modeling. It
has been pointed out by the reviewer that the force on the
plate should be dependent on the impedance predicted by the
finite element model. The ‘‘coupled’’ electrical-mechanical-
acoustical systems should be solved simultaneously. For the
present, this is somewhat impractical from the engineering
standpoint. In this work, we are merely content with the
frequency-independent impedance of an infinite plate. This is
a reasonable simplification because only far-field radiation is
of interest~so that evanescent waves due to boundary effects
are negligible! and also the panel is much heavier than the
diaphragms of cone speakers~so that acoustic loading is neg-
ligible!.

The equivalent circuit can be simplified into a Thevenin
circuit of Fig. 4~b!, whereVs is the voltage source,Zs is the
source impedance reflected to the mechanical side, andZL is
the mechanical impedance of the load including the panel
and the exciter assembly. The force is determined with the
attached driver assembly taken into account. In terms of the
Laplace transform,

FIG. 2. Coordinate system for sound radiation analysis.~a! Spatial domain;
~b! wave number domain.
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Vs~s!5
N1~s!

D1~s!
, ~16!

where

N1~s!5Bl•Cs•Eg•Mms

and

D1~s!5CsMmMcXcs
31~CsMmMcRc1CsMmRsXc

1CsMcRsXc!s
21~Bl2CsMc1Bl2CsMm

1CsMmRsRc1CsMcRsRc1MmXc1McXc!s

1~Mm1Mc!Rc ,
~17!

Zs~s!5
N2~s!

D2~s!
,

where

N2~s!5CsMmXcs
31~CsMmRc1Xc1CsRsXc!s

2

1~Bl2Cs1CsRsRc!s1Rc

and

FIG. 3. Sound radiation of a vibrating panel with an aperture 0.2 m. The figures in the upper part are the velocity spectra in wave number domain, while the
figures in the lower part are the polar radiation patterns.~a! Below coincidence~f 58 kHz, kb5180 m21, k5148 m21!; ~b! above coincidence~f 518 kHz,
kb5294 m21, k5368 m21!.

FIG. 4. Electro-mechanical analogy of a DML.~a! Equivalent circuit~mo-
bility analogy!; ~b! simplified circuit. The symbolsf and u in the figures
denote, respectively, the force and the velocity of the panel.
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D2~s!5s@CsMcMmXcs
31~CsMmMcRc1CsMmRsXc

1CsMcRsXc!s
21~Bl2CsMm1Bl2CsMc

1CsMmRsRc1CsMcRsRc1MmXc1McXc!s

1~Mm1Mc!Rc ,
~18!

ZL~s!5
1

Zmp~s!
.

Thus the power delivered to the loadZL(5RL1 jXL) can be
calculated as

WL5
uVsu2RL

~Rs1RL!21~Xs1XL!2 . ~19!

In the work, a DML intended for multi-media applica-
tion is examined. The parameters of the panel and exciter are
listed in Table I. The simulation result of the exciter forcef
with a sinusoidal input of 1 V rms is shown in Fig. 5.

B. Prediction of acoustic radiation

After the exciter force outputf is determined, the surface
velocity of the panel is calculated by the finite element
method. A 200 mm3112 mm rectangular polyurethane~PU!
foam panel is examined. The locations of exciter and suspen-
sions are shown in Fig. 6. From the finite element analysis, a
sample surface velocityn8(x,y) of the panel is shown in Fig.
7~a!.

Having obtained surface velocity, one shall proceed with
the calculation of far-field sound pressurep(x,y,z) through
the use of Eq.~10!. In this step, two-dimensional FFT is
employed to obtain the surface velocity spectrumV8(kx ,ky)
in the wave number domain@Fig. 7~b!#. In this step, zero-
padding~indicated in the figure! is used to improve resolu-
tion in the wave number space. The frequency response of
the vibrating panel between the force input and sound pres-
sure output at 1 m distance is calculated~Fig. 8!. Combining
the frequency response functions in Figs. 5 and 8 leads to the
overall frequency response from the voltage input to the
sound pressure output at 1 m distance~Fig. 9!. In addition,
directional response can also be calculated~Fig. 10!. In some
cases, the rms pressure within a band is required. This can be
done by a straightforward integration:

prms5S E
f 1

f 2
up~ f !u2

•Gxx d f D 1/2

, ~20!

wheref 1 and f 2 are the lower and the upper frequency limits,
respectively,p( f ) is the frequency response between the
voltage input and the sound pressure output, andGxx is the
power spectrum density of the input voltage.

TABLE I. Parameters of the panel and the exciter.

Parameters

Panel Bending stiffnessD51.672 N•m
Area densitym50.492 kg/m2

Dimension50.2 m30.112 m30.002 m
Poisson ration50.33
Mass of frameM f50.06 kg
Panel mobilityZmp57.255 N•s/m
Damping of panel suspensionRp50 N•s/m
Compliance of panel suspensionCp590031026 m/N

Exciter Impedance of voice coilZc541 j v•3231026 V
Motor constantBl51.54 Wb/m
Compliance of coil suspensionCs517031026 m/N
Damping of panel suspensionRs50.257 N•s/m
Mass of magnetMm53731023 kg
Mass of coilMc50.3531023 kg

FIG. 5. Predicted force response of the exciter with 1 V rms electrical input.

FIG. 6. Panel configuration for finite element analysis.~a! Panel driven by a
harmonic concentrated force input. The panel is flexibly suspended with free
boundaries;~b! dimensions of the panel and locations of the driving point
~solid! and the suspensions~hollow!.
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On the other hand, if sound power is of interest, the
following formula can be utilized to calculate the power fre-
quency response~Cremer and Heckl, 1988!:

W~ f !5
r0ck

8p2 E
2k

k E
2k

k uV8~kx ,ky!u2

Ak22kx
22ky

2
dkx dky , ~21!

which entails again the surface velocity spectrum. A sample
result of sound power is shown in Fig. 11. The total power
within a band can be obtained from the following integra-
tion:

Wtotal5E
f 1

f 2
W~ f !•Gxx d f . ~22!

IV. DESIGN PROCEDURE AND PERFORMANCE
EVALUATION

A. Design procedures

The design procedures of DML are outlined as follows:

~1! Choose the areaA of panel according to the specific
application. In theory, a large area is preferable if effi-
ciency is the major concern. In practice, however, the

choice relies largely on packaging or artistic consider-
ation for the application of interest. In our case,A
50.0224 m2, which is typical for multimedia or note-
book applications.

~2! ChooseD/m ratio to achieve the fundamental frequency
f 0 that is sufficiently low to produce reasonable low fre-
quency response. The fundamental frequency of an iso-
tropic vibrating plate can be approximated by~Leissa,
1993!

f0'
p

A
AD

m
. ~23!

In our case,D/m53.3984 N•m3/kg, f 05258 Hz, vc

564 177 rad/s. SmallD, or smallm, should be selected
for a small panel.

~3! Minimize the panel mechanical impedanceZm to
achieve acceptable efficiency by choosing appropriate
densityr and Young’s modulusE. Note that

Zm58ADm516
D

m
A3~12n2!

r3

E
. ~24!

For good acoustical efficiency, the chosen panel should
be stiff ~largeE! and light~smallr!, e.g., composite and

FIG. 7. Surface velocity of the panel excited by a 1 N
harmonic ~4 kHz! concentrated force.~a! Spatial do-
main; ~b! wave number domain. Interior of the marked
rectangle is the panel area; exterior of the marked rect-
angle is padded with zeros for improving resolution in
the wave number space.
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honeycomb materials. Note thatr is more critical thanE
in that Zm is inversely proportional toAE/r3.

~4! Choose the aspect ratio of the panel. As mentioned pre-
viously, flexural resonance is encouraged to excite as
many as possible complex vibration modes in a panel.
To this end, the vibration modes of panel are approxi-
mated by the product of two sets of ‘‘beam’’ modes
along each side of the panel~Harris and Hawksford,
1997!. For an Euler beam of lengthl, material constants
D, m, free at both ends, the resonance frequencies are

vi5Al1
4D

m
, i 51,2,3̄ , ~25!

with

li5S~2i21!p

2l D, 1,2,3̄ .

Complex vibration modes of a DML can be achieved by
selecting an aspect ratio such that the beam modes along
each side are best interleaved.

~5! Choose the driving point and suspension points of the
panel. This can be done by a finite element based modal
analysis. The driving point should be chosen at where
the least nodal lines are, while the suspension points
should be chosen at where the most nodal lines cross.

~6! Choose an exciter that matches the panel. A common
practice is to choose a largeBl constant for ensuring
sufficient output level. This is preferably achieved by
using strong magnet rather than increasing the length of
coil because the latter approach has an adverse effect of
increasing resistance and inductance. Next, choose a

FIG. 8. Predicted frequency response of the vibrating panel between the
force input and sound pressure output at 1 m on-axis distance.

FIG. 9. Predicted overall frequency response of the DML between the volt-
age input and sound pressure output at 1 m on-axis distance.

FIG. 10. Predicted directional response of the DML at 250, 1000, 4000, and
16 000 kHz for 1 W input.

FIG. 11. Predicted sound power frequency response of the DML for 1
V rms electrical input.
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large magnet massMm and a small coil massMc be-
cause the bandwidth is dependent of the ratioMm /Mc

~Panzer and Harris, 1998b!.
~7! Calculate the response by the aforementioned simulation

procedures. From the simulation, one can get an idea of
the performance of a DML before it is practically imple-
mented.

B. Performance evaluation

To compare the DML with the conventional loud-
speaker, experimental investigations were undertaken. A
conventional multimedia loudspeaker~4V, 2 W, 6 cm diam-
eter! for a desktop computer was used in the comparison.
The area ratio between the DML and the conventional
speaker is approximately 8 to 1. Both speakers are embedded
in a 1.5 m32.0 m baffle. The enclosure of the multimedia
speaker has been removed. The use of baffle is to meet the
requirement of far-field calculation using Fourier transform,
where rigid baffled planar sources are assumed. The perfor-
mance indices to be measured are summarized as follows
~Borwick, 1994!.

1. Frequency response

The on-axis pressure responses at 1 m•W condition from
the conventional speaker and the DML were measured in a
semi-anechoic room such that the effect of room response
can be minimized. Random noise band-limited to 16 kHz
was used as the input. From the result of sound pressure
spectral levels~Fig. 12!, a significant gap~maximum 15 dB
re: 20 mPa at 1 m•W! can be seen between the response
levels.

2. Directional response

The microphone is positioned along a semi-circle at
angles from 0° to 180° with 10° increments. Figure 13 shows
the measured directional response of the DML versus the
conventional speaker. Only data in half space are shown be-
cause both speakers are embedded in the baffle. The result
indicates that DML yields an omni-directional response,
even at high frequency~16 kHz!. The conventional speaker
does not show the kind of high frequency beaming because it
is very small. If a larger DML were compared with a larger
cone speaker, the contrast would be more apparent.

3. Sensitivity

The sensitivity of a speaker is defined as the free-field
sound pressure level produced by 1 W electrical input, mea-
sured at the on-axis distance 1 m. In our case, a random noise
input of 2 V rms~band-limited to 16 kHz! and nominal im-
pedance of 4V in the coil was used. The measured sensitivi-
ties of the DML and the conventional speaker are 80.7 dB
and 90.6 dB, respectively,re: 20 mPa over a 16 kHz band.

4. Efficiency

The efficiency of a speaker is defined as the ratio of the
radiated acoustic power to the electrical power input. In the
work, ISO 3745 was employed for measuring the sound
power in the semi-anechoic room~ISO standard, 1977!. The

measured efficiencies of the DML and the conventional
speaker are 0.039% and 0.089%, respectively. The result in-
dicates the DML has a problem of sensitivity and efficiency
in comparison with the conventional speaker. Poor radiation
efficiency below coincidence frequency is a physical con-
straint of flexible panels.

FIG. 12. The sound pressure spectral levels of the conventional speaker and
the DML. The measurements are under 1 m•W condition. ~a! Bandwidth
525.6 kHz; ~b! bandwidth51.6 kHz.

FIG. 13. Directional responses of the DML and the conventional speaker at
250, 1000, 4000, and 16 000 kHz, respectively. The radial scales are in dB
with a full scale 100 dBre: 20 mPa.
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5. Harmonic distortion

Harmonic distortion represents the ratio of the rms dis-
tortion to the rms total signal. It can be calculated by mea-
suring the rms total signal, using the same setup as for fre-
quency response measurements and also that obtained when
the driving frequency is filtered out. The harmonic distor-
tions of the DML and the conventional loudspeaker mea-
sured with a 2 V rms and 1 Welectrical input at three fre-
quencies are summarized in Table II. The DML appears to
have higher harmonic distortion than the conventional
speaker does. A possible explanation is that the DML relies
on resonant modes of the panel, where nonlinearity may
arise due to an exceedingly large amplitude of motion at
resonance.

V. SYSTEM ENHANCEMENT

The foregoing comparison between the DML and the
conventional speaker reveals that the DML suffers from the
problem of poor sensitivity and efficiency. In this work, a
practical solution is adopted in an attempt to alleviate the
problem. Such approach involves the use of an electronically
compensated woofer to supplement the low frequency re-
sponse.

The system consists of a woofer cascaded with a feed-
forward controller. The complete DML-woofer system is
shown in Fig. 14~a!. The design of the controller is based on
a H2 model matching idea. The system block diagram is
shown in Fig. 14~b!, whereT1 is the desired response model,

the plantT2 is the woofer, andQ is the feedforward control-
ler. In general, a low-pass filter with linear phase character-
istics is selected as the modelT1 , which is essentially similar
to the low frequency crossover in conventional woofer de-
sign. The design problem is to find a proper and stable~de-
noted asRH`! transfer functionQ such that the following
cost function is minimized

J5 min
QPRH`

iT12T2i2
2, ~26!

where ‘‘i i2’’ denotes the 2-norm defined as

iG~z!i2,S 1

2p E
2p

p

uG~ej u!u2 du D 1/2

, ~27!

wherez andu arez-transform variable and digital frequency,
respectively. It can be shown that the optimal solution of this
problem is~Doyle et al., 1992!

Q5T2m
21~T2a

21T1!s , ~28!

whereT2m is the minimum phase part ofT2 , Ta2 is an all
pass function and the subscripts denotes the ‘‘stable part.’’

In the paper, a ninth-order low-pass filter with cutoff
frequency 600 Hz is chosen as the modelT1 ~Fig. 15!. The
frequency response of the plant is shown in Fig. 16. The
plant model was found byMATLAB command invfreqz
~Grace and Laub, 1992! and regenerated in the same plot. By
using H2 modal matching, the optimal controller is calcu-
lated, as shown in the frequency response of Fig. 17. The
controller was then implemented on the platform of a
floating-point DSP, TMS320C31, with a sampling rate of 2
kHz. Figure 18 compares the sound pressure frequency re-
sponses of the DML alone, the DML with woofer, and the
DML with bass-enhanced woofer. The experimental result
demonstrated the significant improvement of overall perfor-
mance by using the woofer and electronic compensation.

TABLE II. Harmonic distortion of panel loudspeaker in comparison with
conventional loudspeaker.

250 Hz 1 kHz 4 kHz

Conventional
speaker

1.96% 0.91% 1.02%

Panel
speaker

3.25% 10.6% 12.6%

FIG. 14. The DML system enhanced by electronic compensation.~a! Inte-
grated system of the DML and a woofer;~b! block diagram of the H2 model
matching method.

FIG. 15. Frequency response function of the desired model.
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VI. CONCLUSIONS

In the paper, panel speakers were analyzed in terms of
structural vibration and acoustic radiation. Simulation tools
were developed to facilitate system integration of DML. The
driving point impedance for an infinite plate is used and
radiation loading is neglected in the modeling. Although this
may be sufficient for the present study, a more sophisticated
modeling approach dealing with the frequency dependent
mechanical impedance and the associated radiation loading
of a flexible finite plate should be developed in the future to
improve the accuracy of response prediction.

In order to compare the DML with the conventional
speaker, an objective evaluation regarding frequency re-
sponse, directional response, sensitivity, efficiency, and har-
monic distortion was undertaken. Experimental results re-
vealed that the DML suffered from an inherent problem of
sensitivity and efficiency. To alleviate the problem, elec-

tronic compensation based on the H2 model matching prin-
ciple was developed. The experimental result demonstrated
the improvement of overall performance by using the woofer
and electronic compensation. Alongside with the other ad-
vantages of DML, the enhanced efficiency should improve
its practicality in applications where high audio quality is
demanded.

Although the compensated woofer proved to be a prac-
tical solution to the improvement of the overall efficiency,
the bulky size of the woofer offsets somewhat the merits of
DML. Furthermore, it should be noted that the efficiency
problem of the DML alone has not been fundamentally
changed in the present approach due to the physical con-
straint of flexible panels imposed by the sub-coincidence
phenomenon. To further improve the efficiency of panel
speakers, planar radiators without resort to the mechanism of
flexural waves should be sought in the future. To summarize,
the major limitations of the present work are: the use of
impedance of infinite plate, the neglect of acoustic loading in
circuit modeling, and the bass compensation by a conven-
tional woofer. Research is currently on the way to circum-
vent these limitations.
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measured response and dash line the response regenerated from the curve fit
model.

FIG. 17. Frequency response function of the H2 feedforward controller.

FIG. 18. Frequency response function of the DML system before and after
enhancement: DML~solid line!, DML with woofer ~dash line!, DML with
enhanced woofer~dotted line!. The measurements are under 1 m•W condi-
tion.
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Piezoelectric transducers coupled with a surrounding medium are analyzed in time domain using the
coupled finite element and boundary element method. Three-dimensional solid elements are
employed to model the piezoelectric transducer, while the surrounding medium is described by the
boundary integral equation and the boundary of the medium is modeled by two-dimensional spatial
elements. Verification studies were conducted to evaluate the accuracy and convergence of the
present numerical algorithm and they show that the present numerical solutions agree well with the
analytical ones. The influence of the surrounding medium on the acoustic field is studied. The
interaction between the structure and surrounding medium affects the structure dynamic
performances and acoustic pressure distributions significantly. However, in the present study we
show that the radiation directivity is insignificantly influenced by the surrounding medium.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1310672#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

Piezoelectric transducers play a paramount role in ultra-
sonic nondestructive testing systems, ultrasonic imaging and
diagnostic equipment, and acoustic microscopy, which are
increasingly employed in industrial, medical, and defense ar-
eas. There are many factors including characteristic dimen-
sions, material properties, and surrounding medium proper-
ties influencing the performance of piezoelectric transducers.
Optimal design of piezoelectric transducers is very important
to improve their performance. Therefore, it is necessary to
predict their structural and acoustic responses accurately.

Finite element analyses of piezoelectric transducers have
received considerable attention in the last two decades. Allik
et al.1,2 developed the static and dynamic finite element for-
mulations for piezoelectric structures considering
piezoelectric–mechanic coupling. Kagawa and Yamabuchi3

analyzed the axisymmetric vibrations of a piezoelectric cir-
cular rod of finite length in the frequency domain. A trian-
gular ring element with linear interpolation functions was
employed in the finite element formulations. Bugdayci and
Bogy4 analyzed the vibration characteristics of piezoelectric
disks with a two-dimensional finite element method based on
the plate theory. Lerch5 computed the natural frequencies as
well as the dynamic responses of piezoelectric transducers
due to mechanical and electrical excitations. Challande6 em-
ployed a finite element method to optimize ultrasonic trans-
ducers made of piezoelectric composites. Guo, Cawley, and
Hitchings7 used three-dimensional~3-D! finite element meth-
ods and modal analysis techniques to predict the vibration
characteristics and electric impedance functions of piezoelec-
tric disks. Similar works were also reported by Kagawa
et al.8 Hansen9 set up a finite element model of the piezo-

electric transducer consisting of two piezoelectric ceramic
disks and two resonance rods. Yiet al.10 also developed the
finite element procedure to analyze piezoelectric polymer
sensors and actuators.

In the previous studies,1–9 the interaction between the
structure and the surrounding medium was not considered.
However, in order to predict the acoustic as well as structural
responses of the transducer more accurately, the piezoelectric
structure and the acoustic field should be solved simulta-
neously, as both of them influence each other. Smith, Hunt,
and Barach11 employed a finite element method to analyze
an acoustically radiating transducer structure. Finite element
methods were used to analyze structures and acoustic radia-
tion loading on structures was modeled by approximating the
surface Helmholtz integral equation formulation of acoustic
radiation problems. Olson and Bathe12 used acoustic and pi-
ezoelectric finite elements to model both acoustic field and
piezoelectric structures. A special interface element was de-
veloped for the coupling of acoustic to piezoelectric finite
elements. Consequently, they also developed an infinite ele-
ment for an analysis of transient fluid–structure interactions
for an infinite fluid region.13 Friedrich et al.14 analyzed a
fluid–structure interaction for piezoelectric ultrasonic trans-
ducers using the finite element method. Chinet al.15 pro-
posed a hybrid finite element method to solve piezoelectric
structures immersed in water.

Finite element methods are widely used to analyze com-
plex structures, but are not well suited to handle an exterior
fluid medium that is infinite in extent. On the other hand,
boundary element methods are ideally suited to handle the
exterior fluid problems since they replace the infinite domain
problem by an integral equation over the boundary surface of
the submerged structure. Therefore, the hybrid method of
finite element and boundary element methods seems much
more efficient for fluid–structure coupled problems.15,16

However, most of the previous works13–16,17are focused on
a!Author to whom correspondence should be addressed. Electronic mail:
msyi@ntu.edu.sg
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the frequency domain analysis and limited work has been
reported in the area of the time–domain analysis of
acoustics–piezoelectric structure coupled problems.

In the present study, the piezoelectric transducer coupled
with the surrounding medium is studied in the time domain
using the coupled finite element and boundary element
method. The influence of the surrounding medium on the
acoustic field is evaluated. The piezoelectric transducer is
modeled by three-dimensional solid elements, while the sur-
rounding medium is described by the boundary integral
equation and the boundary of the medium is by two-
dimensional spatial elements.

II. FORMULATIONS

A. Constitutive equations for piezoelectric materials

The constitutive relationships for linear piezoelectric
materials can be described in the material coordinates as

ŝ5Ĉê, ~1!

where

Ĉ5FC eT

e 2ZG , ŝ5@s D#T, ê5@e 2E#T,

and

s5@s11 s22 s33 t12 t23 t13#
T,

D5@D1 D2 D3#T,

e5@e11 e22 e33 g12 g23 g13#
T,

E5@E1 E2 E3 #T,

wheres is the vector of stresses,D is the vector of electric
displacements,e is the vector of engineering strains,E is the
vector of electric fields,C is the material stiffness matrix,e
is the piezoelectric stress matrix, andZ is the dielectric con-
stant matrix under the constant strain.

B. Finite element formulations of piezoelectric
structures

The displacement fieldu within an element can be in-
terpolated by their nodal displacements as

u5Nsq
~e!, ~2!

whereq(e) is the vector of the nodal deformations andNs is
the element shape function matrix for mechanical deforma-
tion.

Consequently, the electric potentialV within an element
can be interpolated by the node electric potential as

V5NpV~e!, ~3!

whereV(e) is the vector of the nodal electric potential andNp

is the element shape function matrix for electric potential.
By differentiating Eqs.~2! and~3! with respect tox, y, z

coordinates, the electrical and mechanical strain vectors can
be expressed in terms of nodal displacements and electric
potential as

e5Bq~e! ~4!

and

E52BpV~e!. ~5!

Combining Eqs.~4! with ~5! leads to

ê5B̂q̂~e!, ~6!

where

B̂5FB 0

0 Bp
G , q̂~e!5F q~e!

V~e!G .
The principle of virtual work for piezoelectric bodies is

defined by

E
v~e!

dêTŝ dv2E
v~e!

duT f dv2E
G~e!

@duT t1dV Q#dG50,

~7!

in which d denotes a small, arbitrary virtual variation,f is the
vector of body force,t is the vector of boundary traction,Q
is the surface charge,v (e) is volume of body,G (e) is the area
on which boundary tractions and charge are prescribed, and
the only body force is the inertial D’Alembert force defined
by

f52rü, ~8!

wherer is the mass density.
By substituting Eqs.~2!, ~3!, ~4!, and ~5! into ~7!, the

following finite element equilibrium equations are obtained
for each element:

M̂ ~e!q̈̂~e!1K̂ ~e!q̂~e!5F̂~e!, ~9!

where

M̂ ~e!5E
v~e!

FrNs
TNs 0

0 0
Gdv,

K̂ ~e!5E
v~e!

B̂TĈB̂ dv,

F̂~e!5E
G~e!F Ns

Tt

Np
TQ

GdG.

Subsequently, the finite element equation of the global sys-
tem can be obtained by assembling element contributions
over the entire domain,

M̂ q̈̂1K̂ q̂5F̂, ~10!

where M̂ , K̂ , and F̂ are the global mass matrix, stiffness
matrix, and load vector, respectively.

C. Boundary element formulations

For three-dimensional acoustic problems, the governing
equations for sound propagation in a medium can be de-
scribed by a linear wave equation in Cartesian coordinate
systems as

¹2p~x,t !2
1

c2

]2p~x,t !

]t2 50, ~11!
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where ¹2 is the Laplace operator,p(x,t) represents the
acoustic pressure in terms of the receiver positionx and time
t, andc is the speed of wave in the medium.

The weighted residual method is employed for an ap-
proximate solution over the domain. The residual within the
time period from 0 to1` can be weighted as follows:

E
t
E

v
F¹2p~x,t !2

1

c2

]2p~x,t !

]t2 Gp* dv dt50, ~12!

where the fundamental solution for the three-dimensional do-
main is used as the weighted function,

p* 5
d~ t2tRet!

4pR
, ~13!

whereR5ux2x0u is the distance between the source pointx
and the receiver pointx0 , tRet5t02R/c is the retarded time,
andd(t2tRet) is the Dirac delta function.

In general, the boundary integral equations for three-
dimensional exterior and interior problems are derived as

a~x0!p~x0 ,t0!52E
S

r0

R

]vn~x,tRet!

]t
dS

1E
S

Rn

R3 FR

c

]p~x,tRet!

]t
1p~x,tRet!GdS,

~14!

where R5x2x0 , n is the normal vector of the boundary
surface,vn(r ,tRet) is the normal particle velocity, anda(x0)
is the solid angle subtended by the domain at pointx0 , i.e.,

a~x0!50, outside the domain,

a~x0!54p, inside the domain,

a~x0!52p, on the smooth surface.

For the boundary element method, the boundary surface
is discretized into several regions. The boundary integral
equations for the acoustic pressure then become

a~x0!p~x0 ,t0!

52(
j 51

m E
Sj

r0

Rj

]vn
j ~x,tRet!

]t
dS

1(
j 51

m E
Sj

Rjnj

Rj 3 FRj

c

]pj~x,tRet!

]t
1pj~x,tRet!GdS, ~15!

where the superscriptj denotes thejth element andm is the
total boundary element number.

The source pointx is located at the boundary surface
and can be interpolated by the nodal coordinates within an
element. The distance from the source point to the receiver
point can be interpolated by the interpolation functionsNa as

Rj5Naxj2x0 , ~16!

where

Na5@N1 N2 ¯#, xj5@x1
j x2

j
¯#T,

and the pressure distribution within an element can also be
written as

pj~x,tRet!5Napj~ tRet!, ~17!

where

pj~ tRet!5@p1
j ~ tRet! p2

j ~ tRet! ¯#T,

andxi
j andpi

j (tRet) are the position vector and pressure at the
ith node of thejth element, respectively. Similarly, the nor-
mal particle acceleration at the boundary surfaces can be
interpolated as

]vn
j ~x,tRet!

]t
5Nvv̇j~ tRet!, ~18!

whereNv is the interpolation function matrix andv̇j (tRet) is
the nodal particle acceleration vector. If the interaction be-
tween structure and surrounding medium is considered,Nv
and v̇j (tRet) depend on the element type used for both the
structure and the medium since the normal particle accelera-
tion continuity at the interface.

The nodal variablespi
j (tRet) and v̇ j (tRet) are the func-

tions of the retarded time. Since the retarded time is not
equal to an integer number of time step, the interpolation

FIG. 1. Schematic of a piezoelectric transducer.

FIG. 2. Finite element and boundary element model for the piezoelectric
transducer.

TABLE I. Material properties of PZT.

E115E22 (N/m2) E33 (N/m2) n125n235n31 r ~kg/m3!

6.731010 5.031010 0.33 7800
e31 (C/m2) e33 (C/m2) e15 (C/m2) Z1 (F/m) Z3 (F/m)
211.47 19.35 13.72 2.1231028 2.0331028
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between the adjacent nodal values is needed to obtain the
values of the acoustic pressure and particle acceleration at
the retarded time. The linear interpolation functions are em-
ployed for the time discretization of both the pressure and
acceleration and the two adjacent time pointst l and t l 11 are
defined as

t l5 l Dt, t l 115~ l 11!Dt, ~19!

where the time interval isDt and l can be calculated as

l 5INTS tRet

Dt D ,

where INT is an integer function. As a result, the nodal vari-
ablespi

j (tRet) and v̇j (tRet) at the retarded time can be ex-
pressed as

pi
j~ tRet!5(

k5 l

l 11

pi
j~ tk!Tk ,

]pi
j~ tRet!

]t
5(

k5 l

l 11

pi
j~ tk!

]Tk

]t
, ~20!

v̇j~ tRet!5(
k5 l

l 11

v̇j~ tk!Tk ,

where the linear temporal interpolation functionsTl andTl 11

are

Tl5
t l 112tRet

Dt
, Tl 115

tRet2t l

Dt
.

In the discretized time domain, the boundary integral
equation can be written as

a~x0!p~x0 ,t0!52(
j 51

m E
Sj

r0

Rj Nv (
k5 l

l 11

v̇j~ tk!Tk dS

1(
j 51

m E
Sj

Rjnj

Rj 3 Na (
k5 l

l 11

pj~ tk!

3FRj

c

]Tk

]t
1TkGdS. ~21!

FIG. 3. Normalized acoustic pressure amplitudes along
the normal direction with surrounding air.

FIG. 4. Radiation directivity patterns with surrounding
air.
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If Dt>R/c, the right-hand side of Eq.~21! includes the un-
known variables at the present time and Eq.~21! becomes
implicit. Otherwise the right-hand side of Eq.~21! includes
the previous solutions only and Eq.~21! becomes explicit.
For both implicit or explicit equations, Eq.~21! can be re-
written in the matrix form as

App5H1Avv̇, ~22!

where p is the pressure vector of the nodes at the present
time, v̇ is the acceleration vector of the nodes at the present
time, and the vectorH contains nodal variables at the previ-
ous time. For the explicit formulation,Ap andAv are diago-
nal and zero matrices, respectively, while they are unsym-
metric matrices for the implicit formulation. In the present
study, the explicit method is used.

D. Acoustics–piezoelectric structure interaction

For acoustics–piezoelectric structure coupled problems,
the only unknown boundary conditions for both the structure
and the acoustic field are at acoustic–structure interfaces. In
this case, the structural response and the acoustic field must

be coupled together by ensuring that the normal particle ac-
celeration and surface pressure are continuous on the inter-
face surface.

The solid element is used for the analysis of piezoelec-
tric structures. The acceleration field within an element can
be interpolated by the nodal accelerations as

ü5Nsq̈
~e!. ~23!

When a solid element is coupled with thejth boundary ele-
ment at one of its surfaces, i.e.,j51 ~the solid element has
six surfaces atj561, h561, and j561!, to ensure the
continuity conditions, the normal particle acceleration can be
written in terms of the nodal accelerations of structures as

v̇n
j 5~nTNs!j51q̈~e!. ~24!

From Eqs.~24! and ~18!, we obtain

Nv5~nTNs!j51 ~25!

and

v̇j5q̈~e!. ~26!

FIG. 5. Normalized acoustic pressure amplitudes along
the normal direction with surrounding water.

FIG. 6. Radiation directivity patterns with surrounding
water.
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Subsequently, the global acceleration vectorv̇ of the
acoustic field can be defined as

v̇5Taq̈̂, ~27!

whereTa is the variable transformation matrix between the
entire elements used for the structure and the solid elements
coupled with the boundary elements. Then Eq.~22! can be
rewritten as

App5H1AvTaq̈̂. ~28!

When the structure is subjected to the acoustic loading, the
exterior loading vectorF̂ in Eq. ~10! becomes

F̂5F̂s1F̂a , ~29!

where F̂s is the loading vector due to applied traction and
surface charge, andF̂a is the loading vector due to acoustic
pressurep and can be expressed with the transformation ma-
trix L as

F̂a5Lp . ~30!

The acoustic pressure can then be derived from Eq.~28! as

p5Ap
21H1Ap

21AvTaq̈̂. ~31!

Substitution of Eqs.~29!, ~30!, and~31! into ~10! leads to

@M̂2LA p
21AvTa# q̈̂1K̂ q̂5F̂s1LA p

21H. ~32!

The structural displacement and electrical potential can be
found by solving Eq.~32! and then the velocity and the ac-
celeration can be determined on the basis of the displacement
field. Subsequently, the acoustic pressure can be calculated
from the boundary integral equation.

The three-dimensional finite element and boundary ele-
ment coupled programACOUS–PIEZO has been developed
based on the above formulation, which has four-node/eight-

FIG. 7. Deflections of the piezoelectric transducer with
surrounding air.

FIG. 8. Acoustic pressure amplitudes along the normal
direction with surrounding air.
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node isoparametric elements and eight-node/twenty-node
isoparametric elements for acoustic field and piezoelectric
structures.

III. RESULTS AND DISCUSSION

To demonstrate the influence of the surrounding me-
dium, the simplified piezoelectric transducer shown in Fig. 1
is studied. The transducer is baffled in a half-infinite space.
One end of the transducer is rigidly clamped and only lon-
gitudinal oscillation is considered. The reaction-free bound-
ary condition is assumed for the infinite baffle. The radiusa
and thicknessh are 4.531023 m and 2.9131023 m, respec-
tively. Each surface of the transducer is covered by one elec-
trode. The polarized direction is along the longitudinal direc-
tion of the transducer. The material properties are listed in
Table I. It is assumed that the acoustic reflection of the struc-
ture surfaces can be neglected, which leads to the Rayleigh
integral

p~x0 ,t0!52
r

4p E
S

1

R

]vn~x,tRet!

]t
dS, ~33!

where r is the density of the medium. For the harmonic
analysis, the amplitude of pressure on the symmetry axis
with distancez from the center of the free surface normalized
by the velocity amplitude can be derived as

upu
rcuvnu

5sinFk~z21a2!1/22kz

2 G , ~34!

where the wave numberk5v/c. Two surrounding mediums
such as air and water are considered for the half-infinite
space. The densities of air and water are taken as 1.2 K and
1000 K g/m3, respectively, while the acoustic speedc of air
and water are taken as 341 and 1500 m/s.

As shown in Fig. 2, the transducer is modeled by 1200
three-dimensional eight-node hexahedron elements with a to-
tal of 1605 nodes. The free surface is modeled by another
300 four-node spatial boundary elements. The time interval
is taken as 0.131026 s.

The structure coupled and without coupled with the sur-
rounding medium is studied. For the coupled case, the acous-
tic pressure reflecting from the structure surfaces is consid-
ered and the acoustic pressure is also applied to the structure
surfaces, while the without coupled case neglects the acous-
tic reflection and the acoustic pressure on the structure sur-
faces.

To compare with the results derived by the harmonic
analysis with the Rayleigh integral, the transducer is forced
to oscillate with constant frequency 2503103 Hz. The wave
numbers for both air and water are 4606 and 1047 at the
current frequency. The interaction between the structure and
surrounding medium does not influence the structure dy-
namic performances. The analytical directivity patterns are
obtained at the farfield, which means the radial distanceR is
much larger thana. For the present numerical analysis,R is
taken as 5a. Figures 3 and 4 show the acoustic pressure
amplitudes along the normal direction and the corresponding
directivity patterns with surrounding air, and Figs. 5 and 6
show the variables distributions with surrounding water. The
good agreement between the results and the present results is

FIG. 9. Radiation directivity patterns of the piezoelectric transducer with
surrounding air.

FIG. 10. Deflections of the piezoelectric transducer
with surrounding water.
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obtained. The acoustic reflection does not influence the
acoustic pressure distribution and radiation directivity with
the harmonic analysis for the current transducer.
Next, the electric exciting vibration problem with a transient
analysis is considered. Input voltage is applied to the piezo-
electric transducer surfaces and is taken as

Vol5V0 sin~5003103pt ! ~V!, ~35!

whereV051.0. The frequency of input voltage is chosen to
be close to the first natural frequency of the transducer in
order to generate large amplitudes of vibration. Initial dis-
placement, velocity, and acceleration of the structure are
zero. Figures 7, 8, and 9 show the deflection responses, the
acoustic pressure distributions along the normal direction,
and the radiation directivity patterns under the electric excit-
ing with surrounding air.

The results show that the interaction between the struc-
ture and surrounding air does not influence structure dy-
namic responses and acoustic directivities for the current
transducer, but it influences the acoustic pressure distribu-
tions. However, for the water, the interaction between the
structure surface and surrounding water is very significant.
Figures 10 and 11 show the deflection responses and acoustic

pressure distributions along the normal dirction. Figure 12
also illustrates the radiation directivity patterns. The interac-
tion between the structure and surrounding water does not
influence the directivity. Comparing Figs. 9 and 12 with
Figs. 4 and 6, it also can be found that the same radiation
directivity can be derived from either harmonic or transient
analyses.

IV. CONCLUSIONS

Dynamic responses of piezoelectric transducers coupled
with the surrounding medium are evaluated using the
coupled finite element and boundary element method. The
acoustics–structure interaction between the transducer and
its surrounding medium is considered and the influence of
the surrounding medium is studied. For the harmonic loading
case, the influence of the medium on the acoustic field is
negligible for the transducer with a given dimension. How-
ever, the results of the applied voltage loading case show that
the interaction between the structure and surrounding me-
dium influences the structure performances and acoustic dis-
tributions significantly. In the present study we demonstrate
that the coupled finite element and boundary element method
can be utilized for the accurate analysis of the structural and
acoustic field of the transducer.
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Visualization of acoustic radiation from a vibrating bowling ball
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This paper presents visualization of acoustic radiation from a vibrating bowling ball using the
Helmholtz equation least squares~HELS! method. In conducting the experiments, the ball is excited
by a vibration shaker using stationary random signals. The radiated acoustic pressures are measured
using two microphones and taken as input to the HELS formulations. The reconstructed acoustic
pressures on the bowling ball surface are compared with those measured at the same locations. Also
shown are comparisons of the reconstructed and measured acoustic pressure spectra at various
locations on the bowling ball surface. Results demonstrate that the accuracy of reconstruction based
on measurements over a conformal surface is much higher than that over a finite planar surface. This
is because the latter often extends beyond the near-field region, making the accuracy of
measurements inconsistent. Nevertheless, satisfactory reconstruction of acoustic pressure fields over
the entire bowling ball surface can still be obtained based on the measurements taken over a finite
planar surface on one side of the source. In a similar manner, the normal component of the surface
velocity is reconstructed. Once these acoustic quantities are determined, the time-averaged acoustic
intensity is calculated. Also presented are the formulations for estimatinga priori the numbers of
expansion functions and measurements required by the HELS method and the guidelines for
determining the reconstruction error and optimum measurement locations, given the overall
dimensions of the source and the highest frequency of interest in reconstruction. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1361059#

PACS numbers: 43.40.Rj, 43.20.Rz, 43.50.Yw@CBB#

I. INTRODUCTION

Near-field acoustic holography~NAH! has been devel-
oped as a means for visualizing acoustic radiation from a
vibrating object.1–6 Over the past 2 decades many improve-
ments on NAH have been made to extend it to an arbitrary
surface and to enhance the efficiency and accuracy of recon-
struction. The original NAH uses a plane wave expansion to
represent the radiated acoustic field. The advantage of a pla-
nar NAH is that if the acoustic pressures over an infinite
plane atz5zh can be measured continuously and exactly, the
acoustic pressure and the normal component of the particle
velocity anywhere including the source surface can be recon-
structed with an infinite resolution. However, such a scenario
cannot be realized because in practice the measurement area
is always finite and the dynamic range of measurement de-
vices is limited. Moreover, measurements and reconstruction
of the acoustic field are confined to a planar surface, and the
periphery of measurement aperture must be much larger than
that of the source surface.7 These shortcomings make the
planar NAH suitable for a planar source, but not for an arbi-
trary surface.

To reconstruct acoustic radiation on the surface of an
arbitrary object, one can utilize the Helmholtz integral theory
that relates the field acoustic pressure to the acoustic quanti-
ties on the surface of the object.8–13 While this integral for-
mulation is advantageous for a general surface, it has several
inherent drawbacks. The first one is the well-known nonu-
niqueness of solutions to the surface Helmholtz integral
equation. This drawback can be overcome by the CHIEF
method,14 provided that the over-determined points are prop-
erly selected. The second drawback lies in the fact that the

acoustic field is determined via a spatial discretization. In
other words, the acoustic quantities are specified on certain
discrete nodes and the measurements must be taken over a
surface that completely encloses the source at once. For an
arbitrary structure such as an engine vibrating in the low- to
mid-frequency regime, the total number of discretized nodes
on the surface can be very large, which necessitates taking a
large number of measurements around the source. While one
can use an iteration scheme15,16 to select the optimal mea-
surement locations that may lead to more accurate recon-
struction and slightly reduce the overall number of measure-
ments, the very process of this scheme can be very time
consuming.

Recently, another technique known as the HELS
method17,18 was developed. In this method, the radiated
acoustic pressure is expressed as an expansion of basis func-
tions. The coefficients associated with these basis functions
are determined by matching the assumed solution to the mea-
sured acoustic pressures. The errors incurred in this process
are minimized by the least-squares method. Note that since
the problem is often ill posed, it is critical to determine an
optimal number of expansion functions, which depends on
the signal to noise ratio~SNR!, dynamic range of measure-
ment devices, and standoff distances. The higher the SNR
and dynamic range and the smaller the standoff distance, the
larger the value of the optimum expansion number and the
higher the accuracy of reconstruction.

The HELS method thus developed has been used to re-
construct acoustic radiation in both exterior19 and interior20

regions. One unique feature of this method is that it imposes
no restrictions on the measurement locations. Moreover, the
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measurement aperture can be set comparable to the recon-
struction area and reconstruction on the source surface can
be carried out on a piecewise basis, making the whole pro-
cess flexible and versatile.

It must be pointed out that the principle~i.e., expansion
theory! underlying the HELS method has been discussed ex-
tensively in the past. For example, it has been used to ana-
lyze directivity patterns,21,22far-field acoustic radiation based
on near-field measurements,23 sound radiation from a
violin24 and antenna,25,26 noise source,27 and near-field
acoustic scanning.28

An alternative to the spherical expansions is a colloca-
tion method first presented by Frazeret al.29 as a means for
satisfying differential equations at discrete points with a se-
ries expansion, which satisfies boundary conditions exactly.
Alternatively, one can write the acoustic pressure in terms of
a series expansion that satisfies the Helmholtz equation,
whose coefficients are determined by requiring the solutions
to satisfy the boundary conditions at certain discrete points in
the least-squares sense.30 This finite-series expansion solu-
tion is discussed by Collatz31 and used by Meggs32 and
Butler33,34 to predict far-field radiation based on the near-
field measurements.

Note that this boundary-collocation method is a varia-
tion of many related numerical techniques used to solve par-
tial differential equations. These techniques are based on an
assumed solution that satisfies the equation and/or boundary
conditions exactly. The coefficients associated with this as-
sumed solution can be determined using the least-squares,
subdomain, collocation, or Galerkin’s method, which are
special cases of the general criterion that the weighted aver-
ages of the residual error must vanish. Each of these methods
yields a different set of weighting functions.

All these techniques require the assumed solution to sat-
isfy the boundary conditions at a number of points equal to
that of the expansion coefficients. These unknown coeffi-
cients are then determined by taking a direct or pseudoinver-
sion of the resulting matrix equation. Such an approach
works for prediction of far-field acoustic radiation that can
be described effectively by a few expansion functions. How-
ever, it cannot be used to reconstruct the acoustic field on the
source surface. This is because the inverse acoustic radiation
problem is ill posed. Hence any slight error in the input data
may be so magnified in the inversion of the matrix that the
reconstructed acoustic field can be completely distorted.

The main objective of the present paper is to demon-
strate the effectiveness of the HELS method on reconstruct-
ing the acoustic field over the entire surface of a finite object,
based on acoustic pressure measurements taken over a finite
planar surface on one side. Also presented are guidelines for
implementing the HELS method. In particular, formulations
for estimatinga priori the numbers of expansion functions
and measurements, and procedures for determining the re-
construction error and optimum measurement locations are
developed, given the overall dimensions of the source and
the highest frequency of interest in reconstruction.

The test object is a typical bowling ball subject to ran-
dom excitations via a vibration shaker. The acoustic pres-
sures generated by this bowling ball are measured by a mi-

crophone and taken as the input to the HELS formulation.
The reconstructed acoustic pressures and spectra are then
compared with the values measured at the same locations.
The normal component of the surface velocity can be recon-
structed in a similar manner. Once these surface acoustic
quantities are specified, the normal component of the time-
averaged acoustic intensity can be calculated. In fact, the
acoustic field in the entire exterior region can be visualized.
Such a three-dimensional image can be very helpful in re-
vealing the correlation between structural vibration and
acoustic radiation.

II. THE HELS METHOD

In the HELS method the radiated acoustic pressure is
expressed as a superposition of basis functionsC.18 The co-
efficients associated with these basis functionsC are ob-
tained by matching the assumed solution to the measured
acoustic pressures

$ p̂~xWm ,v!%M315@C#M3J$C%J31 , ~1!

where p̂ represents the complex amplitude of the acoustic
pressure andxWm , m51,2,...,M , indicates measurement loca-
tions. If J expansion functions are used, thenM measure-
ments must be taken, whereM>J. To minimize the errors
incurred in this process, the least-squares method is used and
the coefficients$C%J31 can be obtained by taking a pseudo-
inverse

$C%J315~@C#M3J
T @C#M3J!

21@C#M3J
T $ p̂~xWm ,v!%M31 .

~2!

Since the least-squares method always gives the best fit
to the measured data, the accuracy of reconstruction at mea-
surement locations increases monotonically with the number
of expansion functions. On the other hand, the accuracy of
reconstruction on the source surface increases with the num-
ber of expansion functions at first, and then deteriorates
thereafter due to an inherent ill-conditioning difficulty.
Therefore it is imperative to find an optimal numberJop,
which can be accomplished either by minimizing the sum of
iLi2 errors in reconstruction through an iteration scheme18

or using a constrained minimization through a quadratic pro-
gramming technique.35

In general, the higher the signal to noise ratio~SNR! and
the smaller the standoff distances, the larger the value ofJop

and the higher the accuracy and the spatial resolution of re-
construction. In practice, however, the presence of measure-
ment errors often limits the value of the optimum expansion
numberJop to well within 100, thus yielding a small matrix
in Eq. ~2! and making the numerical computations extremely
fast.

This small matrix equation is consistent with the result
of an expansion theory, which indicates that the radiated
acoustic field can often be described effectively by a finite
number of expansion functions. As in the expansion theory,
the low-order terms represent the far-field effect, while the
high-order terms represent the near-field effect. The former
is responsible for the acoustic radiation, while the latter is
related to the complex acoustic near field. Therefore, one can
use the HELS method to reconstruct acoustic radiation in the
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far field by taking a few measurements in the field. The loss
of the near-field effect in the measured data, equivalent to
neglecting the high-order terms in the expansion, will have
little impact on the accuracy of reconstruction, because the
near-field effect decays exponentially with distance anyway.
On the other hand, in reconstructing the acoustic field on the
surface of a vibrating structure one must include the high-
order terms and take more measurements at very close range
in order to capture as much near-field information as pos-
sible.

Unlike the spherical expansion, the HELS formulation
provides an approximate solution for the entire exterior re-
gion, with relatively higher accuracy of reconstruction out-
side the minimum sphere that encloses the source under con-
sideration, and relatively lower accuracy inside. Moreover,
one has complete freedom in selecting the measurement lo-
cations, can set a measurement aperture equal to the size of
reconstruction, and carry out a piecewise reconstruction over
the source surface. This is in contrast with the Helmholtz
integral formulation-based NAH, which requires taking mea-
surements over a control surface that completely encloses the
source. The size of the matrix equation of the HELS method
is also much less than that of the Helmholtz integral formu-
lation, hence the former is computationally more efficient
than the latter. However, the accuracy of reconstruction pro-
vided by the HELS method can be poor for an irregularly
shaped surface. This is because the number of basis functions
necessary for reproducing the acoustic field on a rough sur-
face may be significantly increased, while the presence of
measurement errors keeps the number of expansion functions
down, thus lowering the accuracy of reconstruction.

III. IMPLEMENTATION OF THE HELS METHOD

For the HELS method to become a useful tool for engi-
neers to reconstruct acoustic radiation, we must address the
issues concerning its implementation. For example, it will be
instructive to know:~1! how many expansion functions and
measurements are needed; and~2! where the measurements
should be taken. It is emphasized, however, that there are no
definite answers to these questions for any given problem.
This is because we are trying to reconstruct the acoustic field
based on a finite number of acoustic pressure measurements
that are incomplete and inaccurate. As a result, the problem
becomes mathematically ill posed. Nonetheless, it is always
helpful to have a guideline on these issues so as to better
prepare for the data acquisition and post processing.

Assume that the source under consideration is of a finite
extent, has a smooth surface, and is immersed in an un-
bounded fluid medium. Suppose that the average spatial di-
mension of the source isa and the maximum frequency of
interest in reconstructionf max, so the highest dimensionless
frequency is (ka)max.

The basis functions in Eq.~1! under spherical coordi-
nates consist of the spherical Hankel functions and spherical
harmonics. From the expansion theory we learn that if the
source is contained in a sphere of radiusa, the expansion
solution will converge rapidly once the highest order in the
Hankel function exceeds the value of (ka)max.

23 Let the
highest order of the Hankel function ben. Then the total

number of expansion functionsJ is given by J5(n11)2.
Therefore it is reasonable to set an initial value ofJ as

J5@~ka!max11#2. ~3a!

For spherically symmetric radiation, the number of expan-
sion functions can be reduced to

J5~ka!max11, ~3b!

because the spherical harmonics reduce to those along the
symmetry axis only. As mentioned before, the presence of
errors in the measured data will cut the number of expansion
functions down. Hence the value ofJop is always less than
that given by Eq.~3!.

Once the number of expansion terms is decided, we can
then estimate the total number of measurementsM needed to
yield a satisfactory reconstruction. Since in this case the
least-squares method is used, which gives the best fit of the
assumed solution to the measured data, it is a good idea to
take more measurements than the expansion functions. A
recent study36 shows that the most cost-effective choice ofM
is

M5H 1.4@~ka!max11#2, for general acoustic radiation,

1.4@~ka!max11#, for spherical symmetric cases.
~4!

Moreover, the test results demonstrate that the best re-
construction can be obtained when the measurement points
are randomly distributed over a conformal surface at a very
close range to the source surface. However, such a measure-
ment scheme is unrealistic in practice. A more realistic one is
to take equidistant measurements over a conformal surface.
If conformal measurements cannot be realized, then planar
measurements~using either random or equidistant distribu-
tions! can be used, which can be facilitated by an x–y trans-
lator.

Once a measurement scheme is selected, the optimum
measurement locations can be calculated using an effective
independence procedure.15,16 Since the locations having a
negligibly small effective independence must be deleted, the
number of optimum locations will be smaller than the initial
valueM.

Consider a set of measurementsN(N,M ) containing
errors $«%N31 that are uncorrelated Gaussian random with
variances2 and zero mean. From Eq.~1!, we can write

$ p̂~xWm ,v!%N315@C#N3J$C%J311$«%N31 , ~5!

where$C%J31 can be obtained using a pseudoinverse or sin-
gular value decomposition~SVD!,

$C%J315~@C#N3J
T @C#N3J!

21@C#N3J
T $ p̂~xWm ,v!%N31

5@W#J3J@Sp
21#J3N@U#N3N

T $ p̂~xWm ,v!%N31 , ~6!

where@Sp
21# represents a diagonal matrix that contains the

inversion of singularities of@C#N3J ,@U#N3N is the matrix
spanned by the firstN-column vectors of @U#M3M ,
@U#M3M@U#M3M

T 5@ I#, and@W#J3J@W#J3J
T 5@ I#.

Substituting Eq.~6! into ~1! yields the reconstructed
acoustic pressures
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$ p̃̂~xWm ,v!%N315@C#N3J~@C#N3J
T @C#N3J!

21

3@C#N3J
T $ p̂~xWm ,v!%N31 . ~7!

The measured acoustic pressures$ p̂(xWm ,v)%N31 on the right
side of Eq.~7! are not error free. Substituting Eq.~5! into ~7!
then gives the reconstruction error

$ p̃̂~xWm ,v!%N312$ p̂~xWm ,v!%N315@Ef #N3N$«%N31 , ~8!

where @Ef #N3N is known as the effective independence of
the field pressure given by

@Ef #N3N5@C#N3J~@C#N3J
T @C#N3J!

21@C#N3J
T . ~9!

Applying SVD to the right side of Eq.~9! then yields

@Ef #N3N5@U#N3N@Sp#N3J@W#J3J
T @W#J3J

3@Sp
21#J3N@U#N3N

T 5@U#N3N@U#N3N
T , ~10!

where thei th diagonal element of@Ef #N3N indicates the con-
tribution of thei th measurement location to the linear inde-
pendence of the matrix@C#N3J .

Equation~10! enables one to minimize the error covari-
ance matrix by eliminating the locations with the smallest
effective independence values from a large measurement set
M. Solutions to Eq.~10! can be facilitated by an iteration
scheme. Note that the locations thus determined are not glo-
bally optimal, but merely optimal for a given set of measure-
mentsM.

IV. RECONSTRUCTION SCHEME

To test the robustness and effectiveness of the HELS
method, we choose to confine all measurements to a finite
planar surface on one side of the bowling ball. This is be-
cause in practice the size and area over which the radiated
acoustic pressure signals can be measured are often re-
stricted. Furthermore, the number of measurements cannot
be too large in order to make the reconstruction process cost
effective.

For comparison purpose, we also take measurements
over a conformal surface around the ball and reconstruct the
acoustic pressures on the surface. The acoustic pressure
spectra at various locations of the ball surface are obtained
by repeating this process over the frequency range of inter-
est. The reconstructed acoustic pressure distributions and
spectra are then compared with those measured at the same
locations.

Having obtained the surface acoustic pressure, the nor-
mal component of the surface velocityn̂n(xWS ,v) can be de-
termined by the Euler’s equation

n̂n~xWS ,v!5
1

ivr0
H ]c

]nJ
J31

T

~@C#M3J
T @C#M3J!

21

3@C#M3J
T $ p̂~xWm ,v!%J31 , ~11!

wherer0 is the fluid density and]/]n represents a normal
derivative, which in this case is equal to]/]r .

Once the surface acoustic pressure and the normal com-
ponent of the surface velocity are specified, the time-
averaged acoustic intensity can be calculated by

I n,av~xWS ,v!5 1
2 Re@ p̂~xW ,v!n̂n* ~xWS ,v!#. ~12!

Equation ~12! enables one to visualize the entire acoustic
energy flow from the surface of a vibrating object into the
surrounding fluid medium. This three-dimensional image of
acoustic radiation together with the normal component of
surface velocity field can be very helpful in providing a bet-
ter understanding of correlation between structural vibrations
and sound radiation.

V. TEST SETUP

Figure 1 shows the flow chart of the computer program
for the HELS method to reconstruct the radiated acoustic
pressure field from a vibrating object. The input to the pro-
gram includes the source geometry and dimensions, and the
measured acoustic pressures. The former is used to generate
the basis functions, while the latter is used to solve the co-
efficients associated with the basis functions.

Figure 2 illustrates the test setup for the bowling ball
with a diameter 0.218 m. Experiments were conducted inside

FIG. 2. Test setup for a vibrating bowling ball.

FIG. 1. Flow chart of the computer program for the HELS method.
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a large fully anechoic chamber in the Acoustics, Vibration,
and Noise Control~AVNC! Laboratory at Wayne State Uni-
versity. The ball was hung from the top of a wooden frame
through a string and was excited horizontally via a steel rod
by the B&K Vibration Exciter type 4808 using stationary
random signals. To minimize potential contamination of the
input data by background noises from the shaker and the rod,
an enclosure lined with sound absorptive materials inside
was built around the shaker and the rod was wrapped by
sound absorbing foam materials.

The acoustic pressure signals generated by the vibrating
ball were measured by two B&K Prepolarized Free-field Mi-
crophones type 4188, one being fixed at a reference point
located at 0.01 m behind the ball and the other moving in the
field. The measured signals were analyzed by the B&K Dual
Channel Signal Analyzer type 3550 and stored in an IBM PC
with a Pentium Processor III 500 MHz.

Using the guidelines discussed in Sec. IV, we can esti-
mate numbers of expansion functions and measurements. For

example, given the diameter of the ball,a50.218 m, and the
highest frequency of interest in reconstruction,f max

51000 Hz, we obtain (ka)max54. Hence we can setJ5(4
11)2525 expansion functions andM51.4325535 mea-
surements over a conformal surface. In this study we choose
an equidistant measurement scheme without further optimi-
zation using Eq.~10!, because the iteration process was ex-
tremely time consuming.

Two sets of data were taken in this study. In the first set,
the field microphone traversed over a planar surface in front
of the bowling ball, while in the second set, the microphone
scanned over a conformal surface at a constant radius. For
validation purpose, the acoustic pressures on the ball surface
were also measured.

The planar measurement surface was 0.430.4 m2 with
an equal distance of 0.05 m between the neighboring points,
thus resulting in 81 measurements over the entire plane. The
shortest distance between the measurement plane and the
bowling ball was 0.016 m. Also taken were 81 measurements

FIG. 3. Comparison of acoustic pressure distributions on the surface of the
bowling ball at 232 Hz based on measurements over a planar surface:~a!
measured;~b! reconstructed.

FIG. 4. Comparison of acoustic pressure distributions on the surface of the
bowling ball at 360 Hz based on measurements over a planar surface:~a!
measured;~b! reconstructed.
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uniformly distributed over the bowling ball surface with a
0.01 m clearance in the radial direction. These values were
used for validation purpose. Hence the total number of mea-
surements in this set of experiments became 162. Because of
a lack of a microphone array, the measurements were taken
by moving a microphone manually one location at a time. To
eliminate possible errors caused by fluctuations in the signal
level over the measurement time period, the transfer function
instead of the acoustic pressure signal was measured with
respect to the reference point.19 Experimental results indi-
cated that while the signal emitted from the source might
fluctuate over time, the transfer function between any field
and the reference points was relatively stable. Once all the
transfer functions were collected, their values were multi-
plied by the acoustic pressure at the reference point, which
was equivalent to measuring the acoustic pressures at 162
points simultaneously.

In the second set of experiments, 49 measurements were
taken over a conformal surface at a clearance of 0.03 m in
the radial direction. The number of measurements was
slightly larger than the initial estimate of 35 in order to fit
uniformly along the polar anglesu5645°, 630°, 615°,
and 0°~the ball was hung atu5190° and excited at theu
5180°! with the azmuthal angle varying fromf545°, 90°,
135°, 180°, 225°, 270°, and 315°~the stinger was atf50°!.
Note that because of the presence of the reference micro-
phone, stinger, hanging string, and their attachments, mea-
surements of acoustic pressures in the regions beyond~uuu
.45°, f,45°! and ~uuu.45°, f.315°! were not taken.

For validation purpose, another 49 measurements were
taken over the bowling ball surface with a 0.01 m clearance
in the radial direction, thus yielding a total of 98 measure-
ments. As in the first set of experiments, acoustic pressure
signals were obtained by measuring the transfer functions

FIG. 5. Comparison of acoustic pressure distributions on the surface of the
bowling ball at 200 Hz based on measurements over a conformal surface:
~a! measured;~b! reconstructed.

FIG. 6. Comparison of acoustic pressure distributions on the surface of the
bowling ball at 400 Hz based on measurements over a conformal surface:
~a! measured;~b! reconstructed.
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and then multiplying them by the acoustic pressure measured
at the reference point to eliminate possible errors caused by
fluctuations in the single level over a long period of time.

The field acoustic pressures thus obtained were used as
input to reconstruct the surface acoustic pressure. This pro-
cess was repeated from 1–800 Hz. The reconstructed acous-
tic pressure distributions at fixed frequencies and the spectra
at various locations on the bowling ball surface were com-
pared with those measured at the same frequencies and loca-
tions. Note that the reason for selecting this frequency range
was to examine the reconstructed surface acoustic pressures
at every single frequency since the B&K Signal Analyzer
type 3550 could only display 800 discrete lines. For frequen-
cies higher than 800 Hz, the zooming feature of the analyzer
must be used.

In carrying out numerical computations, the number of
expansion functions was optimized by minimizing the sum
of iLi2 errors with respect to the input data. The values of
Jop may change with the input data and increase with the
excitation frequency.

VI. RESULTS AND DISCUSSIONS

In this section, we display the reconstructed acoustic
pressure distributions, pressure spectra, and intensity maps
on the surface of a bowling ball subject to random excita-
tions. For brevity, however, only representative results are
shown in each case.

Figure 3 illustrates the comparison of the reconstructed
and measured acoustic pressure distributions over the bowl-
ing ball surface at 232 Hz, based on the input data collected
on a planar surface in front of the ball withJop59. Because
of a small size of matrix Eq.~2!, numerical computations are
extremely fast.

Experimental results show that the accuracy of recon-
struction is very high not only in the front, but also behind
the ball. Similar comparison of the reconstructed and mea-
sured acoustic pressure distributions at 360 Hz is given in
Fig. 4. Once again, the agreement between reconstructed and
measured acoustic pressure is quite satisfactory. However,
the amplitudes of the reconstructed acoustic pressures behind
the bowling ball are found to be slightly lower than those of

FIG. 7. Comparison of acoustic pressure spectra at~u50°, f5180°! on
the surface based on measurements over a conformal surface.

FIG. 8. Comparison of acoustic pressure spectra at~u545°, f5180°! on
the surface based on measurements over a conformal surface.

FIG. 9. Comparison of the reconstructed time-averaged
acoustic intensity distributions on the bowling ball sur-
face at 232 Hz.
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the measured values. The discrepancy increases with the ex-
citation frequency as expected. This is because the effect of
acoustic diffraction becomes more and more pronounced as
the frequency increases, which turns the region behind the
ball into a shadow zone.

For comparison purpose, we also reconstruct acoustic
pressures based on measurements taken over a conformal
surface withJop55. Figures 5 and 6 illustrate the compari-
sons of the reconstructed and measured acoustic pressure dis-
tributions over the bowling ball surface at 200 and 400 Hz,
respectively. Note that in the second set of experiments the
numbers of the field and surface acoustic pressure measure-
ments were less than those in the first set, respectively. As a
result, the acoustic pressure distributions seem flat~see Figs.
5 and 6! as compared with those in Figs. 3 and 4. However,
the reconstructed amplitudes of acoustic pressures agree ex-
tremely well with those of the measured data not only in the
front, but also behind the bowling ball.

Results of these experiments demonstrate that the accu-
racy of reconstruction based on measurements over a confor-
mal surface is much higher than that over a planar surface.
This is not surprising because a planar surface picks up in-
formation primarily from the closest side of an object, while
those from the behind are missed. Consequently, the input
data from a planar measurement is incomplete. Moreover, a
planar surface often extends beyond the near-field region,
which makes the accuracy of input data inconsistent. Those
limitations have an adverse impact on the accuracy of result-
ing reconstruction. However, measurements over a confor-
mal surface are not easy to implement in engineering appli-
cations, while those over a planar surface are simple and can
be facilitated by anx–y translator. Hence a preferred way is
to take measurements over several small planar surfaces over
a source at the closest possible distances.

The surface acoustic pressures were reconstructed one
frequency at a time. This process was repeated from 1–800

Hz to generate the acoustic pressure spectra on the bowling
ball surface. These spectra were then compared with the
measured ones at the same locations. Experimental results
demonstrate that satisfactory agreements were obtained in all
cases. For brevity, however, we only demonstrate the results
at ~u50°, f5180°! and ~u545°, f5180°!. Note that the
former corresponds to the location of a pressure peak be-
cause the ball is excited along the~u50°, f5180°! axis
direction.

Figures 7 and 8 depict comparisons of the reconstructed
and measured acoustic pressure spectra at these locations,
based on the input data taken from a conformal measurement
surface. Since these two spectra are so close together, it is
very difficult to tell which is which. Only slight discrepan-
cies are observed between the reconstructed and measured
spectra at the location~u545°, f5180°! when the excita-
tion frequency is above 700 Hz. Note that the measured
acoustic pressure spectrum shows a rising trend from 0–800
Hz, even though the excitation is stationary random white
with a relatively flat spectrum. This is expected because the
amplitude of the acoustic pressure radiated from an oscillat-
ing sphere increases with the excitation frequency.

Once the surface acoustic pressure was specified, the
normal component of the surface velocity was calculated us-
ing Eq.~11!, and the normal component of the time-averaged
acoustic intensity was determined using Eq.~12!. This inten-
sity map allowed for visualization of location and strength of
the acoustic source and energy flow. Because of the lack of
intensity measurements, we compare the reconstructed
acoustic intensities based on the input data taken from a con-
formal surface and those taken from a planar surface. Since
the accuracy of the reconstructed acoustic pressures for the
former is so high, we consider the resulting acoustic intensity
to be reliable.

Figures 9 and 10 depict the comparisons of the recon-
structed time-averaged acoustic intensity maps on the bowl-

FIG. 10. Comparison of the reconstructed time-
averaged acoustic intensity distributions on the bowling
ball surface at 360 Hz.
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ing ball surface at 232 and 360 Hz based on the input data
taken from a conformal and planar surfaces, respectively.
These intensity distributions seem to be consistent with those
of an oscillating sphere. Results show that the acoustic inten-
sities reconstructed based on a conformal measurement sur-
face are roughly the same both in the front and in the back of
the bowling ball, whereas those based on a planar surface are
higher in the front than in the back, as expected.

VII. CONCLUDING REMARKS

The acoustic fields radiated from a vibrating bowling
ball are reconstructed successfully using the HELS method
based on measurements taken over a finite planar surface on
one side of the source. As a comparison, reconstruction is
also conducted based on the input data taken over a confor-
mal measurement surface. Results show that the accuracy of
reconstruction based on measurements over a conformal sur-
face is much higher than that over a planar surface. This is
because a planar surface primarily picks up the information
from the closest side of the source, whereas those from other
sides are omitted. Moreover, a planar surface often extends
beyond the near-field region, thus making the accuracy of
input data inconsistent. The present study demonstrates that
the HELS method can be extremely effective for a spherical
surface. It allows for reconstruction of the radiated acoustic
pressure field over the entire surface of a vibrating object
based on measurements taken over a finite planar surface on
one side. However, the accuracy of reconstruction may de-
crease at higher frequencies because of the diffraction effect.
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Electronic speckle pattern interferometry~ESPI! is a full field, non-contact technique for measuring
the surface displacement of a structure subjected to static loading or, especially, to dynamic
vibration. In this article we employ an optical system called the amplitude-fluctuation ESPI with
out-of-plane and in-plane measurements to investigate the vibration characteristics of piezoceramic
plates. Two different configurations of piezoceramic plates, namely the rectangular and the circular
plates, are discussed in detail. As compared with the film recording and optical reconstruction
procedures used for holographic interferometry, the interferometric fringes of AF-ESPI are
produced instantly by a video recording system. Because the clear fringe patterns will be shown
only at resonant frequencies, both the resonant frequencies and the corresponding mode shapes are
obtained experimentally at the same time by the proposed AF-ESPI method. Excellent quality of the
interferometric fringe patterns for both the in-plane and out-of-plane vibration mode shapes is
demonstrated. The resonant frequencies of the piezoceramic plates are also measured by the
conventional impedance analysis. From experimental results, we find that the out-of-plane vibration
modes~type A! with lower resonant frequencies cannot be measured by the impedance analysis and
only the in-plane vibration modes~type B! will be shown. However, both the out-of-plane~bending!
and in-plane~extensional! vibration modes of piezoceramic plates are obtained by the AF-ESPI
method. Finally, the numerical finite element calculations are also performed, and the results are
compared with the experimental measurements. It is shown that the numerical calculations and the
experimental results agree fairly well for both the resonant frequencies and the mode shapes.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1370359#

PACS numbers: 43.40.At, 43.40.Dx@CBB#

I. INTRODUCTION

Electronic speckle pattern interferometry~ESPI!, which
was first proposed by Butters and Leendertz1 to investigate
the out-of-plane vibration of disks, is a technique which uses
a laser, CCD camera and digital processor to generate inter-
ferograms at the camera frame rate. This method has opened
a new field of activity and been used in many engineering
measurement problems involving the investigation of static
and dynamic deformation and condition monitoring of ma-
chinery. Although different methods of holographic interfer-
ometry have been developed for vibration analysis,2 the slow
and cumbersome process of film development limits the ap-
plication of holographic vibration analysis from the engi-
neer’s point of view. ESPI was developed by combining the
techniques of holographic and speckle interferometry by em-
ploying an image hologram configuration and the method of
double-exposure holography.

The most common light source for ESPI is a continuous
wave~cw! laser because of the lower price and optical power
requirement. When the cw source is employed, time-

averaged interferometric fringes are produced for the har-
monically vibrating object which offers a good observation
of the vibration mode shape. The disadvantage of this time-
averaged method is that the interferometric fringes represent
the amplitude but not the phase of the vibration. To improve
this shortcoming, the phase-modulation method, using the
reference beam modulation technique, was developed by
Løkberg and Hogmoen3 to determine the relative phase of
displacement. In addition to the methods previously men-
tioned, a number of variations for the principles based on the
ESPI technique were proposed in many academic research
and engineering applications. Creathet al.4 developed the
subtraction method to reduce the noise coming from the en-
vironment. The subtraction method differs from the time-
averaged method in that the reference frame is first recorded
before vibration and continuously subtracted from the in-
coming frames after vibration. Løkberg5 indicated that in-
plane vibration modes could be obtained by using an out-of-
plane setup and tilting the specimen with a proper angle.
Shellabear and Tyrer6 extended the time-averaged ESPI to
make three-dimensional vibration measurements. Doval
et al.7 proposed the additive stroboscopic TV-holography for
out-of-plane vibration analysis, which exhibited an enhanced
contrast with constant visibility fringes and dynamic phase
shifting. Wang et al.8 proposed the amplitude-fluctuation
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ESPI method for out-of-plane vibration measurement to in-
crease the visibility of the fringe pattern and to reduce the
environmental noise simultaneously. In the AF-ESPI
method, the reference frame is recorded in a vibrating state
and subtracted from the incoming frames.

Since Pierre and Jacques Curie discovered the piezoelec-
tric effect in 1880, there has been a large amount of research
and applications addressed in later literatures~Berlincourt
et al.,9 Zelenka10!. Piezoelectric transducers are widely used
in electromechanical sensors, actuators, and nondestructive
testing devices as well as electro-optic modulator. Piezoelec-
tric effect is applied to many modern-engineering applica-
tions because it expresses the connection between the elec-
trical and mechanical fields. Piezoelectricity describes the
phenomenon in which the material generates electric charge
when subjected to stress and, conversely, generates strain
when the electric field is applied. Although the vibration
characteristics of piezoelectric materials can be determined
by the linear piezoelasticity, the Maxwell equation, and pi-
ezoelectric constitutive equations~Tiersten11!, it is difficult
to obtain analytical solutions even for a simple geometry.

In general, there are two numerical methods that are
usually used to study the vibration problem of piezoelectric
materials: one is the variational approximation method and
the other is finite element analysis. Eer Nisse12 applied the
calculus of variation to the analysis of piezoelectric disks and
compared the results to the experimental results obtained by
Shaw.13 Holland14 used the Rayleigh–Ritz method to study
the extensional modes of rectangular piezoelectric plates and
classified them into four distinct symmetry types. Kunkel,
Locke, and Pikeroen15 studied the vibration modes of
PZT-5H ceramics disks concerning the diameter-to-thickness
~D/T! ratio ranging from 0.2 to 10. Due to the great flexibil-
ity and extensive applicability, the finite element method has
become the alternative method to the analysis of piezoelec-
tric material in various configurations. Guo, Cawley, and
Hitchings16 presented the results for PZT-5A piezoelectric
disks with D/T of 20 and 10. There were five types of modes
classified according to the mode shape characteristics and the
physical interpretation was well clarified. In addition to
variational and numerical methods, experimental techniques
have been employed for investigation of vibration modes and
natural frequencies of piezoelectric transducers. Shaw13 used
an optical interference technique in which a stroboscopically
illuminated multiple beam was applied to measure the sur-
face motion of thick barium titanate disks. However, only
normal modes having symmetry with respect to the axis and
to the central plane were observed. Chang17 employed the
dual-beam speckle interferometry to measure the in-plane vi-
bration amplitude on the PZT surface. As the measured dis-
placement spectrum reaches the local maximum under some
driven voltages, the resonant frequencies of in-plane modes
can be determined. Koyuncu18 used ESPI with reference
beam modulation to observe the vibration amplitudes and
vibration modes of PZT-4 transducers in air and water. Os-
win et al.19 utilized ESPI to validate the finite element model
of a flextensional transducer with an elliptical shape. Both
in-plane and out-of plane vibrations were studied and dis-
cussed. Ma and Huang20,21 used the AF-ESPI method to in-

vestigate the three-dimensional vibration of piezoelectric
rectangular parallelepipeds and cylinders; both the resonant
frequencies and mode shapes were presented.

The investigation of the vibration behavior for piezo-
electric materials is a problem of great practical interest and
the experimental measurement of resonant frequencies is
generally performed by the impedance analysis. However,
there are very few experimental results, especially for the full
field measurement of mode shapes, available in the literature.
In this article, both the optical method based on the
amplitude-fluctuation ESPI~AF-ESPI! and an impedance
analysis are employed to study experimentally the vibration
characteristics for piezoceramic plates. The advantage of us-
ing the AF-ESPI method is that both resonant frequencies
and the corresponding mode shapes can be obtained simul-
taneously from the experimental investigation. The fringe
patterns shown in the experimental results correspond to the
vibrating mode shapes. According to experimental results
obtained in this study, the vibration modes of piezoceramic
plates can be classified into two types, type A~out-of-plane!
and type B~in-plane! modes. It is interesting to note that
type A modes with lower resonant frequencies cannot be
measured by the impedance analysis and the vibration mode
shapes are similar to those of isotropic plates. To validate
this conclusion, experimental results including the rectangu-
lar and circular piezoceramic plates are presented in this
study. In addition to the AF-ESPI experimental technique,
numerical computations based on a finite element package
are presented and good agreements of resonant frequencies
and mode shapes are found for both results.

II. THEORY OF AF-ESPI METHOD AND
PIEZOELECTRICITY

A. Out-of-plane vibration

When the specimen vibrates periodically, the first image
is recorded as a reference. The light intensity of this refer-
ence image detected by a charge-coupled device~CCD! cam-
era can be expressed by the time-averaged method as

I 15
1

tE0

t H I A1I B12AI AI B

3cosFf1
2p

l
~11cosu!A cosvt G J dt, ~1!

where I A5the object light intensity,I B5the reference light
intensity,t5the CCD refresh time,f5the phase difference
between object and reference light,l5the wavelength of
laser,u5the angle between object light and observation di-
rection,A5the vibration amplitude, andv5the angular fre-
quency.

Let G5 (2p/l) (11cosu) andt5 2mp/v, wherem is
an integer. Then Eq.~1! can be written as

I 15I A1I B1
2AI AI B

t E
0

t

cos~f1GA cosvt !dt

5I A1I B1
2AI AI B

t
ReH eifE

0

t

exp~ iGA cosvt !dtJ ,
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where Re stands for the real part. Sinceeiz sin a

5(2`
` Jn(z)e

ina (Jn is a Bessel function of the first kind of
ordern!, hence we have

ReH eifE
0

t

exp~ iGA cosvt !dtJ
5ReH eif(

2`

`

Jn~GA!E
0

t

ein(p/2 2vt)dtJ
5ReH eif(

2`

`

Jn~GA!ein p/2
~e2 invt21!

2 inv J .

However all the terms will be zero exceptn50. Finally Eq.
~1! can be expressed as

I 15I A1I B12AI AI B~cosf!J0~GA!, ~2!

whereJ0 is a zeroth order Bessel function of the first kind.
After image processing and rectifying, the intensity of

the first image can be expressed as

I 15I A1I B12AI AI Bu~cosf!J0~GA!u. ~3!

As the vibration of the specimen continues, we assume
that the vibration amplitude changes fromA to A1DA be-
cause of the electronic noise or instability of the apparatus.
The light intensity of the second image can be represented as

I 25
1

tE0

t

$I A1I B12AI AI Bcos@f1G~A1DA!cosvt#%dt.

~4!

When the vibration amplitude variationDA is rather
small, Eq.~4! can be expanded in Taylor series. By keeping
the first two terms and neglecting the higher-order terms, we
rewrite Eq.~4! as follows:

I 25I A1I B12AI AI B~cosf!@12 1
4 G2~DA!2#J0~GA!.

~5!

By image processing and rectifying,I 2 can be similarly
expressed as

I 25I A1I B12AI AI Bu~cosf!@12 1
4 G2~DA!2#J0~GA!u.

~6!

When these two images~the first and second images! are
subtracted by the image processing system, i.e., Eq.~3! is
subtracted from Eq.~6!, and are rectified, the resulting image
intensity can be expressed as

I 5I 22I 15
AI AI B

2
u~cosf!G2~DA!2J0~GA!u. ~7!

B. In-plane vibration

Similar to the out-of-plane vibration case, the first and
second image intensities, i.e.,I 1 and I 2 , for in-plane vibra-
tion are expressed as

I 15I A1I B12AI AI Bu~cosf!J0~G8A8!u, ~8!

I 25I A1I B12AI AI Bu~cosf!

3@12 1
4 G82~DA8!2#J0~G8A8!u, ~9!

where I A5I B5the object light intensity,A85the vibration
amplitude of in-plane vibration,G85(2p/l)(2 sinu8), and
u85half of the angle between two illumination lights.

Subtracting Eq.~9! from Eq. ~8! and rectifying by the
image processing system, we can obtain the resulting image
intensity as

I 5I 22I 15
AI AI B

2
u~cosf!G82~DA8!2J0~G8A8!u. ~10!

From Eqs.~7! and ~10!, we find that the fringe patterns
for both the out-of-plane and in-plane vibration obtained by
AF-ESPI method are dominated by a zeroth-order Bessel
functionJ0 . Ma and Huang20 provided a detailed discussion
of the AF-ESPI method. They also investigated the three-
dimensional vibration of piezoelectric rectangular parallel-
epipeds by using the AF-ESPI method. Combining the out-
of-plane with in-plane optical setups by the AF-ESPI
method, we can construct completely the vibration character-
istics of the piezoceramic plates, including resonant frequen-
cies and mode shapes at the same time. This is different from
the conventional impedance analysis, which has been used
widely in determining only the resonant frequency for piezo-
electric material.

C. Piezoelectricity

The vibration of piezoelectric material is electroelastic
in nature, and it is necessary to include the coupled electrical
field with the elastic behavior. In other words, the equation
of linear elasticity is coupled to the charge equation of elec-
trostatics using the piezoelectric constants. The system of
equations that governs the behavior of the vibration charac-
teristics of piezoelectric material was presented in detail by
Tiersten.11 The linear piezoelectric constitute equations are

t i j 5ci jkl
E skl2eki jEk , Di5eiklskl1e ik

S Ek , ~11!

wheret i j , Di , skl , andEk represent the stress, electric dis-
placement, strain, and electric field, respectively; andci jkl

E ,
eki j , ande ik

S are the elastic, piezoelectric, and dielectric con-
stants, respectively.

Because of the symmetry in general, the compressed
matrix notation is introduced in place of the tensor notation.
This matrix notation consists of replacingij or kl by p or q,
wherei, j, k, andl take the values 1, 2, 3 andp andq take the
values 1–6. By virtue of the transformation, we can make the
identifications

ci jkl
E [cpq

E , eikl[eiq , t i j [Tp , ~12!

and the constitutive equations~11! can be rewritten as

Tp5cpq
E Sq2ekpEk , Di5eiqSq1e ik

S Ek , ~13!

whereskl5Sq when k5 l and q51,2,3 and 2skl5Sq when
kÞ l andq54,5,6.

Because the polarized piezoelectric ceramics have the
same symmetry as a hexagonal crystal in classC6v56 mm,
it can be modeled as a transversely isotropic material. The
elastic, piezoelectric, and dielectric constants are represented
in matrix forms as
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ci j
E53

c11
E c12

E c13
E 0 0 0

c12
E c11

E c13
E 0 0 0

c13
E c13

E c33
E 0 0 0

0 0 0 c44
E 0 0

0 0 0 0 c44
E 0

0 0 0 0 0
c11

E 2c12
E

2

4 , ~14!

eip5F 0 0 0 0 e15 0

0 0 0 e15 0 0

e31 e31 e33 0 0 0
G , ~15!

e i j
S5F e11

S 0 0

0 e11
S 0

0 0 e33
S
G , ~16!

andci j
E5cji

E .

III. EXPERIMENTAL RESULTS AND NUMERICAL
ANALYSIS

The piezoelectric plates made of Pb~Zr•Ti!O3 ceramics
are selected for experimental investigations and the modal
number is PIC-151~Germany Physik Instrument Company!.
There are two types of specimens as shown in Figs. 1~a! and

~b!, the rectangular and circular configurations, respectively,
are considered in this study. The polarization axis is in thex3

direction and two opposite faces (x1–x2 plane! of the speci-
men are completely coated with silver electrodes. The elec-
troelastic properties of the test specimens PIC-151 are listed
in Table I.

The schematic layout of self-arranged time-averaged
AF-ESPI optical systems, as shown in Figs. 2 and 3, are used
to perform the out-of-plane and in-plane vibration measure-
ments for resonant frequencies and corresponding mode
shapes. A He–Ne laser with 30 mW and wavelength
l5632.8 nm is used as the coherent light source. We use a
CCD camera~Pulnix Company! and a P360F~Dipix Tech-
nologies, Inc.! frame grabber with a digital signal processor
onboard to record and process the images. As shown in Fig.
2 for the out-of-plane vibration measurement, the laser beam
is divided into two parts, the object and reference beams, by
a beamsplitter. The object beam travels to the specimen and
then reflects to the CCD camera. The reference beam is di-
rected to the CCD camera via a mirror and a reference plate.
The plane of the CCD camera is chosen to coincide with the
Cartesian coordinatex1–x2 plane and thex3 axis is in the
normal direction. The out-of-plane optical system used will
measure the displacement component along thex3 direction
of the piezoceramic plates. For the in-plane measurement
system as shown in Fig. 3, two laser beams with the same

FIG. 1. Geometric dimensions of the~a! rectangular and~b! circular piezo-
ceramic plates.

TABLE I. Material properties of the PIC-151 piezoceramic plate.

c11
E (1010 N/m2) 10.76

c33
E 10.04

c12
E 6.312

c13
E 6.385

c44
E 1.962

c66
E 5(c11

E 2c12
E )/2 2.224

e31 ~N/Vm! 29.6
e33 15.1
e15 12.0
e11

S /e0 1110
e33

S /e0 852
r (kg/m3) 7760

e058.85310212 F/m

FIG. 2. Schematic diagram of AF-ESPI setup for the out-of-plane measure-
ment.
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optical path and light intensity are symmetrically incident to
the specimen, and then reflect to the CCD camera. The in-
plane setup will measure the displacement magnitude in the
x1 or x2 direction. The CCD camera converts the intensity
distribution of the interference pattern of the object into a
corresponding video signal at 30 frames per second. The
signal is electronically processed and final converted into an
image on the video monitor. The interpretation of the fringe
image is similar to the reading of a contour map. To achieve
the sinusoidal output, a function generator HP33120A
~Hewlett Packard! connected to a 4005 power amplifier~NF
Electronic Instruments! is used.

The experimental procedure of the AF-ESPI technique is
performed as follows. First, a reference image is taken after
the piezoceramic plate is excited into vibration, then the sec-
ond image is taken, and the reference image is subtracted by
the image processing system. If the frequency of vibration is
not the resonant frequency, only random distributed speckles
are displayed and no fringe patterns will be shown. However,
if the frequency of vibration is in the neighborhood of the
resonant frequency, stationary distinct fringe patterns will be
observed. Then the function generator is carefully and slowly
turned; the number of fringes will increase and the fringe
pattern will become clearer as the resonant frequency is ap-
proached. From the aforementioned experimental procedure,
the resonant frequencies and the correspondent mode shapes
can be determined at the same time.

Based on the experimental results obtained by using the
AF-ESPI optical system, the resonant frequencies and corre-
spondent mode shapes of the rectangular piezoceramic plate
are classified into two types, named type A and B modes in
this article. Comparing with type B modes, the resonant fre-
quencies of type A modes are much lower than those of type
B modes and the vibration mode shapes can be obtained only
by the out-of-plane measurement. Hence we can conclude
that the type A modes are the out-of-plane vibration modes
~or bending modes! and the type B modes are the in-plane
vibration modes~or extensional modes!. In addition to the
experimental measurement, numerical calculation is also per-

formed by the commercially available software ABAQUS
finite element package22 in which 20-node three-dimensional
solid piezoelectric elements~C3D20E! are selected to ana-
lyze the problem. Figure 4 shows the experimental and nu-
merical results for the first three vibration mode shapes of
type A. Owing to the geometric configuration of the rectan-
gular piezoceramic plate, two in-plane vibration modes in the
x1 and x2 directions are displayed in order to present the
complete characteristics of the vibration behavior. Figure 5
shows the results for the first eight mode shapes of type B.
Herein we indicate the phase of displacement in finite ele-
ment results as a solid or dashed line, the solid lines are in
the opposite direction to the dashed lines. The transition
from solid lines to dashed lines corresponds to a zero dis-
placement line, or a nodal line. The zeroth-order fringe,
which is the brightest fringe on experimental results, repre-
sents the nodal lines of the vibrating piezoceramic plate at
resonant frequencies. The rest of the fringes are contours of
constant amplitudes of displacement, which can be quantita-
tively calculated byJ08(GA)50 @or J08(G8A8)50# according
to Eq. ~7! @or Eq. ~10!# for out-of-plane~or in-plane! mea-
surement. Since the sensitivity of the out-of-plane measure-
ment will increase asu decreases and the sensitivity of the
in-plane measurement will increase asu8 increases, we
chooseu510 degrees andu8560 degrees for the experimen-
tal setup. The mode shapes obtained by experimental results
can be checked by the nodal lines and fringe patterns with
the numerical finite element calculations. Excellent agree-
ments of the experimental measurement and numerical cal-
culation are found for both the out-of-plane and in-plane
vibration modes.

FIG. 3. Schematic diagram of AF-ESPI setup for the in-plane measurement.

FIG. 4. Mode shapes of type A obtained by AF-ESPI and FEM for the
rectangular piezoceramic plate.

2784 2784J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 C.-H. Huang and C.-C. Ma: Resonances of piezoceramic plates



Because the electrical impedance of the piezoceramic
material drops to a local minimum when it vibrates at a
resonant frequency, the resonant frequency can also be de-
termined by an impedance analysis. Here it is carried out by
using an HP4194A impedance/gain-phase analyzer~Hewlett
Packard! and the impedance curve for the rectangular piezo-
ceramic plate measured from HP4194A is shown in Fig. 6.
The local minima appearing in the impedance curves corre-
spond to resonance. Unexpectedly, we find that only the
resonant frequencies of the type B modes are indicated in
Fig. 6, i.e., those of the type A modes cannot be obtained by

impedance analysis. This phenomenon can be explained by
means of the characteristics of piezoelectricity. When the
piezoelectric plate vibrates at a resonant frequency, the
charge will greatly be induced on the electrode surfaces ow-
ing to the vibration deformation, named the direct piezoelec-
tric effect, and the impedance will drop to a local minimum
value. This is the reason that the resonant frequencies of
piezoceramic plates can be determined by using the imped-
ance analyzer. However, if the summation of the induced
charge distributed over the electrode surfaces is zero, we are
not able to find the large variation of impedance at the reso-
nant frequency. Type A modes are just the situation men-
tioned earlier and we cannot obtain the resonant frequencies
for these modes from the impedance curve shown in Fig. 6.
Table II shows the first few resonant frequencies of the rect-
angular piezoceramic plate obtained by using the AF-ESPI,
impedance analysis, and the FEM method. The discrepancy
of resonant frequencies between AF-ESPI and impedance
analysis for type B modes is smaller than that between AF-
ESPI and FEM. However, the difference between the experi-
mental measurement and FEM result may result from the
determination of the material properties and the defects of
the piezoceramic plate.

By observing the mode shapes of type A for the rectan-
gular piezoceramic plate, we find that the vibration modes
are similar to that of the bending vibration for an isotropic
plate. To validate the result obtained from the rectangular
piezoceramic plate, a circular piezoceramic plate as shown in

FIG. 5. Mode shapes of type B obtained by AF-ESPI and FEM for the rectangular piezoceramic plate.

FIG. 6. Impedance variation curve of the rectangular piezoceramic plate.
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Fig. 1~b! is also investigated. By performing the experimen-
tal procedure and numerical calculation as mentioned earlier,
the first eight mode shapes for type A of the circular piezo-
ceramic plate shown in Fig. 7 were obtained. Figure 8 shows
the experimental and numerical results for the first two mode
shapes of type B. The resonant frequencies of the circular
piezoceramic plate obtained by AF-ESPI, impedance analy-

sis, and FEM method are listed in Table III. The impedance
variation curve for the circular piezoceramic plate is shown
in Fig. 9 and the resonant frequencies of type A modes were
again not to be found in the impedance curve.

TABLE II. Results of resonant frequencies obtained from AF-ESPI, imped-
ance analysis and FEM for the rectangular piezoceramic plate.

Mode
AF-ESPI

~Hz!
Impedance analysis

~Hz!
FEM
~Hz!

Type A
1 2940 ¯ 2905
2 3270 ¯ 3233
3 7320 ¯ 7243

Type B
1 35 000 35 200 33 981
2 61 600 61400 59 785
3 73 100 73 200 70 729
4 78 600 78 600 76 113
5 102 200 102 250 99 154
6 112 500 112 500 108 866
7 119 700 119 500 116 663
8 139 100 139 000 134 810

FIG. 7. Mode shapes of type A obtained by AF-ESPI and FEM for the circular piezoceramic plate.

FIG. 8. Mode shapes of type B obtained by AF-ESPI and FEM for the
circular piezoceramic plate.
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IV. CONCLUSIONS

Optical techniques have been shown to have certain ad-
vantages for vibration analysis and ESPI has been applied to
many vibration problems. The advantages of the optical
ESPI method include noncontact and full-field measurement,
real-time observation, submicrometer sensitivity, and digital
image processing among others. Unlike the film recording
and optical reconstruction procedures used for holographic
interferometry, the interferometric fringes of AF-ESPI are
produced instantly by a video recording system.

It is known that the vibration characteristics of piezo-
electric materials are important in many engineering applica-
tions. Most of the works for vibration analysis of piezoelec-
tric plates published in the literature are analytical and
numerical results. There are very few experimental results
available for the full field configuration of mode shapes for
vibrating plates. In this study, a self-arranged amplitude-
fluctuation ESPI optical setup with good visibility and noise
reduction has been established to simultaneously obtain the
resonant frequencies and the corresponding mode shapes of
vibrating piezoceramic plates. The resonant frequencies of
piezoceramic plates are also determined by impedance analy-
sis in this study. Both the rectangular and circular piezocer-
amic plates are investigated. Based on the experimental re-
sults obtained by AF-ESPI method, we have classified the

vibration modes into two types, the out-of-plane~type A!
and in-plane~type B! modes. However, all the resonant fre-
quencies of type A modes cannot be measured by impedance
analysis. Numerical calculations of resonant frequencies and
mode shapes based on a finite element package are also per-
formed and excellent agreement of the mode shapes obtained
numerically with results obtained by AF-ESPI are found.
The resonant frequencies of type B modes obtained by AF-
ESPI are in good agreement with the impedance analysis but
there is a slight difference if compared with finite element
calculations. The results shown in this study demonstrate that
the AF-ESPI method is applicable to many situations in vi-
bration analysis for piezoceramic plates as long as the vibra-
tion amplitude reaches the sensitivity of the AF-ESPI
method.
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Transient response of an acoustic medium by an excited
submerged spherical shell
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An exact closed-form solution is obtained for the transient response of an acoustic fluid due to an
excited submerged spherical shell. Step axisymmetric stress acting on the inner surface of the shell
is expanded into modal Fourier components in which for each modal stress systematic exact
expressions for modal radial displacement of the shell, fluid pressure, fluid particle velocity and
displacement are presented. The superiority of the formulations herein is its applicability to any time
and spatial distance in the fluid as well as on the shell. The formulation also does not require
additional numerical computations associated with other methods. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1369104#

PACS numbers: 43.40.Ey@CBB#

I. INTRODUCTION

The transient response of a spherical elastic shell sub-
merged in an infinite acoustic fluid has been the subject of
interest for many years. Huang1 and Huanget al.2 derived
exact closed form solutions for the modal radial deflections
of the spherical shell to impinging plane and spherical stress
waves of exponentially time-decaying functions with infi-
nitely steep fronts. Using the mode method, they expanded
the incident wave into modal components and applied
Laplace transformation to the governing modal equations for
the fluid wave and motion of the shell. Numerical results are
presented for relative deflections and strains of the spherical
shell obtained from the summation of the first eight modes.
On the other hand, Lou and Klosner3 derived expressions for
modal transient response of spherical shell to concentrated
impulse and Heaviside loads using the Laplace transform
method. The disadvantage of this method is that the inver-
sion integral of higher order modal displacements requires
the treatment of branch points and poles. Geers4 used finite
element formulations of the doubly asymptotic approxima-
tions of fluid wave equation with shell’s equations of motion
to solve for free vibration and forced motion of the spherical
shell in the acoustic fluid. However, the loss of accuracy of
results at intermediate and late time of forced-response his-
tory still remains in the approach taken by Geers. Akkas5,6

used the so-called residual potential method in order to solve
for modal response of the spherical shell in acoustic fluid. In
this method, the second order fluid wave equation is trans-
formed into an equivalent first order equation. The modified
first order wave equation is feasible for use with the two
equations of the shell motion for obtaining modal deflections
of the shell. Even though the equations used for solution are
exact, the solution is obtained numerically. The numerical
computation involves integration of time derivatives as well
as integration of convolution terms. Akkas7 obtained solu-
tions at inner points in the fluid numerically by integration
along radial and time coordinates of the transformed first
order wave equation starting from the boundary of the shell
to the point of interest in the fluid. The accuracy of results
depends on time and radial distance increments used in the

numerical implementation and it is uncertain if obtained re-
sults properly coincide with the realistic solution.

Tupholme8 presented formulations for the problem in
which excitation is provided by axisymmetrical small ampli-
tude deformations of a spherical boundary. These formula-
tions are expressed in terms of series and integrals of the
Laplace transform of the wave velocity potential. He special-
ized the problem to the case in which movement is restricted
to a cap of some angle. Unfortunately, several approxima-
tions are applied to obtain the flow only near the diffracted
and edge wave fronts.

Zhang and Geers12 solved for the transient response of
an inviscid fluid-filled spherical shell submerged in an infi-
nite acoustic medium to a plane wave. They obtained solu-
tions numerically for the response of the sphere and the fluid
at center and external surface of the sphere.

In the following we present exact closed-form and sys-
tematic formulations for the modal response of the shell as
well as the surrounding fluid under the action of internal
modal step stresses. Formulations are categorized into three
groups. First, for breathing mode which corresponds to uni-
form, spherical symmetry of acting stress and hence response
of the shell and the fluid. Second, for translational mode
which corresponds to motion of the spherical shell as a rigid
body in the medium. Last, for higher modes which corre-
spond to excitation of the shell and the fluid without motion
of the spherical shell in the fluid. The advantage of formula-
tions appears clearly for nontranslational higher modes in
which responses are obtained at inner points in the fluid and
arbitrary times without an associated increase in numerical
effort.

Solutions to incident step stresses are likely more useful
than solutions to exponential decaying stresses used by
Huanget al.1,2 since the response to any time-history stress
can be obtained from the response to step stress by the use of
the Duhamel integral.

II. FORMULATION OF THE PROBLEM

A thin elastic spherical shell of radiusa and thicknessh
is submerged in an infinite acoustic fluid as shown in Fig. 1.
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The shell material has plate longitudinal wave velocityc0

5@E/r0(12n2)#1/2 whereE, r0 , andn are Young’s modu-
lus, mass density and Poisson’s ratio of the shell. The acous-
tic fluid has mass densityr and sound speedc.

The inner surface of the shell is subjected to axisymmet-
ric, nontorsional stresss̄ at reference timet̄ 50. The shell
and fluid responses are characterized by radial and meridi-
onal displacements (w̄,v̄) of the shell, radial fluid particle
displacementū and pressurep̄ at radial distancer̄ for the
time history t̄ .

In the following all formulations are derived in terms of
dimensionless components:t5 t̄ c/a for time, r 5 r̄ /a, w

5w̄/a, v5 v̄/a, andu5ū/a for radial distance and displace-
ment components, ands5s̄/rc2 and p5 p̄/rc2 for acting
stress on the shell and fluid pressure, respectively.

Using the mode method, the acting stresss, radial and
meridional displacements (w,v) for axisymmetric problem
are expanded in terms of Fourier–Legendre series as fol-
lows:

s~u,t !5 (
n50

`

sn~ t !Pn~cosu!, ~1!

w~u,t !5 (
n50

`

wn~ t !Pn~cosu!, ~2!

v~u,t !52 (
n51

`

vn~ t !
d

du
Pn~cosu!, ~3!

wherePn is the Legendre polynomial of ordern. The equa-
tions of motion of the shell for thenth component in the
Fourier–Legendre series are9,12

ẅn1ln
wwwn1ln

wvvn5mpn , ~4!

ln
wvwn1n~n11!v̈n1ln

vvvn50, ~5!

where

ln
ww5@2~11n!1n~n11!ejn#g0 , ~6!

ln
wv5n~n11!~11n1ejn!g0 , ~7!

ln
vv5n~n11!~11e!jng0 , ~8!

in which e5(h/a)2/12, g05(c0 /c)2, andjn5n(n11)21
1n. Also, m5(r/r0)(a/h), and pn is the modal net pres-
sure acting radially outward on the shell and is given by

pn5sn2pn
e , ~9!

wheresn is the modal stress acting on the inner surface of
the shell outward andpn

e is the modal pressure exerted by the
enveloping fluid on the exterior surface of the shell inward.
The pressure and particle velocity of acoustic fluid in an
axisymmetric problem can be related by

p~r ,t !5ḟ~r ,t !, ~10!

u̇52
df

dr
~r ,t !, ~11!

where an overdot denotes differentiation with time.f is the
velocity potential of the fluid. Iff is expanded in terms of
Fourier–Legendre series as

f5f~r ,u,t !5 (
n50

`

fn~r ,t !Pn~cosu!, ~12!

then the modalfn should satisfy the following modal wave
equation:

d2fn

dr2
1

2

r

dfn

dr
2

n~n11!

r 2
fn5f̈n . ~13!

Equation ~13! has two independent variablest and r. By
employing the Laplace transformation on~13!, time deriva-
tives are converted to algebraic quantities as follows:

r 2
d2f̃n

dr2
12r

df̃n

dr
2@n~n11!1r 2s2#f̃n50, ~14!

wheres is the Laplace parameter. The exact solution of~14!

for f̃n which is convergent atr→` is represented by10,11

f̃n5Cn~s!
e2sr

r n11 (
k50

n

gk
n~rs!n2k, ~15!

and its derivative with respect tor is

df̃n

dr
52Cn~s!

se2sr

r n11

3F (
k50

n

gk
n~rs!n2k1 (

k50

n

~k11!gk
n~rs!n2k21G ,

~16!

whereCn(s) is constant to be determined from boundary and
compatibility conditions.gn

k is given by13

gk
n5

~n1k!!

2kk! ~n2k!!
. ~17!

The geometric compatibility at the outer surface requires that
the velocity of the fluid particlesu̇ on the shell surface is

FIG. 1. Geometry of the problem.
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equal to radial velocityẇ of the shell. The Laplace transform
of ~11! yields the modal Fourier components

df̃n

dr
U

r 51

52sw̃n . ~18!

Substituting~16! into ~18! gives expression forCn as

Cn5
es

(k50
n gk

nsn2k1(k50
n ~k11!gk

nsn2k21
w̃n . ~19!

Equation~19! is used to eliminateCn in ~15! and ~16!, and
f̃n anddf̃n /dr are related tow̃n . Modal stresses acting at
the inner surface of shell are taken herein to be that of a step
function, i.e., sn(t)5snH@ t#, where H@ t# is Heaviside
function of time. By employing Laplace transformations to
shell’s equations of motion~4! and ~5! and with modal ex-
ternal pressure on the shellp̃n

e5sf̃n , we obtain the follow-
ing equation in matrix form:

FA11
n A12

n

A21
n A22

n G H w̃n

ṽn
J 5msnH 1/s

0 J , ~20!

where

A115s21ln
ww

1ms2
(k50

n gk
nsn2k

(k50
n gk

nsn2k111(k50
n ~k11!gk

nsn2k
, ~21!

A125ln
wv , ~22!

A215ln
wv , ~23!

A225n~n11!s21ln
vv . ~24!

Equation~20! is solved forw̃n and ṽn . Whenw̃n is substi-
tuted into ~19!, and Cn in turn is substituted into~15! and
~16!, we obtain solutions off̃n anddf̃n /dr as functions of
r ands. Hence, modal fluid particle pressurep̃n and displace-
mentũn are obtained from~10! and~11!. In the following we
present formulations for three categories: breathing mode,
translational mode, and lobar modes. Solution is completed
by applying elementary Laplace inverses.

A. Breathing mode nÄ0

This mode corresponds to uniform stresss0H@ t# acting
on the internal surface of the shell. The response is spherical
symmetrical and the meridional displacementv0 vanishes.
The problem reduces to the solution of one equation of mo-
tion in Eq. ~4! along with wave equation in~13!. Adopting
the same solution strategy described above, we obtain the
solution for shell displacement as

w05ms0(
k51

3
sk11

sk@3sk
212~11m!sk1l0

ww#
~eskt21!,

~25!

wheresk are three roots of

sk
31~11m!sk

21l0
wwsk1l0

ww50. ~26!

Fluid pressure at distancer and timet is given by

p052
1

r (
k51

3 H sk

3sk
212~11m!sk1l0

ww
esk[ t2(r 21)]J

3ms0H@ t2~r 21!#, ~27!

and the corresponding fluid particle displacement is

u05
1

r 2 (
k51

3 H 11rsk

sk@3sk
212~11m!sk1l0

ww#
@esk[ t2(r 21)]21#J

3ms0H@ t2~r 21!#. ~28!

It is interesting to note that rootssk are one negative real
number and a pair of complex conjugate numbers with nega-
tive real part. The negative real parts of roots model contri-
butions to the attenuation of the response with time and the
complex parts model the oscillations of the response.

B. Translational mode nÄ1

This mode corresponds to the case that stresss
5s1 cosuH@t# acts on the internal surface of the shell. This
mode is characterized by rigid body motion of the shell. The
response at a particular point (r ,u) and timet is described by
w5w1 cosu, v5v1 cosu, u5u1 cosu and p5p1 cosu, for
shell displacements, fluid particle displacement and pressure,
respectively. Following the solution steps described above,
the Laplace-transformed radial displacementw̃1 is given by

w̃15
( i 50

4 dis
42 i

s3( i 50
4 bis

42 i
ms1 . ~29!

Hence, the shell displacement in time domain is given by

w15FE01E1t1
E2

2
t2

1 (
k51

4 E3sk
31E4sk

21E5sk1E6

4b0sk
313b1sk

212b2sk1b3

esktGms1 , ~30!

in which

E25d4 /b4 , ~31!

E15~d32E2b3!/b4 , ~32!

E05~d22E1b32E2b2!/b4 , ~33!

E352E0b0 , ~34!

E452E0b12E1b0 , ~35!

E55d02E0b22E1b12E2b0 , ~36!

E65d12E0b32E1b22E2b1 , ~37!

where coefficientsbi anddi are given by

b052, ~38!

b152~21m!, ~39!

b252~l1
ww1m12!1l1

vv , ~40!

b354l1
ww1~21m!l1

vv , ~41!
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b454l1
ww1~l1

ww1m12!l1
vv2~l1

wv!2 ~42!

and

d052, ~43!

d154, ~44!

d2541l1
vv , ~45!

d352l1
vv , ~46!

d452l1
vv . ~47!

sk in ~29! are four roots of the polynomial

(
i 50

4

bisk
42 i50. ~48!

The modal fluid pressurep1 at coordinates (r ,t) is given by

p15
1

r 2 (
k51

6 H ~rsk11!( i 50
4 disk

42 i

sk( i 50
5 ~62 i !qisk

52 i
@esk[ t2(r 21)]21#J

3ms1H@ t2~r 21!#, ~49!

and the fluid particle displacement

u15
1

r 3 (
k51

6 H ~r 2sk
212rsk12!( i 50

4 disk
42 i

sk
2( i 50

5 ~62 i !qisk
52 i

3F 1

sk
esk[ t2(r 21)]2

1

sk
2@ t2~r 21!#G

2
~rsk12!( i 50

4 disk
42 i

sk( i 50
5 ~62 i !qisk

52 i

1

2
@ t2~r 21!#2J

3ms1H@ t2~r 21!#, ~50!

where coefficientsqi are defined by

q052, ~51!

q15612m, ~52!

qi5bi12bi 2112bi 22 for i 52, 3 and 4, ~53!

q5516l1
ww1l1

vv~812l1
ww14m!22~l1

wv!2, ~54!

q658l1
ww12l1

vv~21l1
ww1m!22~l1

wv!2, ~55!

wherebi , i 5026 are given in Eqs.~38!–~42! andsk are the
six roots of the polynomial

(
k50

6

qisk
62 i50. ~56!

It is noted from Eq.~30! that while exponent terms contrib-
ute to oscillation along with attenuation with time, quadratic
and linear terms contribute to unbounded increase of radial
shell displacement under the action of step stress. The same
analogy applies to fluid particle displacement in Eq.~50!.

C. Lobar nontranslational modes nÐ2

These modes are characterized by excitation of the shell
and fluid without changing the entire location of the shell.
Equation~20! gives solution forw̃n in the following alge-
braic form:

w̃n5
( i 50

n13dis
n132 i

s( i 50
n15bis

n152 i
msn . ~57!

Laplace inverse of~57! gives the solution for shell radial
displacementwn ,

wn5 (
k50

n15 H ( i 50
n13disk

n132 i

sk( i 50
n15~n152 i !bisk

n142 i
@eskt21#J msn ,

~58!

wheresk aren15 roots of the polynomial

(
i 50

n15

bisk
n152 i50. ~59!

Coefficientsdi in the numerator of~58! are given by

di5n~n11!ci for i 50 and 1, ~60!

di5n~n11!ci1ln
vvci 22 for i 52 to n11, ~61!

di5ln
vvci 22 for i 5n12 and n13, ~62!

in which coefficientsci are given by

c05g0
n , ~63!

ci5gi
n1 igi 21

n for i 51 to n, ~64!

cn115~n11!gn
n . ~65!

Coefficientsbi in the denominator of~57! are given by

bi5n~n11!ai for i 50 for 1, ~66!

bi5n~n11!ai1ln
vvai 22 for i 52 and 3, ~67!

bi5n~n11!ai1ln
vvai 222~ln

wv!2ci 24

for i 54 to n13, ~68!

bi5ln
vvai 222~ln

wv!2ci 24 for i 5n14 to n15,
~69!

in which coefficientsai are given by

a05c0 , ~70!

a15c11mg0
n , ~71!

ai5ci1ln
wwci 221mgi 21

n for i 52 to n11, ~72!

ai5ln
wwci 22 for i 5n12 to n13. ~73!

Also, the Laplace-transformed velocity potential at radial
distancer is given by

f̃n~r ,s!5
e2s(r 21)

r n11

( i 50
n gi

nr n2 isn2 i( i 50
n13dis

n132 i

( i 50
2n16qis

2n162 i
msn ,

~74!

where coefficientsqi are given by the following relation-
ships:
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qi5(
j 50

i

cjbi 2 j for i 50 to n, ~75!

qi5 (
j 50

n11

ckbi 2 j for i 5n11 to n15, ~76!

qi5 (
j 5 i 2n25

n11

cjbi 2 j for i 5n16 to 2n16, ~77!

in which coefficientsci andbi are defined in Eqs.~63!–~65!
and~66!–~69!. The Laplace inverse of~74! gives the solution
of fn in time domain, hence

fn~r ,t !5
msn

r n11 (
k51

2n16 H ( i 50
n gi

nr n2 isk
n2 i( i 50

n13disk
n132 i

( i 50
2n15~2n162 i !qisk

2n152 i

3esk[ t2(r 21)]J H@ t2~r 21!#, ~78!

wheresk are roots of polynomial

(
i 50

2n16

qisk
2n162 i50. ~79!

The polynomial in~79! is the multiplication of polynomials
in ~59! and the following polynomial

(
i 50

n11

cisk
n112 i50. ~80!

Hence, the roots of~79! can be taken as roots of polynomials
in Eqs.~59! and~80!. This reduces computational effort sig-
nificantly. Given the velocity potential defined in~78! and
the relationships in~10! and ~11!, we obtain solution for
modal pressure, fluid particle velocity and displacement. So
at distancer and timet, the modal fluid pressure is given by

pn~r ,t !5
msn

r n11 (
k51

2n16 H sk

( i 50
n gi

nr n2 isk
n2 i( i 50

n13disk
n132 i

( i 50
2n15~2n162 i !qisk

2n152 i

3esk[ t2(r 21)]J H@ t2~r 21!#, ~81!

and the modal fluid particle velocityu̇n is given by

u̇n5
msn

r n12 (
k51

2n16 H ( i 50
n13disk

n132 i

( i 50
2n15~2n162 i !qisk

2n152 i

3F @n111rsk#(
i 50

n

gi
nr n2 isk

n2 i

2 (
i 50

n21

~n2 i !gi
nr n2 isk

n2 i Gesk[ t2(r 21)]J
3H@ t2~r 21!#. ~82!

By integrating the velocity with time and with the fact that
initial displacement is zero, one obtains the displacement at
distancer as

un5
msn

r n12 (
k51

2n16 H ( i 50
n13disk

n132 i

( i 50
2n15~2n162 i !qisk

2n162 i

3F @n111rsk#(
i 50

n

gi
nr n2 isk

n2 i

2 (
i 50

n21

~n2 i !gi
nr n2 isk

n2 i G @esk[ t2(r 21)]2e2(r 21)#J
3H@ t2~r 21!#. ~83!

Coefficientsdi andqi in the above equations are defined in
~60!–~62! and ~75!–~77!.

FIG. 2. Modal pressure for breathing moden50.
FIG. 3. Modal velocity for breathing moden50.
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FIG. 4. Modal displacement for breathing moden50.

FIG. 5. Modal pressure for translational moden51.

FIG. 6. Displacement of the shell and theoretical positions of fluid particles
for translational moden51.

FIG. 7. Modal pressure for moden52.

FIG. 8. Modal velocity for moden52.

FIG. 9. Modal displacement for moden52.
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It appears from Eqs.~81!, ~82!, and ~83! that exponent
multipliers attributes to oscillation along with attenuation
with time. This is because rootssk are complex conjugate
pairs with negative real parts.

III. NUMERICAL RESULTS

Computed transient response histories are presented for
a steel spherical shell submerged in water and excited by
radial axisymmetric modal step stresses on the internal sur-
face of the shell as shown in Fig. 1. The thickness-to-radius
ratio is h/a50.01, the mass density ratio isr0 /r57.7,
sound-velocity ratio isc0 /c5(13.8)(1/2) and Poisson’s ratio
n50.25. Figure 2 presents modal pressure for breathing
mode. The pressure is characterized by a sudden jump at the
instant of wave arrival followed by a rapid drop with nega-
tive excursion before the attenuation decreases to zero. Fluid
particle velocity as shown in Fig. 3 increases rapidly to peak
and then drops rapidly to negative excursion before it van-
ishes. As seen in Fig. 4 corresponding fluid particle displace-
ment at the given point gradually increases from zero to the
peak before damping to a hydrostatic asymptotic value. Fig-
ure 5 shows pressure at external shell surface for the trans-
lational mode. The time dependence shows vibration that
reaches a peak value followed by lower amplitude vibration
that approaches a hydrostatic value. Figure 6 shows the fluid
particle motion on the shell surface as function of time at
different spatial points in the fluid. Curvea:t5r 21 shows
times at which waves presumably arrive at different points. It
intersects the shell displacement curve (r 51) at pointb:r
215t51.06. This means that points atr ,2.06 are excited
before the shell arrives whereas pointsr .2.06 are passed by
the shell before fluid is first excited. For example, atr 51.5
the fluid is excited att50.5 up to t.0.8 when the shell
arrives. On the other hand, atr 53.0 the shell passed by this
point before the fluid was excited. Figures 7–9 present
modal pressure, velocity and displacement histories for mode
2 at surface of the shellr 51, r 51.5, andr 53.0. It is noted
that pressure and velocity histories at a given point increase
rapidly at the time of wave arrival to the peak value with
lower velocity. The response is then followed by oscillation
around a stationary asymptotic value for late time. Each
curve shows a smooth oscillation after one period. The dis-
placement increases gradually to the peak value followed by

slowly damped oscillation around an asymptotic hydrostatic
value. The response histories for higher modes have similar
shapes to Figs. 7–9 with increase of oscillation and slight
decrease of amplitudes.

Now, we use the mode summation method to solve for
the axisymmetric problems in Figs. 10~a! and~b!. The modi-
fied Cesaro summation~CS! is used to give noticeable better
convergence than the classical partial summation.12 In Fig.
10~a!, the spherical shell is subjected to radial stresssH@ t#
at 2p/3<u<p/3. Figure 11 shows pressure atu50 at the
surface of the shell. The pressure jumps to peak followed by
oscillation. As seen in Fig. 12, radial displacement of the
shell at u50 increases quadratically with time along with
small reflections around the response history. This proves
that translational moden51 governs the response and at-
tributes to the quadratic increase of displacement. Reflec-
tions along the history are attributed by higher, lobar modes.
The second load case is shown in Fig. 10~b! where stress
sH@ t# acts on2p/3<u<p/3 and 2p/3<u<22p/3. Due
to the balance of stresses, the spherical shell will not trans-
late with time. As seen in Fig. 13, the fluid particle pressure
at a given point andu50 jumps at the time of wave arrival
to the peak and then drops rapidly, followed by a small nega-
tive excursion before oscillating around a stationary, zero-
pressure late time asymptote. Finally, Fig. 14 shows that

FIG. 10. Description of two axisym-
metric load cases.

FIG. 11. Pressure at the external shell surface atu50 for the first load case.
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fluid particle displacement increases gradually to the first
peak and then oscillates about hydrostatic value.

IV. CONCLUSION

In this paper we presented an exact closed-form solution
for modal response of acoustic fluid in terms of pressure,
fluid particle velocity, and displacement caused by sub-
merged spherical shell which is excited by internal modal
stresses. By using the mode method with modified Cessaro
summation, we obtain solution for axisymmetric problems.
The exact systematic expressions are functions of radial dis-
tance, time, physical and mechanical properties of the shell
and the fluid. The expressions are useful for obtaining solu-
tions for the fluid as well as the shell. The numerical evalu-
ations of these expressions are efficient compared with addi-
tional numerical computations or approximations used by
other methods.

The solutions presented in this paper can also be used to
solve the problem in which a plane or spherical wave im-
pinges a submerged spherical shell. In this case, the envel-
oping fluid response is obtained by superposition of modal
responses to the incident and scattered waves. Modal re-
sponses to the scattered waves are obtained as described in
this paper by influencing the modal components of the inci-
dent wave to the exterior surface of the sphere.
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FIG. 13. Pressure atu50 for the second load case.

FIG. 14. Radial displacement atu50 for the second load case.
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This paper presents the development and application of the Surface Variational Principle~SVP! for
the evaluation of axisymmetric interior acoustic domains. The interior form of the SVP is first
developed in the same manner as the existing exterior form. Then, the surface pressure and normal
velocity are represented with a Ritz expansion using basis functions that span the entire wetted
surface of the object of interest. The resultant formulation is used to analyze the interior acoustic
response of a harmonically forced, right circular elastic cylinder. This validation model was chosen
as both the structural and acoustic responses can be solved analytically. Results are presented for
two models: one with a length to radius ratio of 2.4, and another with a ratio of 12.3. The SVP is
shown to well reproduce the analytical solution for this geometry, and displays the asymptotic
convergence expected of its variational formulation. The SVP formulation developed here is not
restricted to right-circular cylindrical geometries, and may, indeed, be readily applied to any
axisymmetric body. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1369107#

PACS numbers: 43.40.Rj@CBB#

I. INTRODUCTION

The prediction of sound radiation from vibrating bodies
is a recurrent problem of practical importance in engineering
science. Analytical solutions for such problems are generally
limited to analytical separable geometries. For objects with
nonstandard shapes, a common approach consists of refor-
mulating the problem as a boundary integral relation, using
the Kirchhoff–Helmholtz integral theorem,1 which enables
one to express the acoustic field on and off the surface of the
object as a definite integral over the surface of the object.

Systems that are not amenable to an analytical solution
are usually modeled by discretization techniques in the form
of boundary element methods~BEM! and/or finite element
methods~FEM!. The boundary element method is based on a
boundary integral equation~BIE!, such as the Kirchhoff–
Helmholtz integral theorem. The integrand involves both the
pressure and normal velocity on the surface. These two quan-
tities are not independent: if the surface velocity is known,
then the surface pressure can be determined. Applying the
Kirchhoff–Helmholtz equation, it is possible to relate the
surface pressure to the normal component of the surface ve-
locity.

The finite element method has been used widely in
structural dynamics problems for both thein-vacuo and
fluid-loaded cases. The system matrices in FEM are banded
~local connectivity!, rather than full, and therefore it reduces
the computer processing time and storage requirements as
compared to BEM methods of the same degrees of freedom,
especially for higher wave number ranges and slender bod-
ies. The computation of full BEM system matrices is inher-

ently more computationally expensive than an equivalently
discretized FEM analysis, particularly so when using
variational-based BEM methods as a consequence of the
need to numerically evaluate double surface integrals.

The typical FEM or BEM implementation uses interpo-
lating functions over patches of the surface to model the
surface response, while the SVP formulation uses analytical
representations of both the surface geometry and the re-
sponse. An important corollary of the SVP approach is that it
represents an independent formulation and method that may
be used to validate other numerical methods~e.g., FEM and
BEM models!. Furthermore, the availability of an impedance
matrix, describing the structural fluid interaction, allows for
the ready analysis of radiated power sensitivity2,3 for differ-
ent structural models.

The surface variational principle~SVP! was introduced
by Wu.4 Over the ensuing years, a number of applications
have been developed by using this approach for exterior
acoustic fields, including both acoustic radiation and
scattering.5–15 The SVP has been developed as an alternative
method to the FEM or BEM for modeling nonseparable ge-
ometries in the frequency domain. The implementations of
the SVP to date have employed Ritz series expansions in
which series of basis functions spanning the entire wetted
surface represent surface pressure and velocity, in the man-
ner of an analytical-type solution. Therefore, it is a different
point of view from discretized methods. Even if the SVP
does not represent an efficient approach in terms of compu-
tational efficiency and required memory, it has significant
merit, in that~1! it provides a modeling technique that en-
ables one to gain a physical understanding of fluid–structure
interaction problems;~2! it provides an analytical-type solu-
tion whose convergence and error properties are predictable

a!Electronic mail: francof@unina.it
b!Electronic mail: ken.cunefare@me.gatech.edu
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from its variational formulation;~3! the interior and exterior
acoustic field can be modeled with the same basis functions
~the scattered pressure problem, too!. In fact, this latter con-
sideration is the motivation for the work at hand. Prior work
has demonstrated what is called the wavenumber-based SVP,
where the basis functions incorporate structural wave num-
bers in their arguments,8,16–18and use the same set of basis
functions for both the elastic structural response and the ex-
terior acoustic response. If the wave number-based SVP can
be extended to the interior problem, then it will be possible
to formulate a fully coupled exterior–structural–interior axi-
symmetric implementation of the SVP employing a common
set of basis functions to describe the exterior acoustics, the
structural response, and the interior acoustics. Such an ap-
proach may provide an enhanced understanding of the
mechanisms for structural acoustic coupling between exte-
rior and interior sound fields. The work at hand is a step
toward this goal: it focuses in the development and valida-
tion of the SVP for interior acoustic spaces, and its applica-
tion to the analysis of the coupled interior acoustic response
of an elastic cylinder. The fundamental novelty of the work
at hand is the development of the interior form of the SVP,
and the demonstration that there do not appear to be any
fundamental roadblocks to its application. We wish to em-
phasize that our purpose here is to extend the SVP to address
the coupled interior problem, not to take on the fully coupled
exterior–structure–interior problem; such is the realm of fu-
ture work.

In the following sections, we briefly present the devel-
opment of the SVP for interior acoustic domains. We then
detail the development of the wave number implementation
of the SVP, and its integration into the analysis of the
coupled structural acoustic modeling of elastic bodies. For
validation purposes, we consider the acoustic response of an
elastic right-circular cylinder. This geometry was selected as
there are analytical solutions for both the elastic cylinder
response as well as the acoustic response. Further, such a
geometry is of interest in the engineering application~e.g.,
aircraft!. We then compare the analytical solution for the
chosen validation model to the results of numerical simula-
tions obtained using the interior SVP. The convergence be-
havior of the SVP will also be briefly discussed.

II. INTERIOR FORM OF THE SURFACE VARIATIONAL
PRINCIPLE

A derivation of the surface variational principle for in-
terior acoustic domains is straightforward. As the interior
domain derivation is not significantly different than the com-
panion derivation for the exterior domain, we will omit the
detailed development and state the end result. We will elu-
cidate the essential difference between the interior and exte-
rior formulations. The full measure of the derivation may be
found in the literature.4,5,8

In brief, the surface variational principle states that the
functionalJ@p# is stationary to variation of the true surface
pressure distributionp(j) for the prescribed surface normal
velocity distribution Vn(j). The functional, J@p# is ex-
pressed by a double integration over all pairs of pointsj and

z on the surface. For a fluid volume completely enclosed by
a curved surface, the functionalJ@p# is

J@p#5
k2

2 E E $n~j!"n~z!p~j!p~z!G~j/z!%dSz dSj

2
1

2 E E $@n~j!"“jp~j!#

3@n~z!"“zp~z!#G~j/z!%dSz dSj

2 ivrE E p~j!Vn~j!@n~j!"“jG~j/z!#dSz dSj

12p ivrE p~j!Vn~j!dSj . ~1!

The sole difference between Eq.~1! for an interior domain
and the companion expression for the exterior domain as
derived by Wu and Ginsberg8 is the sign of the last term. For
the exterior version of the SVP, the sign of the last term is
negative: all other terms are identical, and with identical in-
terpretations. The sign difference arises when one brings a
field point to the surface from the interior, rather than from
the exterior.

The shape of the generating curve of an axisymmetric
body may be described by the cylindrical coordinatesR(a),
Z(a) for points on the generating curve, as depicted in Fig.
1. The parametera is a nondimensional coordinate on the
generating curve for whicha50 anda51 correspond to the
ends of the shape generator. In this manner the positions of
the surface pointsj, z are identified by~a, u! and ~b, h!.

In the manner of a Ritz expansion, complex Fourier se-
ries are adopted to represent the azimuthal dependence of the
surface pressure and normal velocity. Using nondimensional
coefficients, these expansions are

P~a,u!5
1

2
rc2 (

m52`

`

pm~a!exp~ imu!,

~2!

V~a,u!5c (
m52`

`

Vm~a!exp~ imu!.

Time dependency ofej vt is assumed throughout this paper.
The meridional dependency within Eq.~2! is represented by
a Ritz series for each azimuthal harmonic of pressure and
normal velocity as

FIG. 1. Coordinate system for a body of revolution.
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Pm~a!5 (
k51

`

Pk
mCk

m~a!,

~3!

Vm~a!5 (
k51

`

Vk
mCk

m~a!,

where

Ck
05cos@~k21!pa#, for m50,

~4!
Ck

m5sin~kpa!, for mÞ0.

The basis function representation defined by Eqs.~3! and~4!
has proven to be effective for analysis of exterior acoustic
problems for axisymmetric bodies.8,14 Further, this represen-
tation rather naturally may be interpreted as describing the

response in terms of a discrete wave number spectrum,14

hence, the wavenumber SVP. Finally, since the above basis
functions are complete and satisfy the natural boundary con-
ditions, we may expect this implementation of the SVP to be
convergent,19 and as has already been demonstrated for the
exterior problem.4,5,8

Introducing the radiusa as the reference length, the
variational functional can be rewritten in terms of the azi-
muthal and meridian coordinates as

J@p#5r2c4a (
m52`

`

Jm, ~5!

where

Jm5
p

4 E
0

1E
0

1

$~k2a2R~a!R8~a!R~b!R8~b!2m2Z8~a!Z8~b!!Pm~a!P2m~b!Cm~a,b!1@k2a2R~a!R~b!Z8~a!Z8~b!

2m2R8~a!R8~b!Pm~a!P2m~b!2R~a!R~b!Pm~a!P8~2m!~b!#Dm~a,b!2m@R8~a!R~b!Pm~a!P2~2m!~b!

1R~a!R8~b!Pm~a!P2m~b!#Em~a,b!%db da2
ip

2
kaE

0

1E
0

1

P2m~a!Vm~b!Fm~a,b!db da

1 ip2kaE
0

1

R~a!s8~a!P2m~a!Vm~a!da, ~6!

and wheres8(a)5AR8(a)21Z8(a)2. In Eq. ~6!, the func-
tions Cm(a,b), Dm(a,b), Em(a,b), and Fm(a,b) are
weighted integrals of the Green’s function over all relative
azimuthal positions:

Cm~a,b!5E
2p

p 1

r
exp~ ikar !exp~ imx!dx,

Dm~a,b!5E
2p

p 1

r
exp~ ikar !exp~ imx!cos~x!dx

~7!

Em~a,b!5E
2p

p 1

r
exp~ ikar !exp~ imx!sin~x!dx,

Fm~a,b!5R~a!R~b!s8~a!s8~b!E
2p

p S n~j!"~j2z!

r 2 D
3S ikar21

r Dexp~ ikar !exp~ imx!dx,

wherex is the azimuthal angle between two surface points,
x5u2h.

Taking the variation ofJ@p#, and with the velocity co-
efficient fixed, then

dJ5 (
m52`

`

(
k51

`
]J

]Pk
2m dPk

2m50. ~8!

The derivatives in Eq.~8! for all k indices, at fixedm, lead to
a system of linear algebraic equations for each azimuthal
harmonic modem,

@Am#$Pm%5 ika@Bm#T$Vm%, ~9!

that can be expressed as

$Pm%5@Z2SVPm#$Vm%. ~10!

where@Z2SVPm# identifies the SVP impedance matrix. The
A andB matrices in Eq.~9! result from the double integration
of Eq. ~6! over the surface.

The numerical implementation of the above develop-
ment will not be discussed here, as it is essentially no differ-
ent than that which has already been documented for the
equivalent exterior axisymmetric problem.9,15 We do note
that the evaluation of the integrals in Eqs.~6! and ~7! make
the SVP quite computationally expensive as compared to
FEM or BEM methods.

III. ANALYTICAL SOLUTIONS

In order to assess the performance of the SVP, we will
compare its results to the known analytical solution for the
interior acoustic pressure response of a forced simply sup-
ported ~or shear-diaphragm! right-circular cylinder. We
could merely specify a boundary condition on the boundary
of a right-circular cylindrical acoustic volume and analyze
the response both analytically and with the SVP. However,
as this work was developed to support fully coupled
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exterior–structure–interior analyses, we consider the integra-
tion of the structural response into this validation analysis as
appropriate.

As noted above, the analytical solution adopted as a ref-
erence in this work is that for a right-circular cylinder. The
structural response of the cylinder is modeled using Donnel–
Mushtari thin shell theory.20 A set of assumed vibrational
basis functions are used that satisfy simply supported bound-
ary conditions for the ends of the cylinder. Therefore, the
surface displacements are given by

u~x,u!5 (
n50

`

(
m50

`

Un,m
c cosS npx

L D cos~mu!

1 (
n50

`

(
m51

`

Un,m
s cosS npx

L D sin~mu!,

n~x,u!5 (
n50

`

(
m51

`

Vn,m
s cosS npx

L D sin~mu!

2 (
n50

`

(
m50

`

Vn,m
s cosS npx

L D cos~mu!, ~11!

w~x,u!5 (
n51

`

(
m50

`

Wn,m
c sinS npx

L D cos~mu!

1 (
n51

`

(
m51

`

Wn,m
s sinS npx

L D sin~mu!,

whereu, n, w are the axial, circumferential, and radial dis-
placement whilex,u,r are the axial, azimuthal, and radial
coordinates, as depicted in Fig. 2, andL is the cylinder
length. Each mode amplitude can be determined by solving a
linear algebraic system,20

F A111V2 A12 A13

A21 A221V2 A23

A31 A32 A331V2
G •H Un,m

i

Vn,m
i

Wn,m
i
J 5H 0

0
Fn,m

i J ,

~12!

considering only radial excitations, whereAi j are the ele-
ments of the generalized stiffness matrix related to then,mth
structural mode and

V25
rsa

2~12n2!v2

E
, ~13!

with E Young’s modulus,rs material density,v Poisson ra-
tio, and v the excitation frequency. In particular, the dis-
placement components involved in the structural–acoustic
interaction are

Wn,m
i 5

A11•A222A12•A21

DET
Fn,m

i ,

~14!

Un,m
i 5

A12•A232A22•A13

DET
Fn,m

i ,

where

Fn,m
i 5

«ma~12n2!

LpEh E
0

2pE
0

L

f ~x,u!sinS npx

L D
3cosS mu2

ip

2 Da dx du

with H «m51, when m50,

«m52, when m.0,
~15!

andh the shell thickness.
The analytical solution for the acoustic pressure field

within the cylinder due to the radial displacement is21,22

prad~x,u,r !5 (
p50

`

(
q50

`

(
y50

`

(
i 50

1

(
m50

`

2 j vApqy

3Cpqy
i ~x,u,r !VpqynmWnm

i , ~16!

where

Apqy5S v•r•c2

V D S 1

2jpqyvpqy
2 2 j ~vpqy

2 2v2! D , ~17!

V the cylinder volume, and

vpqy5cAS pp

L D 2

1S kqy

a D 2

, ~18!

Cpqy
i ~x,u,r !5

cos~ppx/L !cos~qu2 ip/2!Jq~kqyr /a!

Dpqy
1/2 .

~19!

In Eq. ~19!, Jq is the Bessel function of orderq, andkqy are
the solutions ofdJq(kqy)/dkqy50, and

Dpqy5S 2

«p«q
D S 12

q2

kqy
D Jq

2~kqy!,

with H «p ,«q51, when p,q50,

«p ,«q52, when p,q.0.
~20!

Finally,

Vpqynm5E
0

2pE
0

L

Cpqy
i ~x,u,r !Fnm

i ~x,u!a dx du, ~21!

and

Fnm
i 5«m sinS npx

L D cosS mu2
ip

2 D . ~22!

Following the same approach as above, it is possible to de-
termine the acoustic pressure of axial modes~i.e., those
modes without dependency on azimuthal directions!.FIG. 2. Cylindrical shell and coordinate system.
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IV. NUMERICAL RESULTS

We present in the following the results of numerical
simulations intended to validate the SVP as applied to
coupled structural acoustic interior analyses. We test the
SVP for two cylinder configurations: one with a relatively
low aspect ratio~the ratio of length to radius! and one with a
higher aspect ratio. For both configurations we compare the
SVP results against those obtained using the analytical for-
mulation. In parallel with these simulations we also investi-
gate the stability and convergence behavior of the SVP so-
lution.

The first numerical validation considers the problem of a
right-circular cylinder with aspect ratio (L/a) equal to 2.4
and having the characteristics defined in Table I. Further, we
assume that the value of the amplitude of the axial displace-
ment is constant across the span of the cylinder’s endcaps
~representing piston-like motion of the endcaps!. We assume
the shell to be excited by two equal, diametrically opposed
normal forces at the midspan, such that the excitation func-
tion is

f ~x,u!5F0dS x2
L

2D @d~u20!1d~u2p!#, ~23!

whered represents the Dirac function.
The first step of the analysis consists of the identification

of the required series length for the azimuthal and longitudi-
nal indices for achieving convergence of the analytical solu-
tion for the surface displacement and acoustic pressure, Eqs.
~11! and ~16!. Consideration of the analytical natural fre-
quencies of the modeled cylindrical shell and the anticipated
ka range lead to a longitudinal series length equal to 20 and
an azimuthal series length equal to 50.

The same considerations for the acoustic volume indi-
cate that only a few natural acoustic modes are present in the
selected frequency range. However, since the coefficient
Vpqynm in Eq. ~16! couples the longitudinal and azimuthal
structural and acoustic basis functions, it is necessary to
maintain the same series lengths for both structural and
acoustic solutions.

Turning now to the SVP analysis, the dependency of the
analytical solutions on the series length was used as a basis
for selecting the series lengths for the SVP analysis. For the
azimuthal series, since the analytical and SVP series are
identical in practice, the SVP series length was set to the

same length as was used for the analytical analysis, that is,
50 terms. Since the meridional basis functions span from the
center of one endcap along the surface of the shell all the
way to the center of the opposite endcap, their geometric
extent is greater than the longitudinal basis functions in the
analytical solution. Therefore, more of these meridional
functions are required to achieve an equivalent spatial reso-
lution. Therefore, we used a series length of 30 terms for the
meridional expansion. The meridional functions must recon-
struct the velocity profile on the meridian length, which is
the sum of the cylinder length plus the cylinder’s endcap
dimension. In fact, the meridian functions are also respon-
sible for introducing the radial dependency of the acoustic
pressure.

Figures 3 and 4 present the analytical solution and the
SVP solution for the acoustic pressure magnitude and phase
over the frequency range specified in Table I at an observa-
tion point at x5L/2, u50, and r 5a, and for the series
lengths defined above. These figures demonstrate that the
SVP solution for the pressure magnitude is in agreement
with the analytical solution, whereas the phase solution
shows some variation as compared to the analytical solution.
The 180° phase error nearka51.2 is due to the observation
point atL/2 coinciding with a nodal line in the response. In
such an instance, small computational errors lead to large
phase errors. Figures 3 and 4 also include the results of in-
dividual SVP analyses using longer series lengths, which sig-
nificantly improved the convergence, particularly with re-
spect to phase. These analyses are discussed below.

Being variationally based, and with its complete or-
thogonal basis functions, the SVP solution should exhibit
asymptotic convergence behavior: Increasing the number of
the meridian functions should increase the quality of the
solution.19 To demonstrate convergence, as well as to im-
prove the quality of the solution, we selected two frequency
ranges for re-analysis at discrete values ofka: one already
exhibiting a good convergence of the SVP (ka

TABLE I. Model parameters, short cylinder,L/a52.4.

Parameter Symbol Value and units

Length L 6.0 m
Radius a 2.5 m
Thickness h 0.0012 m
Structural damping h 0.01
Material density rs 2700 kg m23

Young’s modulus E 7.1 E110 N m22

Speed of sound c 343.0 m s21

Density of air r 1.21 kg m23

Acoustic modal damping jpqy 0.0
Force excitation F0 100.0 N m22

ka range ka5v•a/c 0.0–4.6

FIG. 3. Dimensionless pressure magnitude response versus wave numberka
for SVP and analytical solutions; cylinder withL/a52.4. —, analytical;̄ ,
SVP with 30 meridional functions;s, SVP with 45 meridional functions.
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P@0.69– 1.42#) and another, at higher frequency, exhibiting
lesser convergence (kaP@1.97– 2.79#). The two frequency
ranges were reanalyzed, increasing the number of meridional
functions to 45, as compared to 30 in the original analysis.
For the first frequency range (kaP@0.69– 1.42#) the intent
was, also, to verify if the SVP solution was even stable~i.e.,
that it remained unchanged with an increasing number of
basis functions! since the SVP solution had already con-
verged to the analytical solution. For the first frequency
range, as shown by the discrete data points in Figs. 3 and 4,
the increased number of meridional functions does not intro-
duce any numerical instability~that is, there is no evidence
of the solution beginning to diverge!. Moreover, the phase
value for ka51.24 now closer approximates the analytical
value. For the second frequency range (kaP@1.97– 2.79#)
the purpose was, simply, to achieve better values for the SVP
results, in particular forka52.336 where there was the
greatest discrepancy in the results for the 30 term analysis.
With reference to the second frequency range, Figs. 3 and 4
show that by increasing the number of meridional functions,
it is possible to achieve an improvement of the SVP solution,
confirming one of its basic characteristics. These examples
are not an absolute proof of convergence nor of stability. We
have not analyzed cases with more than 45 meridional func-
tions in an effort to find the limits of numerical stability, as
the computational time is already daunting at 45 such func-
tions.

Turning to the meridional solution, Figs. 5 and 6 present
the acoustic pressure response as a function of the meridian
coordinatea for two selected wave numbers. These figures
demonstrate that at low frequency the SVP fits the analytical
response very well, and as one would expect, the quality of
the solution decreases with increasing wave number.

A subsequent analysis was performed to investigate the
capability of the SVP approach in predicting the surface
acoustic pressure on higher aspect ratio cylinders than con-
sidered above. A cylinder model was constructed with aspect

ratio equal to 12.3, as detailed in Table II. The selected ge-
ometry corresponds to the dimension of a B.Ae.748 aircraft
fuselage. The value of 12.3 for the aspect ratio represents an
interesting test for the already mentioned problem of the
number of meridian basis functions. Without repeating each
step of the analysis reported for the low aspect ratio cylinder
model, we note that~i! The analytical solution converges for
the series lengths for the meridian, azimuthal, and radial ex-
pansions of, 25, 25, and 6, respectively;~ii ! the radial depen-
dency of the acoustic pressure is stronger than for the low
aspect ratio cylinder;~iii ! consequently, a series length of 30
for the SVP meridian basis functions permits us to analyze
the response only up toka52.4; ~iv! the acoustic response is
dominated by the structural resonances over this frequency
range~only a few acoustic modes are present in this range!.
Figures 7 and 8 present the pressure magnitude and phase
response for an observation point located atx5L/2, u50,
r 5a, and confirm the SVP capability in evaluating the

FIG. 4. Pressure phase response versus wave numberka for SVP and ana-
lytical solutions; cylinder withL/a52.4. —, analytical;̄ , SVP with 30
meridional functions;s, SVP with 45 meridional functions.

FIG. 5. Analytical and SVP dimensionless pressure response versus merid-
ian coordinatea, ka50.87; cylinder withL/a52.4. —, analytical;̄ , SVP.
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acoustic response for this slender cylinder model. Correct
selection of the series length for the meridian functions is
critical for agreement of the SVP solution with the analyti-
cal. At the moment, we have noa priori method of deter-
mining the required series lengths. However, unlike the FEM
and BEM methods, where changing the model discretization
requires the complete regeneration of the system matrices,
for the SVP adding another basis function merely adds an-
other row and column to the matrices. Consequently, it is

rather straightforward to assess the adequacy of the solution
by monitoring the convergence of the solution for increasing
series lengths.

V. CONCLUSIONS

The results presented in this paper demonstrate the suit-
ability of the SVP for modeling interior acoustic fields for
axisymmetric bodies. As with prior work for exterior acous-
tic problems, the approach demonstrated the characteristic
asymptotic convergence of variational principal-based analy-
sis tools with increasing numbers of basis functions. Hence,
this provides a method for verifying solution accuracy.

The required computational effort for the SVP is a
strong constraint against using it for industrial and/or large-
scale applications. FEM and BEM methods have a clear

FIG. 6. Analytical and SVP dimensionless pressure response versus merid-
ian coordinatea, ka52.70; cylinder withL/a52.4. —, analytical;̄ , SVP
with 30 meridional functions; ---, SVP with 45 meridional functions.

TABLE II. Model parameters, long cylinder,L/a512.3. All other param-
eters are as in Table I.

Parameter Symbol Value and units

Length L 16.0 m
Radius a 1.3 m
ka range ka5v•a/c 0.0–2.4

FIG. 7. Dimensionless pressure magnitude response versus wave numberka
for SVP and analytical solutions, cylinder withL/a512.3. —, analytical;
¯s¯ , SVP.

FIG. 8. Pressure phase response versus wave numberka for SVP and ana-
lytical solutions; cylinder withL/a512.3. —, analytical;̄ , SVP.
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computational advantage over the SVP. Nonetheless, the
SVP may be a better tool for elucidating physical under-
standing of coupling mechanisms between structures and flu-
ids, as the SVP’s basis functions span the entire surface,
rather than individual elements. Further, the SVP represents
an alternative formulation that may be used to independently
assess the results from FEM and BEM solutions for axisym-
metric bodies.

The work presented here represents a step toward the
analysis of fully coupled problems using common basis
functions for all three domains: the interior acoustic, exterior
acoustics, and full fluid loaded shell.
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A theoretical study of passive control of duct noise using panels
of varying compliance
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It is theoretically demonstrated that, in a duct, a substantial amount of sound energy can be
transferred to flexural waves on a finite wall panel when the upstream portion of the panel is made
to couple strongly with sound. The flexural wave then loses its energy either through radiating
reflection sound waves or by internal friction. The effectiveness of the energy transfer and damping
is greatly enhanced if the panel has a gradually decreasingin vacuowave speed, which, in this
study, is achieved by using a tapered membrane under tension. A high noise attenuation rate is
possible with the usual viscoelastic materials such as rubber. The transmission loss has a broadband
spectrum, and it offers an alternative to conventional duct lining where a smooth air passage is
desired and nonacoustical considerations, such as chemical contamination or cost of operation
maintenance, are important. Another advantage of the tapered panel is that, at very low frequencies,
typically 5% of the first cut-on frequency of the duct, sound reflection occurs over the entire panel
length. This supplements the inevitable drop in sound absorption coefficient, and a high
transmission loss may still be obtained at very low frequencies. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1369108#

PACS numbers: 43.50.Gf, 43.20.Mv, 43.20.Tb@MRS#

I. INTRODUCTION

We are interested in devising a mechanism of broadband
passive control of duct noise without using porous media
such as glass wools or perforated metal sheets. Porous media
have been the backbone of almost all dissipative noise abate-
ment techniques~Beranek, 1992!. When air is forced into the
pores or cavities by sound, substantial viscous friction occurs
between air and solid structures, typically fibrous and opti-
mized to have the maximum surface contact area with air.
The performance of a porous noise absorber is closely re-
lated to its ability to cause pressure loss to the mean flow. An
air duct is often split into small channels with lined walls and
the normalized flow resistance is usually over unity@Ingard
~1994!, p. 2-1#. If the flow speed is high, such lining may
also cause extra noise. In addition, dusts get into pores easily
and have to be cleaned periodically, which obviously con-
tributes to the maintenance cost of building ventilation sys-
tems using porous linings. There are also places, such as
operation theatres, where high hygienic requirement forbids
the use of such materials. In fact, there are already public
concerns of bacteria breading in the ventilation systems of
ordinary commercial buildings equipped with central air con-
ditioning systems. The use of porous material for noise or
heat insulation purposes in the ventilation pipeworks is be-
lieved to contribute to an indoor air quality which is often
worse than outdoors. The other problem of using porous or
fibrous materials for sound absorption is that its performance
degrades towards low frequencies, such as below 200 Hz.

To deal with the low-frequency noise and to avoid the
disadvantages associated with the rough surfaces of porous
materials, two types of membrane sound absorbers with
smooth surfaces have been developed in the past. Ford and
McCormick ~1969! described an earlier type consisting of
layers of thin membranes, such as 0.2 mm aluminum sheets,

stacked at a certain distance from one another. They are used
in broadcasting studios, concert halls, etc. Fuchs and his col-
leagues developed another type of membrane absorber~Ack-
ermannet al., 1988! in which a perforated thin plate is glued
to an all-metal honeycomb structure forming an array of
Helmholtz resonators. The device shows two resonance
peaks relating to the Helmholtz resonance and the resonance
of the cover plate, respectively. Another smooth cover sheet,
typically of 0.1 mm aluminum, is then added in front of the
perforated plate to protect the resonator from flow and dust.
The separation distance is typically 1 mm. The result is an
improved performance between the two resonance peaks.
Membrane absorbers of this type has provided useful attenu-
ation of low-frequency noise down to some 60 Hz when used
in a papermill exhaust~Ackermann and Fuchs, 1989!, but
exact theoretical prediction proved rather difficult~Fromm-
hold et al., 1994!. The main disadvantage of both types of
membrane absorbers, however, is their narrow-bandedness
typical of all resonator-type silencers. What is needed then is
a nonresonator-type membrane absorber which will work for
a broad frequency band. We propose to achieve this through
transferring energy effectively from sound in air to the struc-
tural vibration by means of a strong fluid-structure coupling
in the form of travelling waves.

The rationale behind introducing the strong air-structure
coupling is that the attenuation of structural vibration could
be made much higher than that resulted from the air-solid
friction. Air-wall coupling has been a topic of investigation
in the context of the so-called ‘‘breakout noise’’ from air-
handling pipes~Cummings, 1994!, but such coupling is un-
intended and the fraction of energy leaking is insignificant. If
sound energy could be transferred to structure effectively,
the expertise built in the field of vibration absorption and
isolation will be readily deployed for noise absorption. The
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question, then, is how could such energy transfer happen
substantially and, if so, whether the damping coefficient re-
quired of the quick dissipation of structural energy is realis-
tic? This study explores a theoretical model which yields
encouraging answers to the above questions. The focus of
this paper is on the characteristics of the fluid-structure cou-
pling although the performance of such a potential noise ab-
sorption technique will also be briefly discussed. The present
study is a development of the previous one on uniform pan-
els ~Huang, 1999!, and the performance shown here repre-
sents a significant improvement in both sound reflection and
dissipation.

We consider a finite, thin membrane under tension to
form part of a duct wall. The panel has its ownin vacuo
wave speed,cT* , determined by its density and the tensile
stress applied. Note that asterisk in the superscript signifies
dimensional quantities which will be represented later by
dimensionless ones of the same symbol without asterisk. The
air-panel coupling is strong only whencT* is close to the
isentropic speed of sound in free space,c0* , which is around
340 m/s at room temperature. Under such a condition, the
structure may be regarded as being ‘transparent’ to sound.
But at such speed structural waves will go a long way with-
out significant damping, which is undesirable for the purpose
of noise absorption. So a gradation ofcT* is introduced to
slow down the waves. We expect that the energy dissipation
per unit distance will be increased to a level useful to noise
absorption, which is confirmed in this study. We also found
that the actual phase speed of the coupled wave, which is a
function of the axial distance,c* (x* ), is somewhat less than
cT* due to air inertia, butc* (x* ) follows the trend ofcT* (x* )
rather closely.

As a preliminary study, we tactically make the following
assumptions or exclusions, some of which may well be im-
portant in practical terms.

The frequency of the incident wave is below the first
cut-on frequency of the duct.

Bending stiffness if ignored even though membranes of
moderate to high thickness are implied in numerical ex-
amples. It is hoped that, in future studies, means other than
using tapered membrane may be found to achieve a certain
distribution ofcT* (x).

The problem of possible flow-induced vibration is po-
tentially the most serious one and is left to future studies.

The effect of the fluid loading on the external side of the
panel serves to complicate the algebra and is excluded.

The last assumption may need further justification. It is
noted that when the external air is not confined, it exhibits
evanescent waves with an effect of added mass. Therefore it
is not expected to impact on the qualitative results sought in
this study. In real applications, however, the external air may
be confined by a solid wall to form a cavity to prevent noise
breakout. The fluid loading inside the cavity is expected to
play a similar role as that of the internal loading and, for the
special case of a cavity having a depth equal to the main duct
height, the total loading on the panel is simply double that of
the present model without external fluid. The exclusion of
the external fluid will be better appreciated when further de-
tails are revealed for the complicated cross-modal interac-

tions and many other physical ingredients already present in
the current model.

II. FORMULATION OF NOISE-INDUCED VIBRATION

A. The theoretical model

We consider an infinite channel of heighth* fitted with
a flexible strip of lengthL* on the lower channel wall. We
call this strip a panel although the theoretical configuration is
two-dimensional in nature. Noise of low frequency comes
from the left-hand side of the channel and causes the panel to
vibrate. We first limit ourselves to frequencies below the first
cut-on frequency of the channel,c0* /2h* . The questions we
ask are what proportion of sound energy is reflected, how
much is transmitted to downstream, and how much is
damped by the internal friction of the panel? The reflection
and absorption coefficients of energy are denoted byb and
a, respectively, while TL represents the transmission loss.

All variables are normalized using the length scaleh*
and time scaleh* /c0* :

x5
x*

h*
, y5

y*

h*
, t5

c0* t*

h*
, c5

c*

c0*
,

f 5
f * h*

c0*
, L5

L*

h*
, k05

v* h*

c0*
,

v52p
f *

c0* /h*
5k052p f , k5

v

c
, h05

h0*

h*
, ~1!

p5
p*

r0* ~c0* !2 , M5
M*

r0* h*
, cT5

AT* /M*

c0*
,

D5
D*

r0* c0*
.

The dimensionless symbols are explained below.x andy are
the Cartesian coordinates.L and h0 are, respectively, the
panel length and the amplitude of the local panel displace-
ment.c is the phase speed of the coupled wave in panel and
air, which may differ from the isentropic speed of sound in
free space, i.e.,cÞ1. f is the dimensionless frequency, for
which the first cut-on mode of a rigid wall duct has the value
of 0.5. k is the wave number based onc. The dimensionless
angular frequencyv defined here is equivalent to the dimen-
sionless wave number (k0) based on the speed of sound in
free space.p is the general symbol for pressure perturbation.
cT is the in vacuowave speed provided by the tensile force
T* . The panel has a dimensional mass per unit areaM* and
dampingD* . The air has a mean density ofr0* . M and D
are, respectively, the dimensionless structure-to-air mass ra-
tio ~or simply mass henceforth! and the damping coefficient
of the panel.

As shown in Fig. 1, the origin of the Cartesian coordi-
nates,x5y50, is located at the center of the panel which
lies in the region ofuxu,L/2. BothM andD may vary with
x. The incident wave of unit amplitude is given aspi

5exp@i(vt2k0x)#. The panel thickness distributionb(x) is
normalized by its mean, so that
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L21E
2L/2

1L/2

b~x!dx51.

The local panel mass is written as

M ~x!5M0b~x!,

whereM0 is the mass averaged over the whole length. The
dynamics of the panel vibration is governed by

M ~x!
]2h

]t2 1D~x!
]h

]t
1pw2T

]2h

]x2 50, ~2!

wherepw is the pressure perturbation on the inner side of the
panel, the effect of fluid on the external surface being left to
future studies as its inclusion at this moment may only serve
to complicate the algebra. For instance, in real applications,
the panel may be backed by an air cavity formed between the
panel and a lower rigid wall to prevent the break-out noise.
The cavity air pressure caused by the vibration of the panel is
expected to have similar behavior to that inside the main
duct. In the special case where the cavity has the same depth
as the duct, the pressure loadingpw is simply doubled. If the
depth is different, the algebra will become rather involved.
Therefore the present study is based on an idealistic model of
no external fluid. The structural dampingD(x) is estimated
by its in vacuo dynamics. By specifyingpw50 and h
5h0 exp@i(vt2kx)# we have

2Mv21Div1Tk250.

The loss factor of a material,s, is defined as the ratio of
energy damping per radian to the maximum potential energy
@cf. Ungar~1997!#

s5

1
2Dvuh0

2u
1
2~Tk2!uh0

2u
5

Dv

Tk2 .

The wave numberk here cannot be specified and for the
tensioned membrane the issue of damping is in fact more
complicated than that of bulk material~Berry, 1992!. Since
the present study is focused on other aspects of dynamics, we
choose a simplistic model by substitutingk with v/cT , so
that

D5
sTk2

v
,

sTv2

vcT
2 5sMv.

For metals, the loss factors is in the range of 1024 to 1023

and is independent of frequency of the audio range. For vis-
coelastic materials like natural rubber,s is weakly dependent

on frequency in the range of interest, such as from 100 Hz to
1 kHz. The value ofs for the natural rubber at 100 Hz is 0.2
at room temperature. Damping for other viscoelastic materi-
als can be over unity, and effective damping for composite
structures like sandwiched or shearing layers can be even
higher. The typical value we choose in our examples will be
0.05.

B. Modal dynamics of the panel vibration

For harmonic excitation, the panel displacement may be
replaced by its velocity ash5V/ iv. Equation~2! may be
rewritten as

S iM ~x!v1D~x!2
T

iv

]2

]x2DV1pw50. ~3!

In order to satisfy the structural boundary conditions of the
panel,Vux56L/250, we expandV in terms of sine-transform
using a local dimensionless variablej5((x/L)1 1

2) which
spans from 0 to 1 for the panel:

V5(
j 51

`

Vj sin j pj, Vj52E
0

1

V~j!sin j pj dj.

Vj will be referred to as the coefficients of panel modes to
avoid confusion with duct acoustic modes although sinjpj is
certainly not the eigenfunctions of the tapered panel with or
without fluid loading. The axial variations of the panel prop-
erties are expanded in terms of cosine-transform as follows:

M ~x!5M0S 11 (
q51

`

Mq cosqpj D ,

D~x!5D0S 11 (
q51

`

Mq cosqpj D ,

whereD05sM0v. Multiplying Eq. ~3! by 2 sin jpj and in-
tegrating over the panel length lead to

E
0

1F ivM ~j!1D~j!1
T

iv S j p

L D 2GV~j!2 sin j pjdj1pw j

50,

where

pw j5E
0

1

pw2 sin j pj dj.

FIG. 1. The mathematical model of
plane wave incident on a panel of non-
uniform thickness. The panel has
length L and is under tensile forceT.
The thickness distribution function
b(x) is normalized to have a mean
value of unity.
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SubstitutingV(j) by its sine expansion andM (j),D(j) by
their cosine expansions, and defining

Lj5 ivM01D1
T

iv S j p

L D 2

,

~4!
Sq5~ ivM01D0!Mq , j ,q51,2,3,... ,

we get

LjVj1 (
q51

`

(
j 851

N

Vj 8E
0

1

2Sq@cosqpj sin j 8pj

3sin j pj#dj1pw j50

in which

E
0

1

@cosqpj sin j 8pj sin j pj#dj

5 1
4@d j 8~ j 1q!1d j 8~ j 2q!2d j 8~q2 j !#,

andd i j is the delta function. So that

LjVj1
1

2 (
q51

`

Sq~Vj 1q2Vj 2q2Vq2 j !1pw j50,

j 51,2,3,...,N. ~5!

The Sq series may be rewritten as

(
q51

`

Sq~Vj 1q1Vj 2q2Vq2 j !

5 (
n51

N

YjnVn ,Yjn5Sn2 j1Sj 2n2Sj 1n ~6!

in which Sj <0 should be assigned a value of zero.
The perturbation pressure on the wall (pw) may be split

into contributions from the incident wave and the radiation
of its own. In terms of panel modes expansion,

pw j5 (
n51

N

VnZjn1I j , ~7!

whereZjn is the radiation impedance on thejth panel mode
induced by the vibration of thenth mode, which has been
calculated in a previous study~Huang, 1999! and the result is
given below in terms of summations over duct acoustic
modes,

Zjn52E
0

1

pn sin j pj dj

5L (
m50

`

cm~22d0m!I2~m,n, j !, ~8!

wherepn is the radiation pressure of thenth mode, and

I2~m,n, j !5
np j p~einp2e2 ikmL!~einp1ei j p!

@~kmL !22~np!2#@~kmL !22~ j p!2#

2
ikmLd jn

~kmL !22~np!2 .

Here cm5@12(mp/v)2#21/2 for cut-on modes, butcm

5 i u12(mp/v)2u21/2 for cut-off modes, andkm5v/cm .
Treatments forI2 ~when it becomes 0/0-type! have also been
given in ~Huang, 1999!. Note that it is necessary to take
account of the cross-modal impedance,zjn , j Þn, since the
panel dynamics are determined by the near-field pressure on
the panel, which does not have the convenient orthogonal
properties as far as the vibration modes are concerned.

I j is the sine-transform of the incident wave:

I j52E
0

1

e2 ik0L~j21/2!sin~ j pj!dj

52 j peik0L/2Fei ~2k0L1 j p!21

~k0L !22~ j p!2G , ~9!

where the term in square brackets becomes (2ik0L)21 when
k0L→ j p.

Inserting Eqs.~6! and ~7! into Eq. ~5! we have

LjVj1 (
n51

`

YjnVn1 (
n51

`

ZjnVn52I j , j 51,2,3,...,N,

for which the solution is written in the following matrix
form:

@Vj #52Z21@ I j #, Z5@Zjn#1@Yjn#1@Lj j #.

Here @Vj # and @ I j # are column vectors,@Lj j # is a diagonal
matrix formed by structural constantsLj defined in Eq.~4!.

C. Transmission loss and energetics of sound-panel
coupling

The pressure perturbation induced by the wall oscillation
was given by@Doak ~1973!, Eq. ~123!# and is rewritten be-
low in our notations and simplified for the two-dimensional
configuration:

p~x,y,t !5
1

2 (
m50

`

cmcm~y!E
2L/2

1L/2

cm~y8!V~x8,t !

3@H~x2x8!e2 iv~x2x8!/cm

1H~x82x!e1 iv~x2x8!/cm#dx8, ~10!

whereH is the Heaviside function,y850 is the coordinate of
the panel,cm is the channel modal function definedcm(y)
5A22d0m cos(mpy), and cm is the complex modal wave
speed defined earlier.

The sound waves transmitted downstream is the sum of
incident wave and the downstream travelling wave radiated
by the vibrating panel. For excitation frequencies below that
of the first cut-on frequency of the channel, sound waves
radiated downstream,x.L/2, may be calculated from Eq.
~10!,

p1

pi
5

L

2 (
j 51

`

VjE
0

1

sin~ j pj8!eik0L~j821/2! dj8

5
L

2 (
j 51

`

Vj j pe2 ik0L/2F ei ~k0L2 j p!21

~k0L !22~ j p!2G ,
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in which the square brackets takes the value ofi /2k0L when
k0L/p5 j . The transmission loss is found by

TL5220 log10Upi1p1

pi
U.

Within the panel region,uxu,L/2, wave radiation from
the panel is also split between left and right directions. The
left-travelling wave is regarded as the local reflection wave,

p2~x,t !5
1

2
eik0xE

x

1L/2

V~x8,t !e2 ik0x8 dx8,

for which the time-mean intensity is calculated as

I 2S uxu,
L

2D5
1

2
up2u25

1

8 U Ex

1L/2

V~x8,t !e2 ik0x8 dx8U2

.

~11!

Once I 2 is calculated, the intensity of the right-travelling
wave, I 1 , can also be found by taking a control volume
from x5x to x5L/2 and writing the energy flux conserva-
tion as follows:

I 1~x!1E
x

L/2

I s dx5I 21I 1TE,

I 1~x!5I 1TE1I 22E
x

L/2

I s dx,

where subscript TE means evaluation at the trailing edgex
5L/2. Here

I s5
1
2Re@pwV̂# ~12!

is the sound radiation intensity from the panel, andV̂ is the
conjugate ofV. The time-mean energy dampingI d is found
as

I d5 1
2sM ~x!vuVu2 ~13!

and the energy balance between the incident, reflection,
transmission waves and the damping is

1
2upi u25 1

2up2u21 1
2upi1p1u21I d ,

which has been accurately validated in numerical implemen-
tations. Note that the reflection and damping coefficients are
given by

b5
up2u2

upi u2 , a5
I d

1
2upi u2

.

Also validated is the energy balance for the structure

E
2L/2

1L/2

~ I d1I s!dx50.

III. ANALYSES OF RESULTS

We choose long panels of lengthL550 with moderate
damping as the default setting for the purpose of understand-
ing wave behaviors, but the noise abatement performance of
shorter panels~L510! will also be discussed towards the
end. Two identical panels are installed on the two channel
walls, which is equivalent to having one panel in a channel
of width h* /2, a fact which is conveniently used in numeri-
cal calculations. The following parameters will be regarded
as the default values in examples and will not be described
again in figure captions or text,

L550, M0510, s50.05.

Tapering of membrane thicknessb(x) is specified via the
local in vacuowave speed defined ascT(x)5AT/M (x) and
a sigmoid curve defined as

S~jus,j0!5
1

11es~j2j0! ,

FIG. 2. Sigmoid curve used forin
vacuo flexural wave speed prescrip-
tion, S(jus,j0), in which s controls
the steepness in the mid-range ofj and
j0 the center of symmetry. The solid
curve with left-shift and moderately
high steepness is the default shape
used for later examples.

FIG. 3. The response of a tapered
panel of default setting at frequency
0.15. a50.095, b50.905, TL
562.2 dB.
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cT~j!5cT21
S~jus,j0!2S~1us,j0!

S~0us,j0!2S~1us,j0!
~cT12cT2!,

is adopted for easy manipulation of shapes as shown in Fig.
2. cT1 andcT2 are, respectively, thein vacuowave speed at
the upstream and downstream ends of the panel. The default
values used in the calculations are

cT151, cT250.1.

Parameters controls the curve steepness in the middle re-
gion, andj0 is the center position of the curve which con-
trols the relative slope at the leading and trailing edges. The
larger s is, the steeper the curve becomes in the middle re-
gion while the leading and trailing edges of the panel remain
relatively smooth. Reducingj0 has the effect of steepening
the leading edge and flattening the trailing edge. The solid
curve in Fig. 2 will be used as the default setting:

s58, j050.4.

A. Fluid-structure interaction

Figures 3 and 4 show the solution for the panel of de-
fault setting at frequencyf 50.15. Figure 3~a! shows the ta-
pering curveb(x) which is essentiallycT

21/2(x). The mass
ratio at the leading and trailing edges are 0.388 and 38.8,
respectively. The flexural waveeivtV(x) is decomposed into
waves travelling to the left,V2 , and right,V1 , by means of

eivt sin j pj5@ei ~vt1 j pj!2ei ~vt2 j pj!#/2i

and the results are shown in Fig. 3~c!. The actual local wave
speed is calculated asc(x)5v/k(x), wherek(x) is the local
gradient of decreasing phase angle ofV1(x). The result is
shown in Fig. 3~b!. c(x) follows cT(x) very well at the
downstream half of the panel but the deviation is large at the
upstream half. The reason is that the upstream half of the
panel is thin and the fluid loading dominates. A snapshot of
the vibration is shown in Fig. 3~d! confirming the shortening
of the wavelength. The reduction ofuV1(x)u in general is
caused by both damping and sound radiation.

The reflection coefficient of sound energy~a! is only
9.5% in this case, so the transmission loss of 62.2 dB is
mainly contributed by the absorption in the form of flexural
wave damping. The fact that the waves slow down should
lead to a rising amplitude inV1 , but this is countered by the
increase in panel mass and the removal of energy by damp-
ing. The full energy balance picture is shown in Fig. 4. Fig-
ure 4~a! gives the rate of energy damping per axial distance
(I d) defined by Eq.~13!. The rate peaks somewhere in the

middle of the panel due to the two competing factors. One is
the increasing damping coefficientD5sM (x)v, and the
other is the decreasing vibration amplitudeuV(x)u. Figure
4~b! gives the local energy influx from air to structure,2I s ,
where I s is the sound radiation power defined in Eq.~12!.
The energy balance for the panel means that the integral of
curves in Figs. 4~a! and ~b! should be equal, which is con-
firmed in the calculation with a numerical error less than
0.015%. The spike in Fig. 4~b! means that the sound energy
is transferred to the panel mainly near the leading edge but
the damping by panel friction takes place rather gradually.
Figure 4~c! shows the distribution of intensity of left-
travelling sound,I 2(x), and its axial gradient reflects the
local contribution towards sound reflection by the tapered
panel. Starting from the trailing edge,I 2 gathers strength
and reaches about 0.02 near the leading edge, the slope being
largest near the middle of the panel. Near the leading edge
there is a distinct sharp rise inI 2 representing the effect of
scattering of incident wave. Atx52L/2, I 250.047 is the
intensity of reflection sound further upstream which is some-
what lower than the peak ofI 2(x), indicating a destructive
interference of reflection waves radiated over the panel
length and the scattering by the leading edge. Figure 4~d!
gives the intensity of the right-travelling sound,I 1(x),
which is the sum of the incident soundpi and the panel
radiation. The sharpest reduction ofI 1 occurs near the lead-
ing edge where two events occur:~a! wave scattering by the
leading edge, and~b! energy tansfer from sound to the panel,
the latter being dominant in this case.

B. Comparison with uniform panel

We now compare the behavior of the typical tapered
panel with that of a uniform panel and the results are listed in
Table I. The uniform panel has the same mass ofM510, a
damping coefficient ofs50.05, and a tension ofT50.39
corresponding to the value of thein vacuo wave speed of

FIG. 4. Energetic analysis of the de-
fault tapered panel at frequencyf
50.15. TL562.2 dB.

TABLE I. Comparison of tapered and uniform panels.

Panel Tapered Uniform Tapered Uniform

f 0.15 0.15 0.05 0.05
cT 1→0.1 0.20 1→0.1 0.20
c 0.52→0.1 1.14 0.34→0.1 0.19
Reflectionb ~%! 9.5 0.3 20.2 44.1
Absorptiona ~%! 90.5 49.4 79.5 55.0
TL ~dB! 62.2 3.0 25.0 20.5
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cT50.2 We first calculate for the frequency off 50.15 for
which the results are listed at the second and third columns
of Table I. For the tapered panel, the actual wave speedc(x)
varies from 0.52 at the leading edge towards 0.1 at the trail-
ing edge, but for the uniform panel, the subsonic wave is
dominated by the supersonic wave of speed 1.14; supersonic
eigenvalue being identified in the previous study~Huang,
1999!. Since the wave speed is very close to unity, very little
reflection occurs. Damping takes away 49.4% of the sound
energy, which is much lower than 90.5% on the tapered
panel. This clearly demonstrates the utility of panel tapering.
We then test a lower frequency off 50.05 at which super-
sonic wave is avoided in the uniform panel. The results are
shown at the last two columns of Table I. It is found that the
tapered panel has a higher wave speed near the leading edge
and the reflection is much lower than that of the uniform
panel. But the much improved damping compensates for the
overall performance in transmission loss. In fact the tapered
panel has a TL of 25.0 dB while the uniform panel has 20.5
dB.

C. Modelling of the sound reflection

When using tapered panels, one wishes to maximize
sound absorption coefficienta, but absorption cannot occur
for sound reflected at the leading edge of the panel. In this
section, we attempt to model the sound reflection coefficient
b so that ways may be found to minimize it. As shown in the
typical case of Fig. 3~b!, the actual wave speedc(x) is rather
constant at the first one third of the panel length where the
intensity of the upstream travelling sound,I 2 , is significant.
We model the sound reflection by the panel by replacing the
panel with a hard wall and filling the whole downstream duct
with another fluid with the density of air but a speed of

sound equivalent to the prevailing flexural wave speed at the
upstream portion of the panel denoted ascLE . cLE may be
calculated by averaging the phase speedc(x) over the first
25% of the panel length. For example, for the basic case
shown in Fig. 3~b!, cLE is found to be 0.52. We call this
interface model. The panel is finite but the damping used in
the default setting is expected to eliminate substantial flex-
ural wave reflection at the trailing edge, which provides
some ground for optimism for the interface model. The re-
flection at such interface is

Rint5S 12cLE

11cLE
D 2

.

For the default panel setting,cLE50.52 andRint510.0%,
comparing well with the actual result ofb59.5%. We now
vary the panel property by changingcT1 from 0.5 to 2.0 in
order to changecLE to validate the interface model. The re-
sult is shown in Fig. 5, which shows good agreement. Should
cLE reach unity, sound reflection might be eliminated.

Having identified the deviation ofcLE from unity @as
shown in Fig. 5~a!# as the main source of sound reflection,
we now focus on whycLE,cT1. The reason is that the air
imposes virtual mass on the panel. For waves travelling to
the right at constant speedc, the virtual mass may be found
as

ma5
p

ivV
5

coth ka

ka
, ka5AS v

c D 2

2S v

c0
D 2

~Huang, 1999!. When c→c051, ka→0, ma→`. For c
,1, lower frequency gives lowerka , hence higher virtual
mass. Asv→0, ka→0, ma→`, whatever the wave speed
c. This analysis does not account for the fact that, near the
leading edge, the panel experiences standing flexural waves,

FIG. 5. Interface model for sound re-
flection. The panel parameters are
those of default exceptcT1 . The fre-
quency is 0.15.~a! is the variation of
prevailing wave speed near the leading
edge againstcT1 , and ~b! shows the
agreement between the actual sound
reflection coefficientb ~shown as* )
and that predicted by the interface
modelRint ~shown as the solid line!.

FIG. 6. Effect of damping parameter
s. ~a! gives the sound absorption coef-
ficient a, ~b! gives the reflection coef-
ficient b, and ~c! shows the corre-
sponding TL. All are calculated forf
50.15. ~d! and ~e! are the optimal
damping coefficients and maximum
TL, determined by the peak in~c!, as a
function of frequency.
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but the virtual mass factor could play an important role, es-
pecially where the panel is thin.

D. Optimal damping

For the moderate frequency off 50.15, the variations of
sound absorption and reflection coefficients with the material
loss factors are shown in Figs. 6~a!, ~b!, and ~c! for the
default panel setting. Damping reduces reflectionb and in-
creases absorptiona over almost the whole range ofs
shown above, but the total transmission loss has a peak at
s50.38. The variation of the optimal loss factor (sopt) with
frequency is shown in Fig. 6~d!. Note that, for short panels,
the curve of this relationship exhibits a highly oscillatory
behavior. The maximum transmission loss achieved with the
optimal loss factor is shown in Fig. 6~e!.

E. The effects of mass and tension

The variation with panel massM is studied by raisingM
while keepingMs constant since the latter determines the
damping coefficientD. The results are shown in Figs. 7~a!
and~b! covering the whole frequency range. The thick lines
are for the heavier panel which hasM530. The heavier
panel has less sound reflection over the whole frequency
range. The reason is that the virtual mass that air imposes on
the vibrating panel is relatively small and, as a result, the
actual wave speed near the leading edge,cLE , is closer to its
in vacuovalue cT1. The absorption coefficienta increaseas
at frequencies less than about 0.2 in the example but de-
creases at higher frequencies. The increase is related to the
reduction in sound reflection but the decrease is associated
with the lack of response from heavier panels at high fre-
quencies. In Figs. 7~c! and ~d! the effect of mass on the
optimal loss factorsopt and the corresponding optimal trans-

mission lossTLopt are presented for the frequency of 0.05.
The conclusion is that heavy panels cannot take advantage of
higher damping.

The effects of tension are studied by increasing or de-
creasing the values ofcT1 andcT2 proportionally so that the
shape ofcT(x) remains unchanged. Panels with higher ten-
sion are represented by thinner lines in Fig. 8. The thinnest
line is for the case ofT51.55,cT152, cT250.2, while the
thickest line is for the case ofT50.097,cT150.5,cT2

50.05. When the tension is increased, sound reflection re-
duces and absorption increases, although at very low fre-
quency range there are considerable spectral oscillation, as
expected. For panels with highercT1, the actualcLE is closer
to unity, hence less reflection. Notice that the increase incT2

andcT(x) in general should not favor wave absorption, given
the same amount of incident flexural waves, but the absorp-
tion coefficient is increased for panels with higher tension in
this case. The reason is that the damping coefficient chosen
for the default panel is high enough to absorb the increased
amount of energy in the excited flexural waves.

F. Frictionless panels

Now we discuss cases where the finiteness of the panel
plays an important role in sound reflection by considering
frictionless panels. We first consider short panels of length
L510, and the distributions of left-travelling sound inten-
sity, I 2(x), are shown in Figs. 9~a! and~b!. Figure 9~a! is for
the frequency off 50.05 and Figure 9~b! is for the frequency
of 0.06. The oscillatory pattern ofI 2(x) is indicative of in-
terference of sound waves reflected from different parts of
the tapered panel. In the case of Fig. 9~a!, the total intensity
of the reflected sound at the leading edge is at the peak of the
variation pattern, andb is 96.5%. In the case of Fig. 9~b!,
however, one can see values ofI 2 in excess of 0.5~i.e.,

FIG. 7. Effect of mass on spectral per-
formance and optimal damping. For
~a! and ~b! the thin solid lines are for
the default panel ofM510, s50.05
while the thick one is for the heavy
panel ofM530, s50.05/3. The loss
factor s is reduced so that the effec-
tive energy damping determined by
Ms is the same. For~c! and ~d! the
frequency is 0.05.

FIG. 8. Effect of tension on sound ab-
sorption coefficienta and reflection
coefficientb. The panel properties are
those of default except the thin line
has tension four times the default
value of T50.39 ~medium thickness
line! while the thickest line has a quar-
ter of the default tension.
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b51! locally, but the total reflection is only 71.0% as the
leading edge emerges near the bottom of the interference
pattern. Figures 9~c! and ~d! are for the default panel length
of 50 and the frequencies are both 0.05. Figure 9~c! is for the
tapered panel while Fig. 9~d! is for the uniform panel subject
to the same tension as the tapered panel. The tapered panel
has 92.5% sound reflection but the uniform panel has only
85.2%. The axial variation ofI 2(x) again suggests construc-
tive and destructive interference of the reflection waves on
the tapered panel. The lack of such varitaion on the uniform
panel indicates that there is little reflection except around the
leading edge. The prevailing wave speed near the leading
edge~cLE) is 0.33, 0.30, 0.33, and 0.52 for the four cases,
and the corresponding reflection coefficients according to the
interface model are 25%, 29%, 25%, 10%, respectively. The
actual reflection in these cases are all much higher. This is
because, on a frictionless panel, there is strong reflection of
flexural waves by the trailing edge,V2(x), which radiates
sound upstream very effectively.

The variation of wave reflection with the panel length is
given in Fig. 10 for the frequency off 50.15. The thick solid
line is for the tapered panel, which shows a persistent per-
formance when used as a noise reflector. The other two lines
are for uniform panels with the samein vacuowave speed of
cT50.20, the solid line is for massM510, which is the
same as the tapered panel, while the dashed line is for a light
panel ofM51. The heavy uniform panel hardly reflects any
sound except at a few discrete points, which is why we in-
troduce the light one for comparison. The reflection is higher
on the light uniform panel but passbands exist, which is typi-
cal of conventional reactive mufflers.

G. Performance of panel muffler

For the purpose of passive control of duct noise,L
550 is too long.L510 would be more practical. One may

always design smaller channels~smallerh* ! so the dimen-
sional lengthL* 5h* L may be limited. But for the same
panel material and thickness, the dimensionless mass param-
eter,M5M* /r0* h* , becomes higher and the dimensionless
frequencyf 5 f * h* /c0* of interest will be shifted towards the
lower range. Our task now is to design a muffler which
would give high transmission loss over the whole frequency
range of f P(0,0.5). We compare the performance of the
following two panel settings, the first being similar to the
default:

~1! M510, L510, s50.05, cT151, cT250.1;
~2! M510, L510, s50.15, cT152, cT250.025.

The second setting has a higher loss factor and a larger range
of thickness tapering, the results are shown in thick lines in
Fig. 11 in the form of one-third octave averaging starting
from a dimensionless center frequency of 0.0275. In general
the highly tapered and damped panel experiences more
sound reflection and less absorption except at very low and
high frequencies. The example shows that, by appropriate
adjustment, it is possible to have a rather good performance
over the whole frequency range of plane waves. The perfor-
mance shown here is comparable to that of a typical lined
duct, cf. Beranek~1992!, which gives somewhere between 3
dB and 4 dB attenuation per unit distanceh* at the optimal
frequency. At very low frequencies such asf 50.0275~for a
duct of 20 cm in height,f * 50.02753340/0.2547 Hz) lined
ducts normally achieves some 0.6 dB per channel height us-
ing very resistive porous material, cf. Fig. 6.1.4 of Ingard
~1994!. Note that the latter is compiled for the single-sided
duct lining, and the corresponding abscissa value of channel
width/wavelength for the double lining channel should be
f /250.013 75. The TL reading of 0.3 dB is then doubled for
the double lining. In our case the corresponding attenuation
is 2 dB perh* . This comparison means that a noise absorber

FIG. 9. Distributions of intensity of
upstream travelling sound. The four
cases are ~a! L510, f 50.05, b
596.5%, ~b! L510, f 50.06, b
571.0%, ~c! L550, f 50.05, b
592.5%,~d! L550, f 50.05, uniform
panel of the same tension (T50.39),
b585.2%.

FIG. 10. Sound reflection on friction-
less panels at frequency 0.15. The
thick solid line is for the tapered panel
showing near complete reflection for
all length. The thin solid line is for the
uniform panel of the same massM
510 and tension. The dashed line is
for much lighter uniform panels ofM
51 and the samecT50.2.
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made of tapered panel could achieve a transmission loss
spectrum flatter than that of the conventional means.

IV. CONCLUDING REMARKS

If a flexible panel is to be used as a muffler for passive
noise control in a duct, it is desirable to have low reflection
and high absorption. For energy absorption to be effective,
sound must first be transferred from air to the flexural waves
in structure. The energy transfer takes place when sound
couples strongly with the wall vibrations, but significant
sound reflection occurs near the panel leading edge if the
coupling is spatially abrupt. To suppress such reflection, the
phase speed of the coupled wave must approach the isentro-
pic speed of sound in free space. But a perfect match is
difficult to achieve at low frequencies since air imposes high
virtual mass on the vibrating panel whose actual wave speed
differs from its in vacuovalue. Typically, sound energy is
pumped into the structure near the leading edge and it gets
absorbed by the internal friction of the panel as it travels
downstream. The distribution of the local phase speed can be
made to follow closely a decreasingin vacuo wave speed
cT (x), which should have a smooth profile to avoid signifi-
cant sound reflection along the length. Damping of flexural
wave energy is enhanced by the slowing down of the waves.
It may be said that similar idea of using tapered structure for
energy damping was attempted in vibration isolation~Ungar
and Kurzweil, 1984!. The use of sound absorption wedges in
anechoic chambers is another example of the same philoso-
phy. A high degree of sound absorption may be achieved this
way and the transmission loss spectrum can be rather flat for
the whole frequency range of the fundamental duct acoustic
mode. Although there are many realistic factors excluded
from our theoretical modelling, the fact that such a flat spec-
trum is possible at all with tapered wall panels is an encour-
aging sign worthy of further studies.

If the tapered panel has no damping, however, sound
reflection occurs all along the panel length. There is strong

interference of reflection sound waves radiated by different
parts of the panel, but the overall sound reflection can be
much higher than that on a uniform panel. In addition, pass-
band is effectively removed and this phenomenon alone is
potentially useful in designing reactive muffler using tapered
panels. One of the potential advantages of such a muffler is
that it does not change the duct passage area, which means
zero extra pressure loss.
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A single input, single output active noise control system using the time-domain Filtered-X LMS
algorithm with output constraint is investigated. The constraint on the output of the control filter is
applied by three different methods: the leakage algorithm based on the transformation method using
a penalty function; the re-scaling algorithm based on the active set method; and the simple practical
~clipping! algorithm which just clips the output if a constraint is encountered. A comparison of the
three algorithms shows that the re-scaling algorithm can usually work successfully under the
constraint, while the leakage algorithm usually needs a large leakage coefficient to satisfy the
constraint with a resulting performance loss. The clipping algorithm has potential problems both
with the stability and convergence speed. ©2001 Acoustical Society of America.
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I. INTRODUCTION

In some active noise and vibration control applications,
the total power of the control signal or the amplitude of the
individual control signal is limited, either because the system
being controlled does not allow large injected power or the
actuators used for control have limited driving capability.
For example, when vibration actuators are used in aircraft to
reduce the interior noise, an excessively large control power
input to the aircraft body may reduce the fatigue life due to
the spillover of the control energy.1 Examples of constraints
on the individual control signal amplitude can be found
where smart foam~driven by an embedded PVDF element!
or electrostrictive polymer film are used as acoustic sources
for sound radiation control,2,3 and where the piezoceramic
patches are used to control power transformer noise by con-
trolling the tank vibration.4

The filtered-X least mean square~FXLMS! algorithm is
widely used for adapting the coefficients of a finite impulse
response~FIR! filter for active noise control applications.5–9

A common practical way to constrain the output amplitude is
to use leakage during the updating of the control filter coef-
ficients. This is a method based on using a penalty function,
which transforms the constrained optimization problem into
an unconstrained optimization problem by using Lagrange
multipliers, leading to a very simple form which is effec-
tively the same as the multiple error LMS algorithm with
leakage.10,11 Similar ideas were used for chemical plant pro-
cess control, where an analysis of the robust stability of the
quadratic dynamic matrix method with hard output con-
straints was given.12

The method of using leakage has several additional ad-
vantages in practical applications. For example, if a fixed
point processor is used, leakage is also useful for reducing
the accumulation of numerical error due to the finite-
precision implementation.7,11 For a multiple feedforward ac-
tive control system, increasing the value of the leakage co-
efficient can always stabilize the control system at the
expense of a degradation in the steady-state error reduction.9

However, the method does not guarantee that the control
output remains within any specified constraint and the selec-
tion of the value of the leakage coefficient can only be done
using a trial and error procedure.

Many approaches have been put forward in the past for
solving constrained optimization problems and they mostly
fall into two categories: function modification followed by
unconstrained optimization and direction modification with-
out altering the function.13–17 The first type of approach
seeks to define a new function that has an unconstrained
optimum at the same point as the optimum of the given
constrained problem. Optimization of this new function then
defines the required change in search direction. For the sec-
ond type of approach, some methods attempt to follow a
constraint while others try to rebound from the constraints
and so continue the search in the feasible region.

The common method of using leakage in active noise
control system belongs to the first category. The main advan-
tage of it is that the constraints are virtually ignored; but
there are serious disadvantages such as the true function
might not be optimized and the constraints might be violated
during optimization. A new method is proposed here for ap-
plying constraints to the FXLMS algorithm, which belongs
to the second category of constrained optimization ap-
proaches and these are usually more efficient than the first
type of approach. With the new method, the constraints are
guaranteed not be violated during the optimization and the
true function is optimized. The third method that is also dis-
cussed in the paper is a simple method that is often used in
practical situations. Here this latter method is shown to have
potential problems with stability and convergence speed.

In this paper, the three different methods are used to
apply constraint to the control output in a single input, single
output ~SISO! active noise control system and the behavior
of each is compared and discussed. Note that there is also an
algorithm called the constraint filtered-X algorithm,18 which
uses modified residuals for the coefficient updating. This al-
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gorithm is not relevant to the control output amplitude con-
straint problem discussed here.

II. DESCRIPTION OF THE METHODS

A block diagram of the SISO adaptive feedforward con-
trol arrangement considered in the paper is shown in Fig. 1,
where the primary disturbanced(n) comes from the convo-
lution of the reference signalx(n) with the impulse response
function of the physical structural/acoustic systemp(n). The
leakage algorithm comes from applying constraints by modi-
fying the cost function that is to be minimized during
adaptation.6–10 For example, the cost function could be
modified as

J~n!5e2~n!10.5awT~n!w~n!, ~1!

wheree(n) is the error signal andw(n) is the (L31) vector
of control filter weights at timen:

w~n!5@w0~n! w1~n! . . . wL21~n!#T. ~2!

Assuming that the cancellation path transfer function
c(n) can be modeled in the time-domain as anM-order finite
impulse response function~vector! ĉ(n) ~it is time-varying in
most practical situations; however, it is assumed to be con-
stant here!,

ĉ~n!5c~n!5@c0 c1 . . . cM21#T ~3!

then the control signal at the location of the error sensors(n)
can be expressed as the convolution of the control filter out-
put vectory(n) andc(n)

s~n!5yT~n!c~n!, ~4!

y~n!5@y~n! y~n21! . . . y~n2M11!#T, ~5!

y~n!5@x~n! x~n21! . . . x~n2L11!#Tw~n!. ~6!

The error signale(n) can then be given by the sum of the
primary disturbanced(n) ands(n)

e~n!5d~n!1s~n!. ~7!

FIG. 2. Performance of the FXLMS algorithm~the leakage algorithm with
a50, m50.5!: ~a! variation of the control filter weights with iteration num-
ber, the dashed curve is forw1 and the solid curve is forw2 ; ~b! conver-
gence path of the control filter weights against contours of the mean square
error E$e2(n)%; ~c! variation of the control filter output with iteration num-
ber; the thick lines show the constraints;~d! variation of the error signal with
iteration number.

FIG. 3. Performance of the leakage algorithm witha50.08, m50.5: ~a!
variation of the control filter weights with iteration number; the dashed
curve is forw1 and the solid curve is forw2 ; ~b! convergence path of the
control filter weights against contours of the mean square errorE$e2(n)%;
~c! variation of the control filter output with iteration number; the thick lines
show the constraints;~d! variation of the error signal with iteration number.

FIG. 4. Performance of the re-scaling algorithm withm50.5: ~a! variation
of the control filter weights with iteration number; the dashed curve is for
w1 and the solid curve is forw2 ; ~b! convergence path of the control filter
weights against contours of the mean square errorE$e2(n)%; ~c! variation of
the control filter output with iteration number; the thick lines show the
constraints;~d! variation of the error signal with iteration number.

FIG. 1. Block diagram of a SISO adaptive feedforward active control
system.
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The resulting leaky FXLMS algorithm is expressed as

w~n11!5~12am!w~n!22me~n!f~n!, ~8!

wherea is the leakage coefficient,m is the convergence co-
efficient, andf(n) is called the filtered reference signal vec-
tor, which is obtained by filtering the reference signalx(n)
with ĉ(n):

f~n!5@ f ~n! f ~n21! . . . f ~n2L11!#T, ~9!

f ~n!5@x~n! x~n21! . . . x~n2M11!#Tĉ~n!. ~10!

The constraint equation is

uy~n!u,Amax, ~11!

whereAmax is a number~depending on bits of the digital to
analog converter of the system! proportional to the maximal
allowed voltage of the output.

The problem with the original FXLMS algorithm is that
it sometimes fails to satisfy constraint equation~11! during
updating. The addition of leakage in Eq.~8! remedies the
problem by continual removal, or leakage, of a small value
from the weights, which represents a compromise between
biasing the control filter weights from the original optimum
solution@where the cost function ise2(n)] and bounding the
control effort. Therefore the final performance of the control
algorithm significantly depends on the value of the leakage
coefficient and it is not guaranteed that the final solution will
be within the constraint.

It is possible to increase the performance of the leakage
algorithm by applying a time-varying leakage coefficient
a(n), corresponding to the minimization of a time-varying
cost function,10,11 which, however, will not be discussed in
the paper. The leakage algorithm discussed in the paper is
confined to the normal adaptive algorithm with a constant
leakage coefficient that is most commonly used in active
noise control.

An alternative way to solve this problem is to use the
idea of the active set method~a gradient projection method
focused on the solution of the Kuhn–Tucker equations!,
which is widely used in the field of the constrained optimi-
zation to solve the nonlinear programming problem.13–17The
active set method is an iterative procedure that involves two
phases: the first phase calculates a feasible point~a weight
vector satisfies the constraint!; the second phase generates an
iterative sequence of feasible points that converge to the so-
lution. The search direction for generating the sequence of
feasibly points is calculated by projecting the gradient along
the constraint boundary if the constraint is violated. Depend-
ing on the quadratic nature of the objective function and the
strictly convex property of the constraint set, the algorithm
should converge to the minimum under the constraints.14 The

FIG. 5. Performance of the clipping algorithm withm50.5: ~a! variation of
the control filter weights with iteration number; the dashed curve is forw1

and the solid curve is forw2 ; ~b! convergence path of the control filter
weights against contours of the mean square errorE$e2(n)%; ~c! variation of
the control filter output with iteration number; the thick lines show the
constraints;~d! variation of the error signal with iteration number.

FIG. 6. Noise reduction of the three algorithms as a function of the conver-
gence coefficient for a pure-tone disturbance~••• the leakage algorithm;
—— the re-scaling algorithm;•-•-•- the clipping algorithm!.

FIG. 7. Performance of the clipping algorithm withm50.5, d(n)
51.3 sin(2p f 0n/ f s15): ~a! variation of the control filter weights with it-
eration number; the dashed curve is forw1 and the solid curve is forw2 ; ~b!
convergence path of the control filter weights against contours of the mean
square errorE$e2(n)%; ~c! variation of the control filter output with iteration
number; the thick lines show the constraints;~d! variation of the error signal
with iteration number.
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algorithm so obtained is called the rescaling algorithm in this
paper and is given by

w~n11!5w~n!22me~n!f~n!, ~12!

y~n11!5@x~n11! x~n! . . . x~n2L12!#Tw~n11!,
~13!

if ~ uy~n11!u.Amax!, then

w~n11!5w~n11!~Amax/uy~n11!u!, ~14!

y~n11!5y~n11!~Amax/uy~n11!u!. ~15!

The original FXLMS algorithm uses the estimated gra-
dient 2e(n)f(n) as the weight update vector, which, how-
ever, sometimes makesuy(n)u greater thanAmax after updat-
ing. The proposed algorithm remedies the problem by
projecting the estimated gradient into the constraint set to
obtain the new updated vector, which is simply obtained in
Eq. ~14! by re-scaling the control weight vector and control
output after the updating. Note, a faster algorithm may exist
by using the idea of the affine-scaling algorithm,15 however,
this is outside the scope of this paper.

The re-scaling algorithm is similar to the leakage algo-
rithm in the sense of scaling the values of the filter weights
when the output is too large. Actually, the leakage algorithm
can be made to be equivalent to the re-scaling algorithm with
some kind of specific selection of the noncontinuous time-
varying leakage coefficient. For example, the leaky coeffi-
cienta is set to zero if the output is small and the leaky part,
(12am) in Eq. ~8!, is set equal toAmax/uy(n11)u if the
output is greater than the maximal allowed amplitude.10

However, the re-scaling algorithm originates from an idea
that is completely different to the ‘‘leaking’’ mechanism that
tends to increase the robustness of the system at the cost of
the performance.

A method being used in many practical implementations
~called the clipping algorithm in this paper! is given by

w~n11!5w~n!22me~n!f~n!, ~16!

y~n11!5@x~n11! x~n! . . . x~n2L12!#Tw~n11!,
~17!

if ~ uy~n11!u.Amax!, then

y~n11!5y~n11!~Amax/uy~n11!u!. ~18!

The clipping algorithm is not derived from any kind of
optimization theory. In fact, it is just a description of what
normally happens in a real control system; for example, the
saturation of the actuators, or the limitation of the maximum
output of the controller. If the required control output is
greater than the allowable upper limit, the easiest solution is
to make the control output the same as the upper limit. Note
that while this happens, the control output remains un-
changed while the control weight vector is still updated. This

FIG. 8. Noise reduction of the three algorithms as a function of the conver-
gence coefficient for a dual sine wave disturbance~••• the leakage algo-
rithm; —— the re-scaling algorithm;•-•-•- the clipping algorithm!.

FIG. 9. Performance of the leakage algorithm witha50.25, m50.5 for a
SISO time-varying system with a pure-tone disturbance:~a! variation of the
control filter weights with iteration number; the dashed curve is forw1 and
the solid curve is forw2 ; ~b! variation of the control filter output with
iteration number; the thick lines show the constraints;~c! variation of the
error signal with iteration number.

FIG. 10. Performance of the re-scaling algorithm withm50.5 for a SISO
time-varying system with a pure-tone disturbance:~a! variation of the con-
trol filter weights with iteration number; the dashed curve is forw1 and the
solid curve is forw2 ; ~b! variation of the control filter output with iteration
number; the thick lines show the constraints;~c! variation of the error signal
with iteration number.
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causes potential problems to the controller, as is shown later.
The difference between the clipping algorithm and the re-
scaling algorithm is that the clipping algorithm just re-scales
the output instead of re-scaling both the output and the con-
trol filter weights when a constraint is encountered. As can
be seen in the text, the clipping Eq.~18! is the same as the
re-scaling Eq.~15!, but that Eq.~14! is not applied.

III. SIMULATIONS AND DISCUSSION

For the first simulation, the following definitions were
used: the sampling frequency of the systemf s52000 Hz, the
frequency of the disturbancef 05200 Hz, Amax51.0, x(n)
5sin(2p f 0n/ f s), d(n)51.2 sin(2p f 0n/ f s15), c(n)
5@0.5 0.5#T, m50.5. For clarity in presenting the results of
the simulations, only two weights were used for the control
filter, which started fromw(0)5@0.0 0.0#T. Figures 2–5
show the results of the above algorithms. The noise reduc-
tion NR after convergence is 10.9 dB, 12.2 dB, and 10.4 dB
for the leakage algorithm, the re-scaling algorithm, and the
clipping algorithm, respectively. For the FXLMS algorithm,
the noise reduction tends to be infinitely large in this ideal
system. NR is defined as~whereE$ % is the expected value!

NR510 log10~E$d2~n!%/E$e2~n!%!. ~19!

It can be seen from Fig. 2 that the FXLMS algorithm
could successfully converge to the optimum and reduced the
disturbance to almost zero. However, the control filter output
constraint was violated as shown in Fig. 2~c!. By a procedure
of trial and error, the leakage coefficienta was selected as
0.08, which made the control filter output after convergence
lie within the constraint. However, the control filter output
still violated the constraint during the early adaptation pe-
riod, as shown in Fig. 3~c!. Also, as shown in Fig. 3~b!, the
convergence path could not achieve the optimum point
~where the cost function isE$e2(n)% due to the leakage!
although it probably converged to the optimum solution of
the problem where the cost function isE$e2(n)
10.5awT(n)w(n)%. The noise reduction of the leakage al-
gorithm witha50.08 is less than that of the re-scaling algo-
rithm or the clipping algorithm. However, it is possible to
increase the NR of the leakage algorithm after convergence
by more careful selection of the leakage coefficient,a.

It can be seen from Figs. 4 and 5 that both the re-scaling
algorithm and the clipping algorithm were able to reduce the
error signal while at the same time maintain the constraint
for the current setup. Although the noise reduction of the
re-scaling method is higher than the clipping method for the
current setup, there may be other setups for which the noise
reduction of the clipping method is higher. One big differ-
ence between the two methods is that the re-scaling method
seemed to stop convergence before it reached the optimum,
while the clipping method continued going through the opti-
mum point as seen from Figs. 4~b! and 5~b!. The clipping
algorithm tended to converge to control filter weights with
larger absolute values. Another difference between the two
algorithms can be seen from Figs. 4~d! and 5~d!, where the
clipping algorithm produced many high-frequency compo-
nents in the residual error signal, which is caused by the
simple crude clipping process. In this case, even though the

original noise was reduced, the generated uncorrelated high-
frequency components may increase the time-domain ampli-
tude of the error signal, as can be seen in Fig. 5~d! after
about iteration 30.

Figure 6 shows the noise reduction of the three algo-
rithms as a function of the convergence coefficientm. For the
leakage algorithm, the leakage coefficient was selected as
a50.08. The convergence coefficientm was selected from
0.01 to 1.1. This was obtained from a simulation where the
FXLMS algorithm without leakage began to diverge whenm
exceeded 0.8. Although a smallerm may achieve better per-
formance, it takes longer to converge. For all the NR calcu-

FIG. 11. Performance of the clipping algorithm withm50.5 for a SISO
time-varying system with a pure-tone disturbance:~a! variation of the con-
trol filter weights with iteration number; the dashed curve is forw1 and the
solid curve is forw2 ; ~b! variation of the control filter output with iteration
number; the thick lines show the constraints;~c! variation of the error signal
with iteration number.

FIG. 12. Performance of the leakage algorithm witha50.25,m50.1 for a
SISO time-varying system with random noise disturbance:~a! variation of
the control filter weights with iteration number; the dashed curve is forw1

and the solid curve is forw2 ; ~b! variation of the control filter output with
iteration number; the thick lines show the constraints;~c! variation of the
error signal with iteration number.
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lations in Fig. 6, NR was obtained by the ratio ofE$d2(n)%
and E$e2(n)% after the algorithms converged. The curve of
the standard FXLMS is still not included in Fig. 6 because
the NR of it is very large~can be up to infinite for an ideal
system if it can converge!. Including it in the figure will
make the trends of the other algorithms hard to observe.

It can be seen from Fig. 6 that the performance of each
algorithm depends on the value of the convergence coeffi-
cient. A smallm results in slow convergence while am that is
too large results in an unstable system. The introduction of
leakage to the FXLMS algorithm increases the upper limit of
the convergence coefficientm for stable adaptation. For ex-
ample, for the leakage algorithm witha50.08, the algorithm
was still able to converge form51.1 although the constraint
was violated sometimes in the adaptation. Normally the
smaller them, the higher the NR achieved. However, the
above conclusion is not always true for the NR of the re-
scaling algorithm and clipping algorithm, as shown in Fig. 6,
where some largem achieved higher NR. The reason for this
is due to the clipping effect, which will be discussed below.

The behavior of the clipping algorithm is interesting. It
seems that the smaller the value ofm, the better the perfor-
mance of the clipping algorithm after it converges. This can
be explained by reference to Eqs.~16!–~18!. If the control
filter output is always less thanAmax, the clipping algorithm,
the re-scaling algorithm, and the FXLMS algorithm without
leakage are identical. They can achieve the same level of
noise reduction at the same time. However, when the control
filter output is greater thanAmax, the clipping algorithm just
clips the output, which makes the control filter updating di-
rection hard to predict as the control output is not linearly
related to the control filter weights. Therefore, if a smallerm
is used, then after convergence, the weights may not move
further away from the optimum point when the control out-
put is larger thanAmax, and this results in a better control

performance. However, the speed of convergence becomes
slower.

The clipping algorithm has an inherent instability prob-
lem caused by the unpredictable direction of the control filter
updating when a constant is encountered. Figure 7 shows an
example, where all the other parameters were the same as the
first simulation except thatd(n)51.3 sin(2p f 0n/ f s15). As
can be seen from Fig. 7, although the noise was still attenu-
ated with an NR of 8.9 dB, one of the control filter weights,
w1 , became increasingly more negative as the sample num-
ber increased. For a fixed-point processor, this causes fixed-
point overflow, while for the floating-point processor, an un-
reasonably large absolute value of a filter weight causes the
control filter to not adapt quickly when the disturbance
changes.

The reason that the clipping algorithm still had a large
NR with an unreasonably large absolute value of a filter
weight is because a very large amplitude sine wave is still
dominated by the fundamental frequency component after
clipping. This is also part of the reason for the large NR
achieved by the clipping algorithm and the re-scaling
algorithm in Fig. 6, where the convergence coefficientm
is out of the region of stable adaptation~m.0.8!. If the
disturbance does not consist of pure tones, the clipping
algorithm may not be able to achieve a large NR if the
convergence coefficient is quite large or if a weight has
an unreasonably large absolute value. Figure 8 shows the
noise reduction achieved by the three algorithms as a func-
tion of the convergence coefficient for a two sine wave dis-
turbance. For the simulation,f s52000 Hz, f 05200 Hz,
Amax51.0, p(n)5@0.6 0.6#T, c(n)5@1.0 0.0#T, and x(n)
50.6 sin(2p f 0n/ f s)10.5 sin(4p f 0n/ f s). As can be seen in
Fig. 8, the NR achieved by the clipping algorithm is smaller
than the re-scaling algorithm. If the primary disturbance is
larger, the clipping algorithm might result in larger weights
and even worse performance.

FIG. 13. Performance of the re-scaling algorithm withm50.1 for a SISO
time-varying system with random noise disturbance:~a! variation of the
control filter weights with iteration number; the dashed curve is forw1 and
the solid curve is forw2 ; ~b! variation of the control filter output with
iteration number; the thick lines show the constraints;~c! variation of the
error signal with iteration number.

FIG. 14. Performance of the clipping algorithm withm50.1 for a SISO
time-varying system with random noise disturbance:~a! variation of the
control filter weights with iteration number; the dashed curve is forw1 and
the solid curve is forw2 ; ~b! variation of the control filter output with
iteration number; the thick lines show the constraints;~c! variation of the
error signal with iteration number.
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If the disturbance is so large that the control output can-
not achieve the required amplitude, there always exists a
certain level of residual error signal. As shown in Eqs.~8!,
~12!, and~16!, the amplitude of the update vector is decided
by the product of the convergence coefficientm and the am-
plitude of the error signal~the filtered reference signal is
assumed fixed!, so reducing the value ofm will reduce the
swung amplitude of the control filter weights. This will usu-
ally increase the performance of the algorithm. This can also
be seen in Fig. 8, where the smaller them, the higher the NR
achieved for all three algorithms~remember smallm means
slow adaptation!.

Some short conclusions can be drawn from the above
simulations. First, all three algorithms, the leakage algo-
rithm, the re-scaling algorithm, and the clipping algorithm,
are able to reduce the disturbance while at the same time
maintain the output constraint. Second, it is normally true for
all three algorithms that the smaller the convergence coeffi-
cient, the larger the noise reduction, and the slower the ad-
aptation speed. Some exceptions exist for the re-scaling al-
gorithm and the clipping algorithm where the disturbance is
a pure tone, in which case a large convergence coefficient
resulted in large noise reductions due to the nonlinear effect
associated with clipping of a sine wave. Third, the leakage
algorithm does not guarantee that the constraint will not be
violated, even for a large leakage coefficient~the larger the
leakage, the lower the noise reduction!; the clipping algo-
rithm sometimes has potential problems with stability and
convergence speed due to the large absolute value of the
control weights. The re-scaling algorithm seems to be a use-
ful algorithm that can reduce the disturbance and maintain
the output constraint at all times. It is also a stable algorithm
provided that the convergence coefficient is within the sta-
bility constraint for the FXLMS algorithm.

Figures 9–14 further illustrate the behavior of the three
algorithms. Figures 9–11 show results of simulations for a
time-varying SISO system. During the simulation, the distur-
bance is a pure tone with a frequency off 05200 Hz, f s

52000 Hz, x(n)5sin(2p f 0n/ f s), and c(n)5@0.5 0.5#T.

The primary disturbance is time-varying withp(n)
5@0.0 1.2#T for the first 500 samples, and then it is changed
to p(n)5@1.2 0.0#T for the second 500 samples andp(n)
5@0.6 0.6#T for the last 500 samples. The convergence co-
efficient is set tom50.5. Figures 12–14 show results of
simulations for a time-varying SISO system where the dis-
turbancex(n) is random noise uniformly distributed on the
interval ~21.0,1.0!, andc(n)5@1.0 0.0#T. The primary dis-
turbance is also time-varying withp(n)5@0.0 1.5#T for the
first 500 samples, and then changed top(n)5@1.5 0.0#T for
the second 500 samples andp(n)5@0.75 0.75#T for the last
500 samples. The convergence coefficient is set tom50.1 for
this case. For all the cases, the control weights started from
w(0)5@0.0 0.0#T and Amax51.0. Similar comments can
again be made for Figs. 9–14. The leakage algorithm does
not guarantee that the constraint will be satisfied~see the
control output around sample 1, sample 500 and sample
1000 in Fig. 9, and many samples in Fig. 12!. The leakage

FIG. 15. The measured transfer function between a shaker on a transformer
tank and a microphone:~a! magnitude response;~b! phase response;~c!
group delay;~d! impulse response.

FIG. 16. Performance of the leakage algorithm witha50.15, m50.01 for
the transformer noise:~a! variation of the control filter output with iteration
number; the thick lines show the constraints;~b! variation of the error signal
with iteration number.

FIG. 17. Performance of the re-scaling algorithm withm50.01 for the trans-
former noise:~a! variation of the control filter output with iteration number;
the thick lines show the constraints;~b! variation of the error signal with
iteration number.
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coefficienta had to be selected as large asa50.25 so that
the control output after convergence would seldom violate
the constraint. However, this resulted in poor performance
for the leakage algorithm. The clipping algorithm adapted a
little slower than the other algorithms due to the large abso-
lute value of the control filter weights. The re-scaling algo-
rithm usually has the smallest residual error signal while sat-
isfying the constraint at all times.

The last simulation used the complicated cancellation
path transfer function measured between an inertial shaker
attached to the tank of a power transformer and a micro-
phone located about 2 m away from the transformer. The
disturbance was the noise radiated by the transformer, which
is dominated by 100 Hz, 200 Hz, and 300 Hz compo-
nents, and was characterized byd(n)50.22 sin(2p f 0n/ f s)
20.2 sin(4p f 0n/ f s)10.18 sin(6p f 0n/ f s). The reference
signal was x(n)5sin(2p f 0n/ f s)1sin(4p f 0n/ f s)
1sin(6p f 0n/ f s), where f 05100 Hz, and the sampling fre-
quencyf s52000 Hz. The cancellation path transfer function
was modeled by a 64 tap FIR filter and the length of the
control filter was 16 taps. The constraintAmax was set equal
to 1.0. Figure 15 shows the spectrum and the impulse re-
sponse of the measured cancellation path transfer function.
Figures 16–18 show the performance of the three algorithms.
Figure 19 shows the spectrum of the error signal before and
after the three algorithms converged.

It can be seen from Figs. 16–19 that all three algorithms
are able to reduce the transformer noise to a certain level
within the constraint~without the constraint, the FXLMS al-
gorithm can reduce the noise to almost zero!. The leakage
coefficient for the leakage algorithm was chosen by trial and
error and it did not guarantee that the constraint would be
satisfied if the primary disturbance changed. In terms of the
time-domain mean square error, the re-scaling method gave
the best result with an NR of 13.6 dB, while for the leakage
algorithm and the clipping algorithm, the NR was 13.0 dB
and 21.4 dB, respectively. However, as can be seen in the
frequency domain represented by Fig. 19, the clipping algo-
rithm reduced the 100-Hz, 200-Hz, and 300-Hz components

much more than the other two algorithms, but it significantly
increases higher-frequency noise. It should be noted that the
leakage algorithm and the re-scaling algorithm also introduce
a small amount of high-frequency components, as can be
seen in Fig. 19.

IV. CONCLUSIONS

A single input, single output active noise control system
using a time-domain filtered-X LMS algorithm with output
constraint was considered and three different methods were
used to apply the constraint to the output of the control filter.
These are the leakage algorithm based on the transformation
method using a penalty function, the re-scaling algorithm
based on the active set method, and the simple practical
~clipping! algorithm which just clips the output if a con-
straint is encountered. Active control of a time-varying sinu-
soidal and random disturbance of a simple SISO system was
simulated as well as simulation of the active control of trans-
former noise by using the measured cancellation path trans-
fer function. The results show that the re-scaling algorithm
works successfully under the output constraint, while the
leakage algorithm usually has to use a large leakage coeffi-
cient to satisfy the constraint at the cost of performance loss.
The clipping algorithm has potential problems both with the
stability and convergence speed.
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To investigate the acoustical quality of a sound field in a bamboo forest, acoustical measurements
were conducted to obtain orthogonal acoustical factors of the sound field. These results are
compared with previous results for a sound field in an ordinary forest@H. Sakai, S. Sato, and Y.
Ando, J. Acoust. Soc. Am.104, 1491–1497~1998!#. The IACC, which is defined as a maximum
value of the normalized interaural cross-correlation function between signals at the ears, was 0.07
~4 kHz! and 0.16~2 kHz! at positions 20 and 40 m from the source, respectively. These values are
much better than those in the previously investigated forest. The measured subsequent reverberation
time Tsub was up to 1.5 s in the frequency range above 1 kHz at the position 40 m from the source.
For certain music sources with higher frequency components, therefore, sound fields in a bamboo
forest have excellent acoustic properties. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1354988#

PACS numbers: 43.58.Gn, 43.55.Br@SLE#

I. INTRODUCTION

A number of acoustical measurements in outdoor fields
involving a forest have been carried out~e.g., Eyring, 1946;
Embleton, 1963; Priceet al., 1988!. The reverberation time
and the attenuation of the sound pressure level~SPL! as a
function of distance in a forest were also reported~Huisman
and Attenborough, 1991!. In that study, sound attenuation
was investigated in three forests in England under different
atmospheric conditions of temperature, humidity, and sound
speed. A prediction model that considered excess attenuation
by the ground and multiple scattering by trees was used.
However, it is quite difficult to estimate sound fields due to
the complicated conditions of excess attenuation, multiple
scattering effects, temperature, tree leaves, tree distributions,
and so on, especially for the higher frequency range.

When a sound field is designed, both temporal and spa-
tial factors must be simultaneously satisfied to achieve a total
preference maximum~Ando, 1998!. Recent results related to
the acoustical quality of sound fields in a forest are briefly
introduced here~Sakaiet al., 1998!. In that paper, the tem-
poral and spatial factors were analyzed and the results were
compared with those in a concert hall. First, subsequent re-
verberation timeTsub ~see the Appendix for the definition!
became larger, mainly in the middle frequency range such as
500 Hz and 1 kHz of the 1/1 octave band center frequency
and at measurement points far~40 m! from the sound source.
Second, the decay level of reverberation in the forest kept its
level after an initial decay as a result of multiple scattering
from tree trunks although it normally decreases linearly in an
enclosure. Such a decay curve shape is generally considered
to be a specific characteristic of a sound field in the forest.
Third, IACC, which is defined as a maximum value of the
normalized interaural cross-correlation function between sig-
nals at the ears within its time durationt561 ms, decreased

at positions farther from the source. Finally, SPL relative to
that at 5 m from the source decreased by about 12 dB for
every doubling of distance, although in a free field it de-
creases in accordance with the inverse square law.

This paper describes acoustical characteristics in a bam-
boo forest obtained by using the same procedure for the pre-
vious measurements in the forest and in an enclosure. Bam-
boo is unique for its uniform diameter, hollow tube structure,
and rigid surface. In the previous forest, the wavelength of
the frequency band that was effective forTsub and IACC,
approximately matched the diameters of the tree trunks~0.6
m in average!. Thus, a bamboo forest was selected in order
to ensure the relationship between the effective frequency
band and trunk diameter. In such a sound field, complicated
conditions such as multiple scattering from tree trunks, ex-
cess attenuation by the ground, trunk distribution, and many
atmospherical factors including temperature, humidity, and
wind affect the sound field. Considering these factors, the
sound field is difficult to simulate and the impulse responses
are too complicated to calculate. At the present stage, there-
fore, the only effective approach is to use measured results.

From binaural impulse responses, orthogonal factors re-
lating to the subjective preference theory of a sound field
~SPL, Tsub, and IACC!, and additional factors~A value,
t IACC , andWIACC! were calculated. Definitions of these fac-
tors are described in the Appendix. In this measurement, the
initial time delay gapDt1 was not obtained because a strong
reflection at the initial part of the impulse responses was not
observed due to the effects of multiple scattering.

II. MEASUREMENTS

A. Site description

Acoustical measurements were conducted in part of the
bamboo forest in Kyoto, Japan in June 1997. The bamboo is
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a variety ofPhyllostachys pubescens. The forest consists of
randomly distributed trunks of bamboo. The density of bam-
boo in the area was about 50 trunks per 100 m2. Although the
tree diameters in the previously studied forest were almost
random between 0.3 and 1.0 m, those in the bamboo forest
were almost uniform with its diameter about 0.13 m. The
height of bamboo around the area was about 8 m. The area
had a space about 3 m wide in front of the source without
any bamboo. The area in front of the sound source had a
gentle slope as shown in Fig. 1~a!. On the day when the
measurements were conducted, there was no wind, and the
temperature was between 25 and 27 degrees centigrade.

B. Procedure

The measuring procedure was exactly the same as for
the previous measurements in the forest. Receiver positions
for sites, 5, 10, 20, and 40 m from the sound sourceS were
selected as shown in Fig. 1. The setup for measurements is
illustrated in Fig. 2. An omnidirectional dodecahedron loud-

speaker was used as a sound source with its height 1.5 m. As
a receiver, a person with a tiny half-inch condenser micro-
phone at each ear.

The maximum length sequence~MLS! ~Alrutz, 1981;
Alrutz and Schroeder, 1983; Borish and Angell, 1983! was
used as a source signal. The signal was radiated from the
dodecahedron loudspeaker with its A-weighted SPL 100 dB
at 1 m from the source. In this measurement, sequence length
was 2.7 s, the number of average was four, and sampling
frequency was 48 kHz. Binaural impulse responses~hl and
hr! at each receiving position were calculated using the Had-
amard transform of signals at both ears. All acoustical fac-
tors, described in Sec. II C, were calculated from the binaural
impulse responses.

C. Calculation

In order to compare the qualities of these sound fields,
measurements were conducted to obtain the four orthogonal
factors ~Ando, 1998!: ~1! sound pressure level~SPL!, ~2!
initial time delay gap (Dt1), ~3! subsequent reverberation
time (Tsub), and~4! IACC. In addition,~5! total amplitude of
reflections ~A!, ~6! interaural time delay (t IACC), and ~7!
width of the interaural cross-correlation function (WIACC)
were calculated. Definitions and calculation procedures of
the factors are given in the Appendix.

Results of SPL,Tsub, and IACC are obtained as values
at 1/1 octave band center frequency between 125 Hz–4 kHz.
A value, t IACC , and WIACC are represented as values at
A-weighted allpass band. The SPL at each receiving position
was obtained relative to the reference point, 5 m from the
source.

In these measurements, values forDt1 could not be
identified in the bamboo forest except for a strong reflection
from the ground, because of the weak scattered reflections
from the trees. TheDt1 as an orthogonal factor was defined
as the time interval between a direct sound and the first re-
flection from a sidewall except for reflections from the
ground. Hence, the first reflections coming from the ground
were neglected in accordance with the definition.

III. MEASURED RESULTS

A. SPL and A

Initial parts ~30 ms! of binaural-impulse responses at
each position are indicated in Figs. 3~a!–~d!. Well-balanced
left and right impulse responses were obtained for all re-
ceiver positions. The physical factors described in the pre-
ceding section were calculated from these impulse responses.

Results for SPL relative to that at 5 m are shown in Fig.
4. The abscissa shows the distance from the source on a
logarithmic scale. Decreases ranging from 15 to 30 dB for a
doubling of distance from 5 to 10 m were observed in the
bamboo forest, whereas the decrease given by the inverse
square law~solid line! in a free field is 6 dB. At lower fre-
quency ranges~125 and 250 Hz!, interference effects are
observed between the direct sound and the reflection from
the ground. Namely, between 5 and 10 m, attenuation at 125
Hz was as small as 15.9 dB, but that at 250 Hz was as large

FIG. 1. The bamboo forest investigated. Locations of the sound source and
receivers are indicated. Bamboo within the area was all around 0.13 m in
diameter.~a! Cross section of the area for measurements; and~b! plan of the
area for measurements.

FIG. 2. Setup for acoustical measurements in the bamboo forest.
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as 35.2 dB. On the other hand, at farther positions~10–40
m!, the range of decrease was between 6 and 10 dB for a
doubling of distance at all frequency bands.

MeasuredA values with those in the general forest and
in the concert hall are shown in Fig. 5. Generally,A value
increases with distance, because it represents the total ampli-
tude of reflections in relation to the direct sound. In the bam-
boo forest, too,A increased with distance, corresponding to
an apparent room radius~the position atA51 with the same
amplitudes for direct sound and reflections plus subsequent
reverberation! of about 10 m from the source.A values in the
bamboo forest are distributed between those in the general
forest and in the hall. This means that there are many more
reflection components in the bamboo forest than in the gen-
eral forest.

B. Tsub

Decay curves of reverberation at 500 Hz and 1 kHz at
each receiving position are shown in Fig. 6. Subsequent re-
verberation components were kept after an initial rapid de-

crease of 5–10 dB. This tendency is exactly the same as for
previous results in the forest. In existing concert halls, decay
curves decrease linearly as shown in Fig. 7~for the Kir-
ishima International Concert Hall, Japan as an example!. Re-
sults for Tsub are shown in Fig. 8.Tsub increased with dis-
tance and frequency for both 5 and 10 m. For 20 and 40 m,
Tsub became almost constant above 1 kHz or slightly de-
creased.Tsub had a maximum of 1.5 s at 1 kHz~40 m!. Such
a longer Tsub may be achieved due to multiple scattering
effect from the bamboo trunks. For 125 Hz in particular,Tsub

was as brief as 0.2–0.3 s, compared to those at other fre-
quency ranges.

FIG. 3. Initial 30 ms of binaural-impulse responses at each measurement
point. The vertical axis of each figure is normalized by the maximum am-
plitude of each impulse response. Top: impulse response at left ear. Bottom:
impulse response at right ear.~a! 5 m; ~b! 10 m; ~c! 20 m; and~d! 40 m.

FIG. 4. SPL values relative to that at 5 m. The solid line shows the inverse
square law.s, 125 Hz;n, 250 Hz;d, 500 Hz;h, 1 kHz;j, 2 kHz; andL,
4 kHz.

FIG. 5. MeasuredA values~all-pass band!. d, in the bamboo forest;s, in
the general forest~Kirishima Shrine, Japan!; and h, in the concert hall
~Kirishima International Concert Hall, Japan!.

FIG. 6. Attenuation curves at each measurement point. Left and right col-
umns represent results at 500 Hz and 1 kHz for each receiver position,
respectively.
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C. IACC, t IACC , and WIACC

Results for IACC are shown in Fig. 9. In the higher
frequency range, IACC became smaller and was 0.07 at 4
kHz at 20 m and 0.16 at 2 kHz at 40 m. These results are
different from the results in the forest in which IACC was
near 0.5 in the higher frequency range.

Interaural cross-correlation functions at each position
are shown in Figs. 10~a!–~d!. These functions are obtained at
A-weighted allpass band. Results fort IACC and WIACC are
shown in Table I. Positivet IACC denote directional percep-
tion from the right side and negative values from the oppo-
site side. Thet IACC were obtained within60.05 ms without
exception.t IACC were between 0.02 and 0.05. Thus, the
source should be perceived as being in front of the receiver
for all receiver positions. Thet IACC in the previous forest
were also near zero as well as the results in the bamboo
forest. Although we observed a tendency forWIACC to in-
crease with distance, there were some dips at 40 m. Above
20 m, WIACC decreased. These values are smaller than the
values in the general forest and the concert hall due to the
dominance of higher frequency components compared with
these sound fields.

IV. DISCUSSION

The SPL results showed a similar tendency to the previ-
ous results in the forest in terms of a decrease of 15–30 dB
for doubling of the distance from 5 to 10 m, although SPL
generally decreases by 6 dB for doubling of the distance in a
free field. As there is no bamboo in front of the source, this
was caused by excess attenuation by the ground~soil! and no
reflections from above~e.g., from leaves or branches!. For

the bamboo forest, the rate of decrease was larger than in the
case of the previous forest. This result is considered to be
from excess attenuation from the ground~soil! over wider
frequency ranges in the bamboo forest, although there was
excess attenuation in the higher frequency range due to the
path, which was made from asphalt, in the case of the pre-
vious forest~Embleton, 1996!.

The maximum value ofTsub was shifted to the higher
frequency range compared with the results in the previous
forest, as shown in Fig. 11~a!. Comparing the sound fields of
bamboo and the forest,Tsub became maximum at 1 kHz or
higher in the bamboo forest compared with 500 Hz in the
forest. And although values ofTsub decreased above 500 Hz
for the forest,Tsub kept constant with a large SPL decreasing
above 1 kHz in the bamboo forest. The difference between
sound fields in the bamboo and the previous forest cannot be
explained easily. One reason is that the trunk diameter is
constant~0.13 m! in the former whereas it ranges from 0.3 to
1.0 m in the latter. This raises the frequency range of reve-
berant components. This supports the hypothesis we had be-
fore the measurements.

Tsub itself was smaller than in the previous forest~1.6 s
at the most!. Thus, a bamboo forest is suitable for perfor-
mances of relatively fast-tempo music. For example, the op-
timum Tsub is 1.2 s for music for which the effective duration
of the autocorrelation function of the sound sourcete is 50
ms, since the optimumTsub is given by 23 times thetc ~see
Ando, 1998 for the definition ofte!. Music with such a small
value of te includes chamber music. However, it is quite
difficult to explain the phenomenon because of the compli-
cated sound field, and there is no absorptive material in that
specific frequency range.Tsub below 250 Hz was small due

FIG. 8. Results forTsub. L, 5 m; d, 10 m; n, 20 m; andh, 40 m. FIG. 9. Results for IACC.L, 5 m; d, 10 m; n, 20 m; andh, 40 m.

FIG. 7. Attenuation curves at 20 m from the sound
source on the stage of Kirishima International Concert
Hall ~Sakaiet al., 1998!. ~a! 500 Hz; and~b! 1 kHz.
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to absorption by the air and bamboo leaves. At 20 m,Tsub

was constant at around 1.3 s above 500 Hz. Thete obtained
from these values was 53 ms. Thus, jazz music or a clarinet
solo would be suitable for this sound field, but a cello or
violin played at a slow tempo would not.

It is worth noting that in the higher frequency range,
IACC was smaller than in the previous forest, as shown in
Fig. 11~b!. This may be caused by strong lateral reflections
from the rigid surface of the bamboo. IACC generally be-
comes smaller if strong lateral reflection arrives at the ears. It
is worth noting that IACC below 0.1 is the same as in a
properly designed concert hall.

These results show that the sound field in a bamboo
forest is suitable for listening to music. Thus, these measure-
ments provide valuable and useful information for designing
outdoor concert spaces using natural forests and concert halls
having a number of columns. For Tsuyama Cultural Hall
~Tsuyama, Japan!, they were taken into account in computer
simulations and measurements on a 1/10-scale model in the
design phase. To avoid coloration in the lateral seat area near
sidewalls in the hall, columns were designed along the walls
and on the stage. Fifty-two hollow-wooden columns with its
diameter 0.3 m were configured. Urethane foam was inserted
in all columns to avoid resonance effect in this case. The
effects found here can be achieved in any hall by using this
knowledge. During the measuring phase after construction, it
was clarified that columns on the stage and in the seating
area improve IACC in front of the stage and in the lateral
seat area, respectively~Suzumuraet al., 2000!.

V. CONCLUSION

It was clarified that the outdoor sound field in a bamboo
forest has excellent acoustical properties. Like the sound
field in the ordinary forest previously investigated, the spe-
cific sound field was determined, especially in terms of the
factors Tsub and IACC. The tendency was found that the
effect appears in higher frequency ranges~around 1 kHz!
than in the sound field in an ordinary forest.Tsubwas 1.5 s in
the frequency range above 1 kHz at a position 40 m from the
source. The effective frequency range forTsub was above 1
kHz. It may be related to the diameter of the bamboo. IACC
was as small as 0.07~4 kHz! and 0.16~2 kHz! at positions 20
and 40 m from the source. This is caused by the reflective
surface of the bamboo.

ACKNOWLEDGMENTS

The authors thank Shigeo Hase, Dr. Shin-ichi Sato, and
Kentaro Doge for their cooperation and assistance with the
acoustical measurements in the bamboo forests.

APPENDIX: DEFINITIONS AND PROCEDURE FOR
CALCULATING PHYSICAL FACTORS

The acoustical factors were calculated from binaural-
impulse responseshjl andhjr ~Osaki and Ando, 1983!. The
index j indicates the sampled elements of MLS with time
interval s ( j 50,1,2,...,L21).

FIG. 10. Normalized interaural cross-correlation functions at each measure-
ment point.~a! 5 m; ~b! 10 m; ~c! 20 m; and~d! 40 m.

FIG. 11. Comparison between the bamboo forest and the previous forest.~a!
Tsub at 40 m; and~b! IACC at 40 m.h, results for bamboo forest; ands,
results for previous forest~Sakaiet al., 1998!.

TABLE I. Results fort IACC andWIACC for each receiver position.

Distance~m! t IACC ~ms! WIACC ~ms!

5 0.02 0.061
10 0.04 0.074
20 0.05 0.098
40 0.03 0.068
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1. Relative SPL and total amplitude of reflections „A…

The relative SPL at a receiver position is obtained rela-
tive to that of the reference position. The SPL at each ear is
given by the autocorrelation functionF l l ,rr (t) at t50 of the
impulse responseshjl ,r

F l l , j r ~0!5 (
j 50

L21

hjl ,r
2 . ~A1!

The relative SPL is defined by

SPL510 log10

AF l l ~0!F rr ~0!

F ref~0!
if hjl ,rÞ0, ~A2!

where

F ref~0!5AF l l
ref~0!F rr

ref~0!. ~A3!

Here,F (ref)(0) is the geometrical mean of the autocorrela-
tion functions of binaural-impulse responses att50 at the
reference position as indicated by Eq.~A3!.

The value of total amplitude of reflectionsA is calcu-
lated fromhjl ,r as the energy ratio between the direct sound
and early-plus-subsequent reverberation by

A5A(«11
L hj

2

(1
«hj

2 , ~A4!

where « is the short delay time for the duration of direct
sound. The valueA is obtained by averaging for both ears.

2. Subsequent reverberation time „Tsub …

The decay curve is obtained by squaring and integrating
the impulse responses~Schroeder, 1965!. The subsequent re-

verberation timeTsub is obtained by fitting the regression line
of the curves for the initial 10 dB decay after the arrival of
the direct sound. As the rapid attenuation of reverberation
level is observed after arrival of a direct sound as shown in
Fig. 6, start time for regression range is selected so as to
avoid the initial rapid attenuation. Examples of the decay
curves for this measurement are shown in Fig. A1. The re-
sults for Tsub are represented as an average value for both
ears. The value ofTsub is defined by the time interval for 60
dB attenuation for this regression line.

3. Factors of the interaural cross-correlation function
„IACC, t IACC , and WIACC…

The definitions of IACC,t IACC , andWIACC as represen-
tative factors of interaural cross-correlation function are
shown in Fig. A2. The normalized interaural cross-
correlation function is given by

f lr ~ j s!5
F lr ~ j s!

AF l l ~0!F rr ~0!
, ~A5!

where the values ofF l l (0) andF rr (0) represent the auto-
correlation functions (t50) of impulse responses at both
ears, respectively. The denominator means the geometrical
mean of the sound energies arriving at the two ears. The
F lr ( j s) is the cross correlation of impulse responses at both
ears.~1! The magnitude of interaural cross-correlation func-
tion is defined by

IACC5uf l ,r~t!umax, utu<1~ms!. ~A6!

This is a significant factor in determining the degree of sub-
jective diffuseness as well as subjective preference in the
sound field~Ando, 1983!. It represents the degree of similar-
ity in incident sound waves between both ears.~2! The in-
teraural delay time, at which the IACC is determined as
shown in Fig. A2, is denotedt IACC . Whent IACC is zero, the
frontal-sound-source image and a well-balanced-sound field
may usually be perceived.~3! The width of the interaural
cross-correlation functionWIACC is defined by the interval of
delay time at a value 10% below the orthogonalized IACC as
shown in Fig. A2.WIACC is a significant factor related to the
apparent source width~ASW!. It is worth noting that ASW
can be evaluated using IACC andWIACC @Sato and Ando,
1999; Andoet al., 1999a, 1999b#.
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Minimum entropy deconvolution of pulse-echo signals acquired
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In this article deconvolution of ultrasonic pulse-echo data acquired from attenuative layered media
is considered. The problem is divided in two subproblems: treating the sparse reflection sequence
caused by the layered structure of the media and treating the frequency-dependent attenuation. The
first subproblem is solved by means of joint maximuma posterioriestimation of the assumed zero
mean, white, nonstationary reflection sequence and its corresponding sequence of unknown standard
deviations. This approach leads to an algorithm that seeks minimum entropy solutions for the
reflection sequence and therefore the algorithm serves as a novel link between the classical Wiener
filter and methods for sparse or minimum entropy deconvolution. The second subproblem is solved
by introducing a new signal processing-oriented, linear discrete-time model for
frequency-dependent attenuation in isotropic and homogeneous media. The deconvolution
algorithm is tested using simulated data and its performance for real normal incidence pulse-echo
data from a composite material is also demonstrated. The results show that the algorithm, in
combination with the attenuation model, yields estimates that reveal the internal structure of the
composite and, thus, simplify the interpretation of the ultrasonic data. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1373446#

PACS numbers: 43.60.Pt, 81.70.Cv, 43.20.Hq@JCB#

I. INTRODUCTION

The purpose of this article is twofold. The main purpose
is to introduce a new deconvolution algorithm based on joint
maximum a posteriori ~MAP! estimation of a zero mean
white Gaussian, nonstationary so-called reflection sequence
and its corresponding sequence of standard deviations. As
will be shown below, formulating the deconvolution problem
in this manner leads to an algorithm that can be interpreted
as asparseor minimum entropydeconvolution algorithm,
suitable for deconvolving pulse-echo data acquired from lay-
ered media. The novelty with the algorithm is that it puts the
classical Wiener filter into the context of sparse deconvolu-
tion methods. The second purpose of the article is presenting
a discrete-time model describing attenuation in pulse-echo
measurements. The development of this attenuation model
was necessitated by the application in mind, namely, the de-
velopment of an algorithm suitable for deconvolving data
obtained from normal incidence pulse-echo testing of layered
attenuative composite materials.

The deconvolution problem is often encountered in, for
instance, seismic exploration and nondestructive testing. The
reflection sequence is estimated based on the measured data
utilizing some prior knowledge of the reflection sequence
and the measurement noise. A MAP estimate, derived under
prior second-order stationary Gaussian assumptions concern-
ing both these variables, takes the form of the non-causal
Wiener filter.1 If the true reflection sequence contains
sparsely distributed spikes and the measurement system is
relatively narrow band, the corresponding estimates of the

amplitudes of spikes are usually underestimated and the es-
timated spikes are also masked by ringing. A number of
amplitude probability density functions~pdf’s! have been
proposed as alternatives to the Gaussian aiming at better
modeling the reflection sequence and thereby reducing the
above-mentioned negative effects. Examples of such alterna-
tive models are the Bernoulli–Gaussian,2–6 the generalized
Gaussian,7 and the mixed Gaussian models.8

As an alternative to the methods based on the above-
mentioned statistical models, we propose in this article a new
deconvolution algorithm that is based on joint MAP estima-
tion of the reflection sequence and its standard deviation,
under a Gaussian assumption but without restricting the se-
quence to be stationary. By using this approach sparse esti-
mates can be obtained while still maintaining some of the
computational advantages related to dealing with Gaussian
distributions. The algorithm is best understood in a Bayesian
perspective where the uncertainty of each sample in the re-
flection sequence is modeled by a Gaussian density and the
uncertainty of the unknown standard deviations of each
sample in this reflection sequence is modeled by a uniform
distribution. Compared to the criterion associated with the
noncausal Wiener filter, the criterion associated with the pro-
posed algorithm contains an additional term which is propor-
tional to the differential entropy of the reflection sequence.
The algorithm can, therefore, be interpreted as a search for a
minimum entropy realization of the reflection sequence
within a class of otherwise equivalent realizations, in terms
of matching to the measured data.

A simple discrete-time attenuation model is also pre-
sented in this article. We assume that the distortion of the
propagating pulse, caused by traveling a distancez in ana!Electronic mail: ts@signal.uu.se
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attenuative medium, can be modeled using a linear time-
invariant ~LTI ! system. Accordingly, a model of the pulse
distortion associated with traveling a multiple of this dis-
tance, Lz, is obtained by serially connecting the above-
mentioned LTI systemL times. The impulse response of the
serially connected LTI system is modeled as anL-time self-
convolution of the impulse response of the LTI system asso-
ciated with a material slice of thicknessz.

Traditionally the impulse response describing the pulse
distortion in dispersive media has been expressed in continu-
ous time and obtained by means of frequency domain
methods.9–11 The approach here is to avoid many of the
mathematical difficulties associated with continuous time
models, such as generalized functions which are required
when treating frequency power law attenuation,11 and instead
use simple heuristics to obtain a model directly in the
discrete-time domain. By working in the time domain the
causality issues are conveniently taken care of.

Although the attenuation model used in this article is
determined by a single parameter, it enables for including
several degrees of freedom in order to treat more complex
situations. The model structure ensures that the amplitude of
any frequency component is decreasing exponentially with
depth. Similar signal-processing-oriented attenuation models
were presented by Rasmussen12 and Saffariet al.13 However,
the attenuation in the former model does not yield the above-
mentioned exponential decrease.

The article begins with a section where the signal gen-
eration model is presented together with the statistical as-
sumptions of the involved variables and a derivation of the
estimation algorithm. In the subsequent section the algorithm
is illustrated using simulated data. This is followed by a sec-
tion where results obtained from real ultrasonic data are pre-
sented. Finally, some conclusions are presented.

II. THEORY

In this section we first present a signal generation model
which we subsequently generalize to also include frequency-
dependent attenuation. This is followed by a presentation of
the statistical model assumptions of the involved variables.
Finally, the MAP estimation algorithm is derived.

A. Signal model

To obtain a model suitable for treating thin layered ob-
jects we first consider the response from a planar reflector
parallel to the surface of a planar transducer. Let the trans-
ducer impulse response,hT(t), be defined as

hT~ t !5hexc~ t !* hem
b ~ t !* hem

f ~ t !, ~1!

where hea
f (t) and hae

b (t) are the transducer’s electro-
acoustical and acousto-electrical impulse responses, respec-
tively. These impulse responses map the electrical excitation
signal, hexc(t), to outgoing surface normal velocity wave-
form, and incoming instantaneous pressure to electrical out-
put, respectively.

The response from the above-mentioned planar reflector
can then be described using the convolutional model

h~ t !5hT~ t !* r c~ t !, ~2!

wherer c(t) is the so-called radiation coupling function14 as-
sociated with the transducer–reflector pair. The radiation
coupling function depends on geometrical properties of the
measurement setup such as the distance between the trans-
ducer and the reflector. When treating layered objects in the
following the responseh(t) is conveniently used as an im-
pulse response or aprototyperesponse.

Now consider the normal incidence inspection of a rela-
tively thin layered object. Furthermore, assume for the mo-
ment that the dispersion of the ultrasonic pulse, as it propa-
gates forward to the subsequent layers, is negligible. Since
the object is thin, the radiation coupling function associated
with each layer will be approximately identical, except for a
time shift and an amplitude scaling. A model of the received
signal,y(t), can then be written as

y~ t !'hT~ t !* S (
m51

M

amr c~ t2Dm!D
5h~ t !* S (

m51

M

amd~ t2Dm!D , ~3!

whered(t) is Dirac’s delta function,Dm is the time delay
associated with themth received reflection, andam is the
corresponding amplitude which depends on the reflection co-
efficient of the layer as well as the transmission losses at
earlier boundaries.

Let T denote the sampling period and lety(k) denote a
discrete-time signal obtained by sampling the corresponding
continuous signaly(t) at time instants 0,T,2T,...,kT,... .
The discrete-time and noise-corrupted version of Eq.~3! can
then be written as

y~k!5h~k!* S (
m51

M

amd~k2Dm8 !D 1e~k!

5h~k!* x~k!1e~k!, ~4!

whered(k) is the discrete-time Dirac pulse, or theunit pulse,
and the integerDm8 expresses the delayDm in number of
samples. The reflection sequence,x(k), is a sum of sharp
pulses and is, thus, sparse. Note, however, that the expres-
sion in Eq.~4! is obtained under rather idealized conditions.
For instance, layers are hardly perfectly planar and parallel.
Moreover, scattering from material structures in between the
layers will also contribute tox(k). Therefore, in a realistic
case the samples inx(k) are typically nonzero between the
pulses described by the sum in the parentheses in Eq.~4!.

Regardless of the exact structure ofx(k), the right-hand
side of Eq.~4! can be written in matrix form as

y5Hx1e, ~5!

where bold, lower-case letters represent column vectors as,
e.g,y5@y(0),y(1),... ,y(N21)#T, and theN3N matrix H
is a so-called convolution matrix or finite impulse response
~FIR! matrix. The p,qth element inH is given by Hp,q

5h(p2q).
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B. A discrete-time attenuation model

Frequency-dependent attenuation causes a depth-
dependent low-pass filtering of the reflected echo and this
will violate the assumption of sharp pulses inx(k) in Eq. ~4!
unless a model of the attenuation is included. To obtain such
a model we consider a slice of an isotropic and homogeneous
medium with thicknessz. The slice is oriented normally to
the pulse propagation direction. We assume that the medium
acts on the interrogating wave as a LTI system which is
described by its impulse response,rz(t), wheret is the~con-
tinuous! time. Then, at depthz, the pulse wavelet of the
interrogating~pressure! wave,pz(t), is governed by the re-
lation

pz~ t !5rz~ t !* p0~ t !, ~6!

wherep0(t) is the pulse wavelet atz50. Due to the homo-
geneity of the medium the pulse shape at a multiple of this
depth,Lz, will then be governed by

pLz~ t !5rz~ t !* ~rz~ t !*¯* „rz~ t !* p0~ t !…!

5rz~ t !* rz~ t !*¯* rz~ t !* p0~ t !, ~7!

where the convolution with kernelrz(t) is performedL
times. Equation~7! is obtained by recursively applying Eq.
~6! for each slice.

In Fig. 1 we illustrate schematically the pulse propaga-
tion, now for pulse-echo measurements. We assume that the
normal incidence reflections at the planar boundaries indi-
cated in Fig. 1 are frequencyindependent, meaning that a
reflected pulse is simply an amplitude scaled version of the
corresponding incident pulse. This implies that Eq.~7! can
be used also to describe pulse-echo measurements with the
modificationz→2z to account for the double path propaga-
tion, together with an amplitude scaling to account for the
frequency-independent reflection, i.e.,

pLz
pe~ t !5r Lzr2z~ t !* r2z~ t !*¯* r2z~ t !* p0~ t !* p0* d~ t22z/c!

5r Lzr2Lz~ t !* d~ t22z/c!, ~8!

wherer Lz is the reflection coefficient of the reflecting layer
at depth Lz and r2Lz(t)5r2z(t)*¯* r2z(t) and r2z

5rz(t)* rz(t).
Specifically, we consider the slice thicknessz5cT/2

which is the thickness that corresponds to a propagation de-
lay of the sampling intervalT. In Fig. 1 we letr(t) denote
the attenuation impulse response associated with this particu-
lar slice thickness.

Intuitively, since the slice is thin, the distortion of the
propagating wave must be relatively small which implies
that the impulse response of the system must be close to a
Dirac pulse which has been delayed one sampling period. In
the experiments presented here,T51/Fs510 ns and c
'3000 m/s, which yieldsz'30mm. For discrete-time sig-
nals this meansr(k)'d(k21) wherek is the time index. In
this article we assumer(k) to have the simple form

r~k!55
0, k50,

12a, k51,

a, k52,

0, otherwise,

~9!

where 0,a!1. The form shown in Eq.~9! ensures, first,
that there is no attenuation at angular frequencyv50 and,
second, thatr(k) has the minimum phase property~when the
inherent one sample delay has been removed!. Note thata
50 yieldsr(k)5d(k21), i.e., a simple time delay with no
pulse distortion and thata.0 ensure the frequency low-pass
character of the linear transformation. Note also thatr(k) is
not in any way restricted to have the simple one-parameter
form given in Eq.~9! and, furthermore, an individual attenu-
ation impulse response can be designated to each slice if
found necessary.

Let r l(k)5r(k)*¯* r(k) denote the sampledcumula-
tive attenuation impulse response~CAIR! corresponding to
depthz5 lcT/2. Then we can write the discrete-time attenu-
ation model as

x5Ar , ~10!

where theN3N matrix A has elementsAk,l5r l(k) andr is
a hypothetical reflection sequence that would be observed if
no attenuation was present in the medium. Combining the
signal generation model in Eq.~5! with the attenuation
model in Eq.~10! finally yields

y5HAr 1e5Gr1e, ~11!

where the matrixG5HA models the combined effects of the
transducer impulse response, the radiation coupling function
associated with the reflecting layers, as well as the frequency
dependent attenuation. Note that attenuation caused by trans-
mission losses due to frequency-independent reflections is
not included in this model. This kind of attenuation does not
change the shape of the propagating pulse wavelet, so the
effects of this attenuation can instead be included in the sca-
lar amplitudes inr .

FIG. 1. A schematic illustration of the concept of at-
tenuation impulse responses. At depthz50 the incident
~I! propagating pulse is the Dirac pulse,d~t!. After re-
flection ~R! the pulse has been low-pass filtered due to
attenuation and, thus, the received pulse,r~t!, has been
elongated in time. Pulse propagation through a slice
twice the thickness yields a received pulse that is
r2(t)5r(t)* r(t).
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C. Statistical model assumptions

The measurement noise and the reflection sequence are
assumed to be statistically independent and the measurement
noise is assumed to be a stationary zero mean Gaussian se-
quence with covariance matrix~or autocorrelation matrix!
Ce. The reflection sequence is assumed to be zero mean
Gaussian with uncorrelated components yielding a covari-
ance matrix that is diagonal. This matrix is given by

Cr5S s r
2~0! 0

�

0 s r
2~N21!

D , ~12!

where s r
2(n) is the ~unknown! scalar variance of thenth

component inr .
We definesr to be a column vector containing the stan-

dard deviations of the components inr :

sr5@s r~0!,s r~1!,...,s r~N21!#T. ~13!

A relation between the energy iny and the components insr
can be found by observing that

Ey5E@ tr~yyT!#5E@ tr~~Gr1e!~Gr1e!T!#

5(
n

i~G!ni2s r
2~n!1Ns2, ~14!

whereEy is the expected energy in signaly, tr~•! is the trace
operator, which for aN3N matrix A is defined as the sum of
the diagonal elements of A, i.e., tr(A)
5(n51

N (A)n,n .i(G)ni is the quadratic norm of thenth col-
umn in G ands2 is the variance of the components ine. In
Eq. ~14! we have used the assumption thatr ande are mu-
tually uncorrelated. Instead of using the unknown expecta-
tion Ey , we below use the approximation

Ey' Êy5tr~yyT!. ~15!

Furthermore, the standard deviations insr are assumed
to be limited below by a positive constants0 , i.e.,

s r~n!>s0 , n50,...,N21. ~16!

The constants0 can be seen as a user parameter that controls
the sparsity of the estimates. The largers0 , the less room is
left for a singles r(n) to grow large because of the restriction
of energy given in Eq.~14!. On the other hand, as will be
seen below,s0→0 favors estimates which for some compo-
nentsŝ r(n)'u r̂ (n)u→0 and the estimates will, thus, become
more sparse ass0 decreases.

D. Joint MAP estimation of r and s r

The joint MAP estimate ofr ands, given the measured
signaly, is given by

@ r̂ ,ŝr#5arg max
r,sr

p~r ,sruy!5arg max
r,sr

p~yur ,sr !p~r ,sr !

5arg max
r,sr

p~yur !p~r usr !p~sr !,

~17!

where we have used Bayes’ theorem and the chain rule for
pdf’s. Since allsr are equally likely,p(sr) is assumed to be
constant for allsr and we obtain

@ r̂ ,ŝr#5arg max
r,sr

p~yur !p~r usr !, ~18!

under the constraint in Eqs.~14! and ~16!.
The conditional pdfp(yur ) is given by

p~yur !5
1

~2p!N/2uCeu1/2e2~1/2!~y2Gr !TCe
21

~y2Gr !, ~19!

andp(r usr) is given by

p~r usr !5
1

~2p!N/2uCru1/2e2~1/2!rTCr
À1r

5
1

~2p!N/2Pks r~k!
e2~1/2!Skr 2~k!/sr

2
~k!, ~20!

whereCr is given by Eqs.~13! and ~12!.
By taking the negative logarithm of the expression in

Eq. ~18! and excluding irrelevant terms we finally obtain the
criterion function

J~r ,sr !5
1

2
~y2Gr !TCe

21~y2Gr !1
1

2 (
n50

N21
r 2~n!

s r
2~n!

1 (
k50

N21

ln s r~k!. ~21!

The joint estimate@ r̂ ,ŝr# is thus given by

@ r̂ ,ŝr#5arg max
r ,sr

J~r ,sr !, ~22!

under the constraints in Eqs.~14! and ~16!. We should note
that if we exclude the third term in Eq.~21!, we obtain the
standard MAP criterion associated with the assumption of
known covariance matrix1 Cr.

The structure of the criterion function in Eq.~21! sug-
gests a block version of the iterative alternating variables
optimization approach.15 So, to minimizeJ(r ,sr) we propose
the following iterative algorithm.~As in all optimization
problems, there are a number of possible optimization pro-
cedures that will also work. For instance, we could use a
Lagrangian to treat the constraints in a formal correct way.
The authors have found, however, that this simple scheme
works nicely in the experiments tested so far.!

~1! Set ŝr
05s01 where15@1,1,...,1#T is anN31 vector and

the constants05(Ey2Ns2)/Sni(G)ni2 fulfills the en-
ergy constraint in Eq.~14!.

~2! Calculater̂ it115arg maxrJ(r ,ŝit) for a fixed ŝr
it .

~3! Calculatezr
it115arg maxsr

J( r̂ it11,sr).

~4! To obtain ŝr
it11 , normalize zr

it11 by meeting the con-
straints in Eqs.~14! and ~16!.

~5! Go to 2.

The superscript it is the iteration number andzr
it

5@zr
it(0)¯zr

it(N21)# is a temporary variable.
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Since the criterion function in Eq.~21! is quadratic inr ,
the corresponding minimization problem~step 2 in the algo-
rithm above! can be solved analytically. The solution is
given by

r̂5~GTCe
21G1Cr

21!21GTCe
21y, ~23!

whereCr is defined by the components inŝr
it , cf. Eqs.~12!

and ~13!.
The minimization problem in step 3 is solved by equat-

ing the gradient]J/]sr to zero. The solution is given by

s r~k!5ur ~k!u, ;k. ~24!

To accomplish the normalization ofzr
it11 in step 4 we

first observe that including Eq.~16! in Eq. ~14! results in the
condition

s0
2 (

nur 2~n!<s0
2

i~G!ni21 (
nur 2~n!.s0

2
i~G!ni2s r

2~n!1Ns25 Êy ,

~25!

which should be satisfied for the normalized standard devia-
tions. Lets r(n)5Kzr(n) for nur 2(n).s0

2 whereK is a posi-
tive constant and lets r(n)5s0 for nur 2(n)<s0

2. Inserting
this in Eq.~14! yields

K5
AÊy2Ns22s0

2(nur 2~n!<s
0
2i~G!ni2

(nur 2~n!.s
0
2i~G!ni2zr

2~n!
. ~26!

It is interesting to note that apart from the quadratic
expressions found in standard MAP estimation under station-
ary Gaussian assumptions, we find in Eq.~21! a term that is
proportional todifferential entropyof independent Gaussian
variables,16 namely (k ln sr(k). So, loosely speaking, the
minimization of J(r ,sr) yields a minimum entropy realiza-
tion of r , within a family of possible realizations ofr that
otherwise are equivalent in terms of matching to the mea-
sured data.

III. DECONVOLUTION OF SYNTHETIC DATA

To illustrate the properties of the proposed algorithm
and the attenuation model we simulated A-scans using the
model in Eq.~11! followed by deconvolution using the pro-
posed algorithm. The impulse response used in the simula-
tion was measured as the normal incidence pulse-echo re-
sponse from an aluminum plate in the far field of an
unfocused Panametric transducer with approximate center
frequency 5 MHz. Throughout the simulations the attenua-
tion model parameter was set toa50.06. The frequency re-
sponse of the corresponding cumulative attenuation impulse
responses~CAIRs! are shown in Fig. 2. Before presentation,
each CAIRr l(k) was compensated for the delaylT. Apart
from this delay, the successive filtering withr(k) introduced
a group delay that fora50.06 is asymptotically 0.06 for low
frequencies. This delay is apparent for the CAIR correspond-
ing to 200T in Fig. 2.

A reflection sequence was modeled as a zero mean, sta-
tionary white Gaussian noise with variances r

250.01. Three
spikes with amplitudes 4,24, and 8 were inserted at time
indices 10, 30, and 200, respectively. In Fig. 3, we show a
simulated reflection sequence~left! and the signal obtained
using the model in Eq.~11! with the noisee modeled as zero
mean, stationary white Gaussian noise with variancese

2

5100.
In Fig. 4 we showr̂ it at iterations it51,2,4,8. The mini-

mum allowed standard deviation was set tos05us ru. The
estimate at it51 is the Wiener solution corresponding to a
stationarity assumption. Note the ringing and the underesti-
mation of the amplitudes of the estimated spikes in this es-
timate. At the subsequent iterations the variance is redistrib-
uted from first being-constant for all components at it51, to
getting larger at the time indices for the inserted spikes and
smaller for the remaining indices. In Fig. 5 we show how this
redistribution is evolving with the iterations. Note that the

FIG. 2. ~a! Cumulative attenuation impulse responses
corresponding to depthsz510cT/2, z530cT/2, andz
5200cT/2. ~b! Corresponding frequency responses
~right!. The attenuation model parameter was set toa
50.06.

FIG. 3. Simulated signals.~a! Simulated reflection se-
quence,r (k). ~b! Simulated A-scan,y(k).
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estimated reflection sequence at iteration it is based on stan-
dard deviation vectors at iteration it21. Note also that the
components in the standard deviation vector corresponding
to the large amplitude components inr converge to the ab-
solute values of the amplitudes of these components.

It can be seen in Fig. 3 that the heavy attenuation causes
a strong decrease of the amplitude of the spike atk5200.
The low-pass character of the signal caused by the attenua-
tion, something which is especially evident atk5200, also
causes the MAP estimate at it51 to have low-pass character.
As the standard deviations are redistributed this effect de-
creases.

IV. DECONVOLUTION OF REAL ULTRASONIC DATA

Immersion test pulse-echo data was acquired from a car-
bon fiber layered composite specimen using nonfocused

transducers with diameters of 10 mm. The impulse responses
of these transducers were measured as the normal incidence
pulse-echo response from an aluminum plate in the far field.
In order to obtain measurements with correct radiation cou-
pling functions, the same distance between the transducer
and the object was used as in the measurements from the
composite objects. The deconvolution experiments were per-
formed using a relatively narrow-band transducer,Tn , hav-
ing an approximate center frequency 5 MHz.

To apply the model in Eq.~11!, an estimate of the
attenuation model parameter was needed. This parameter
was found in an independent experiment, using a relatively
broadband transducerTb , having an approximate center
frequency 10 MHz, by means of a variant of the frequency
shift method. The front and back wall echoes~separated
in time by approximately 60T! were extracted and the

FIG. 4. Estimated reflection sequences.~a! Solution at
iteration 1.~b! Iteration 2.~c! Iteration 4.~d! Iteration 8.

FIG. 5. Estimated standard deviations of the individual
samples.~a! Solution at iteration 1.~b! Iteration 2.~c!
Iteration 4.~d! Iteration 8.
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center of gravity of the corresponding amplitude spectra
were calculated for these echoes. This was repeatedly
done for 20 A-scans and the obtained values were averaged.
The averaged frequency shift was found to beŜf q

52.6 MHz.
For simulated data we calculated the center of gravity of

the amplitude spectrum of the impulse response ofTb ,hb(k)
as well as of a signalw(k)5hb(k)* r60(k,a) wherer60(k,a)
is the simulated CAIR for a depth corresponding to a pulse-
echo delay of 60T. This was done for different choices of the
parametera. The estimateâ was defined as the parameter
that yielded the simulated frequency shiftŜf q . The described
procedure yielded the estimateâ50.065.

In Fig. 6 we show a B-scan that was acquired usingTn .
The B-scan was acquired from a carbon fiber reinforced ep-
oxy composite having eight internal fiber layers. In Fig. 6 we
see the front and back wall echoes at time indicesk'20 and
k'80, respectively. The internal fiber layers are difficult to
recognize because of the ringing in the transducer.

In Fig. 7 we present the B-scan obtained by applying the
proposed algorithm on the data presented in Fig. 6. Ten it-
erations were performed for each A-scan and no significant
changes of the solution from iteration to iteration were ob-
served at the last iterations. In Fig. 8, an example of an
A-scan acquired at position 20 mm is presented.

The estimates obtained at iteration it51, i.e., when im-
plicitly assumingr (k) to be stationary, are shown in Fig. 9
as a B-scan and in Fig. 10 the A-scan at position 20 mm is
shown. By comparing these estimates with the estimates pre-
sented in Figs. 7 and 8 we see that the proposed algorithm
yields, as was expected, estimates that are sparse in nature.
We can also see that the reflection from the internal layers
are more easily recognized in estimates obtained using the
proposed algorithm than in the estimates based on a station-
arity assumption.

Finally, in Fig. 11 the effects of neglecting the attenua-
tion in the signal model are shown. The B-scan in the figure
was obtained by applying the proposed algorithm on the data
assuming simplyG5H, i.e., A5I @cf. Eq. ~11!#.

We note that estimates are still sparse in nature but the
back wall echos shown in Fig. 11 are often seen to be esti-
mated as two closely spaced spikes with the same sign in-
stead of single sharp spikes. A possible explanation to this
behavior is that when the attenuation is neglected in the
model, this attenuation must instead be included in the re-
flection sequence, causing these sequences to contain a larger
portion of low-frequency components. Since the proposed
algorithm forces the solution to be sparse, this low-pass be-
havior is, suboptimally, modeled by these repetitive spikes
with the same sign.

The above-mentioned negative effect points out a limi-
tation of the proposed method. As with all algorithms based
on a sparsity assumption on the data, the solution will be-
come sparse. Either this is true or not. In this work we tried
to solve this problem by introducing the user parameters0 by
which we could control the amount of sparsity. It would, of
course, be more convenient if this parameter could be en-
tirely determined by the data. We have in this work not made
any attempt to accomplish that.

One practical issue that should be mentioned is that the
attenuation model should be synchronized with the front wall
echo because the attenuation does not affect the measure-
ments before the pulse has entered the attenuative medium.
In this work we solved this problem by identifying for each
A-scan the time index of the front wall echo,kfw , in the
estimates obtained at the first iteration of the algorithm. The
matrix A was then modified by inserting ankfw3kfw identify
matrix in the upper left corner ofA.

FIG. 7. B-scan obtained after ten iterations of the pro-
posed algorithm. The attenuation model parameter was
set toa50.065 and minimum allowed standard devia-
tion s050.02.

FIG. 6. Original B-scans obtained using transducerTn .
The front and back wall echoes start at time indicesk
'20 andk'80, respectively.
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FIG. 8. Example of deconvolved A-scan from lateral
position 20 mm in the B-scan in Fig. 7. The amplitude
of the front wall echo at time indexk515 is 0.62.

FIG. 9. B-scan obtained by performing one iteration of
the proposed algorithm. The attenuation model param-
eter was set toa50.065.

FIG. 10. Example of deconvolved A-scan from lateral
position 20 mm in the B-scan in Fig. 9.

FIG. 11. B-scan obtained after ten iterations of the pro-
posed algorithm. The attenuation was neglected in the
signal model, i.e.,a50 and the minimum allowed stan-
dard deviation was set tos050.02.
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V. CONCLUSIONS AND POSSIBLE IMPROVEMENTS

We have presented an algorithm for deconvolution of
ultrasonic pulse echo signals. The algorithm requires the sig-
nal to be dominated by a few echoes, i.e., the signal is re-
quired to be sparse~or semi-sparse!. The algorithm is based
on joint MAP estimation of the amplitudes in the reflection
sequence and their corresponding standard deviation. It can
be seen as a generalization of the noncausal Wiener filter
adapting to nonstationarities in the input signal leading to
sparse estimates. The sparsity can be controlled by means of
a user parameter that controls the minimum standard devia-
tion allowed for the amplitude pdf’s and, thereby, the algo-
rithm allows for treating a continuum between sparse and
highly entropic~stationary Gaussian! reflection sequences.

The sparse signal model is based on the assumptions of
a relatively thin material containing parallel layers that re-
flect echos that closely resemble a prototype echo acquired
from a planar reflector. In some cases however, due to dif-
fraction effects, the reflections from the layers will not have
the same shape as the prototype. This can be observed, for
instance, when the transducer is placed above an area that is
close to the edge of the object.

In the article we also presented a simple but, for signal
processing purposes, suitable discrete-time model for
frequency-dependent attenuation. The distortion of the pulse
wavelet as it travels through the medium was modeled as
successive convolutions with a fixed kernel that is close to a
delta function. By incorporating the attenuation in the signal
generation model the assumption of sparsity of the reflection
sequence becomes realistic.

Deconvolution results obtained by applying the algo-
rithm on simulated data illustrated the properties of the algo-
rithm and verified that the algorithm yields sparse solutions.
Results obtained using real ultrasonic data showed the ben-
efits of including the attenuation in the signal model. Ne-
glecting attenuation in the model resulted in false spikes,
especially at the strongly attenuated back wall echo, possibly
compensating for the model error. The number of false
spikes was reduced when including the attenuation in the
model, and the interpretation of the estimates was thus sim-
plified.

One limitation with the proposed algorithm is that the
sparsity of the estimate at present is controlled by means of a
user parameter. The choice of this parameter is somewhat
subjective and we pointed out that it would be desirable to

instead estimate this parameter using the measured data. Two
other limitations, that in this work were not considered to be
serious, are the need for an estimate of the attenuation model
parameter and for synchronizing the attenuation model with
the front echo. The first issue was solved by matching the
model parameter to frequency shift data in an independent
experiment and the second issue was solved by identifying
the position of the front wall echo in an estimate obtained
under stationarity assumptions.
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A model for sound lateralization
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Recent studies of multiple sclerosis~MS! and stroke patients suggested a correlation between two
patterns of abnormal performance in lateralization tasks and two sites of pontine lesions. Most
patients who had lesions below or at the superior olivary complex~SOC! perceived all interaural
differences in binaural stimuli as small, while most patients who had lesions above the SOC
perceived all interaural differences as large. The two abnormal performance patterns occurred for
interaural time differences~ITD! and/or for interaural level differences~ILD !. The present model
proposes a multi-level hierarchical brainstem structure that estimates ITD and ILD. The first level
seeks dissimilarity between the left and right inputs and a second level looks for similarity between
the two sides’ inputs. Each level is modeled as an ensemble of neural arrays in which each unit
performs a logic or arithmetic function. The inputs are simulations of auditory nerve responses to
broadband stimuli. Simulations yield good correspondence to the effect of both locations of pontine
lesions on binaural performance. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1371756#

PACS numbers: 43.64.Bt@LHC#

I. INTRODUCTION

Recent psychophysical studies of multiple sclerosis
~MS! and stroke patients~Furst et al., 1995; Aharonson
et al., 1998! investigated lateralization performance of those
patients. Stimuli with either interaural time differences~ITD!
or interaural level differences~ILD ! were introduced through
earphones and the patients were asked to locate the perceived
sound on a visual scale of nine positions. Two distinct pat-
terns of abnormal performance were observed due to either
of the tested pathologies, MS or stroke: Interaural differences
~ITD and/or ILD! were perceived either only at thesidesor
only near thecenterof the head. The two performance types
were labeled ‘‘side-oriented lateralization’’ and ‘‘center-
oriented lateralization,’’ respectively.

In parallel to the psychoacoustical studies, Furstet al.
~1995, 2000! also performed a magnetic resonance imaging
~MRI! study in which the pontine lesions of the patients were
detected and superimposed on a human auditory pathway
atlas. The two abnormal lateralization patterns corresponded
to two different anatomical locations of pontine lesions. Le-
sions at the trapezoid body~TB!, a fiber tract leading to the
superior olivary complex~SOC! nuclei, and/or lesions at the
SOC, were correlated to center-orientated lateralization per-
formance. Brainstem lesions at the lateral lemniscus~LL !, a
fiber tract leading to the inferior colliculus~IC! nuclei and/or
at the IC, were correlated to a side-oriented performance.
The lateralization performance of patients who had brain-
stem lesions in both anatomical sites, the TB/SOC and the
LL/IC, was either center-oriented or side-oriented depending
on the extent of the lesions in each site. All the patients that
performed normally in the lateralization experiment did not

have a detectable pontine lesion that involved the auditory
pathway.

Most existing models of binaural mechanism in the
brainstem were based on data from either animal studies or
psychophysical evaluations of healthy subjects. Some mod-
els were qualitative but were stated in physiological terms
~i.e., Jeffress, 1948, 1972; Bekesy, 1960; Van Bergeijk,
1962; Gaumond and Psdaltikidou, 1991!. Other models were
quantitative but predicted the binaural perception properties
in terms of input-output functions, i.e., black-box models
~i.e., Durlach, 1963, 1972; Osman, 1971, 1973!. The most
sophisticated quantitative models applied signal processing
techniques on auditory nerve responses to binaural stimuli
~i.e., Domnitz, 1973; Colburn, 1973, 1977; Domnitz and
Colburn, 1977; Colburnet al., 1990; Reed and Blum, 1991;
Carney, 1993; Reed and Dubreck, 1995; Stern and Trahiotis,
1996; Brugheraet al., 1996; Cai et al., 1998a, b!. Some
models suggested a single brainstem level structure located
in the SOC nuclei that perform ITD or ILD estimation~e.g.,
Colburn, 1973, 1977!. Other models suggested a multilevel
structure whose first level was related to the SOC and where
higher levels were not specifically expressed~e.g., Stern
et al., 1988; Shackletonet al., 1992; Stern and Trahiotis,
1996!. All the models could explain the lateralization perfor-
mance of normal subjects. They might even be extended to
explain an abnormality like center-oriented lateralization,
when the SOC level is impaired. We are not aware, however,
of any existing model that can explain the correlation be-
tween lesions at the LL/IC to side-oriented lateralization. In
the present article we introduce a model that reproduces the
experimental results and accounts for lateralization perfor-
mance of both normal subjects and patients with brainstem
lesions caused by both types of pathologies~MS and stroke!.

a!Author to whom correspondence should be addressed. Electronic mail:
vered@eng.tau.ac.il
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II. THE LATERALIZATION MODEL

A. Concept

The experimental results suggest that lesions at fiber
tracts leading to the SOC can cause large interaural differ-
ences to be perceived as small, while lesions at fiber tracts
leading to the IC, either unilaterally or bilaterally, can cause
small interaural differences to be perceived as large. Both
phenomena can be explained by a structure of two levels that
estimate interaural differences in the brainstem: one level at
the SOC, and a second level at or above the IC.

The first level detectsdifferencesbetween the left and
right inputs. If no difference is detected, the default decision
is that the two inputs are similar, and, consequently, small
interaural difference will be estimated. The second level in
the structure looks forsimilarity between the two inputs. If
no similarity can be determined, the default decision is that
the two inputs are different, and therefore large interaural
difference will be estimated.

B. Model features and notations

The brainstem is modeled as a hierarchical structure of
two levels: superior olivary complex~SOC! and inferior col-
liculus ~IC!, illustrated by square boxes in Fig. 1. The SOC is
the first binaural processor that receives bilateral inputs, from
both left and right cochlear nuclei~CN!. The second binaural
processing level in the brainstem is the IC. This level re-
ceives data from both the CN and from the SOC level. No
binaural processing is performed at the CN~illustrated as
circles in Fig. 1!, since their input is unilateral. The model
considers only feed forward links, or connections from lower
levels to higher ones.

All the anatomical structures that were included in Fig. 1
have an anatomical basis, but by no means does Fig. 1 in-
clude all existing pathways in the auditory brainstem. We
consider paths from each SOC to the ipsilateral IC and from
each CN to both ipsilateral and contralateral IC. The latter
path leads from the CN, without crossing at the SOC level,
through the ipsilateral LL, where it bifurcates into both IC.
Various studies have traced SOC-IC paths in the brainstem
and bifurcations at the LL into both IC~Warr, 1966; Adams,
1979; Websteret al., 1992; Li and Kelly, 1992; Faingold
et al., 1993; Bajoet al., 1993; Merchanet al., 1994!. Al-
though direct projections from the CN through the ipsilateral
LL are very scarce~i.e., Warr, 1982!, we included them in
the model to account for backup monaural paths.

Nuclei at each level are modeled as ensembles of pro-
cessing units. Each unit is identified by its level’s name, i.e.,
SOC or IC. The term ‘‘unit’’ stands for an entity performing
a function. The function can be realized either by a single
neuron or by a group of neurons. The responses at all neural
stages were modeled as trains of action potentials. This was
done using functions that could take only the values 0 or 1:

f ~ t !5H 0, when no action potential occurred,

1, when an action potential occurred.
~1!

Those trains of action potentials can be described as stochas-
tic processes that propagate information from one nucleus to
another. Each nucleus is described by its input process and
by the function it applies.

A binaural stimulus is transduced by both cochleae into
two sets of neural spike trains that propagate through the two
auditory nerves~AN! fiber to the brainstem. Since the tono-
topic structure determined by the cochlea is preserved in the
entire auditory pathway, each spike train will be labeled by a
subscript ‘‘n’’ to denote its characteristic frequency.

The monaural signals transmitted by the AN fibers are
labeled MONS,n(t). The indexn corresponds to a fiber out of
N parallel fibers at the AN (n51,2,...,N). The subscriptS is
the side-index, which stands for either left (‘ ‘L ’ ’) or right
(‘ ‘ R’ ’). The signals MONL,n(t) and MONR,n(t) take a form
described in Eq.~1!. The signals enter the brainstem, pass
through the CN at the ipsilateral side~L or R, respectively!
and proceed towards the SOC level.

The SOC and IC levels contain two nuclei labeled
‘‘left’’ and ‘‘right.’’ The right model nuclei determine loca-
tions of a sound source in the left half space, while the left
nuclei localize sound sources in the right half space. The
integration of the left and right IC outputs into a single out-
put is assumed to be performed by higher levels, above the
brainstem. This process is implemented by a level labeled
central processor~CP!, which follows the IC~Fig. 1!. The
notations for all neural responses up to the CP include a
subscript ‘‘S,’’ indicating left (‘ ‘ L ’ ’) or right (‘ ‘ R’ ’) nu-
clei.

Processing of time and level cues in the signal is per-
formed by separate, parallel mechanisms, in both SOC and
IC levels. A notation ‘‘T’’ or ‘‘ L’’ distinguishes responses
for time or level, respectively. At the level of the CP the time
and level pathways from both sides are merged to obtain a
single decision as to where the sound source position is.

FIG. 1. A schematic drawing of the model nuclei and connections that
perform lateralization. The SOC and IC nuclei are illustrated as rectangles,
and the TB and LL fiber tracts are indicated by dotted circles. The block CP
is the central processor, which reflects higher brain functions.
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C. SOC model

The inputs MONL,n(t) or MONR,n(t) are transmitted
from the left or right CN to the SOC level along two paths
~Fig. 1!. One path consists of fibers that do not pass through
the midline of the brainstem, and carries data to the ipsilat-
eral SOC. The second path is the trapezoid body~TB! that
carries data to the contralateral SOC. The latter path consists
of fast conducting fibers, connected to the left and right
SOC, that are labeled MONR→L,n(t) and MONL→R,n(t), re-
spectively.

Each input fiber enters two neural arrays in the SOC: a
time processing array~ITD array! and a level processing ar-
ray ~ILD array!. The SOC of each side thus consists of two
ensembles ofN arrays. In both ensembles, each array is iden-
tified by the same indexn (n51,2,...,N) which corresponds
to the fiber characteristic frequency. Both array types contain
M units, where each unit is characterized by an interaural
difference, either ITD or ILD. The input fiber is connected to
all the units of its destination array.

The structure and function of an ITD detection array
were suggested by Jeffress~1948! and have been elaborated
on in previous models~i.e., Colburn et al., 1990!. The
present model implements ITD detection as follows: A con-
tralateral and an ipsilateral fiber are connected to all the units
in an ITD array. The connections of the contralateral fiber
create a ladderlike structure that realizes delay lines, through
fiber length~Smith et al., 1991!. The ipsilateral fiber’s con-
nections to the units have similar lengths. Each unit in the
array detects coincidence between its ipsilateral and con-
tralateral inputs. TheM units are labeled by indicesm, where
m50,1,...,M21. A unit m is associated with a delay ofmDt
in the contralateral input, where (M21)•Dt is the largest
delay detectable by the array. A unit outputs ‘‘1’’ when two
spikes—from the ipsilateral input fiber@i.e., MONR,n(t) in
the right SOC# and contralateral input fiber@i.e.,
MONL→R,n(t) in the right SOC#—arrive during an interval
«. The coincidence interval« is short enough such that the
probability for a monaural coincidence is insignificant. The
output of a unitm in the right SOC ITD arrayn is given by
the function:

TSOCR,n
m ~ t !

5H 1 when ~MONL→R,n~ t8!∧MONR,n~ t9!!.0,

t2«<t8,t9,t,

0 otherwise,

~2!

where ‘‘∧’’ is a logical ‘‘AND’’ and « is the coincidence
time interval. TSOCL,n

m (t) is similarly obtained, by substitut-
ing (MONR→L,n(t8)∧MONL,n(t9)) in Eq. ~2!.

Interaural level differences are calculated in ILD arrays.
The structure and function of an ILD comparison array was
suggested in previous models~i.e., Reed and Blum, 1991!.
The present model implements the ILD estimation mecha-
nism as follows: A contralateral fiber and an ipsilateral fiber
are connected to all the units in an ILD array. No delay lines
are implemented in the ILD detection, hence, all contralat-
eral connections are assumed to have similar lengths. A
spike counting operator is applied as an ILD detector, where
each contralateral input spike~i.e., MONL→R,n(t)! increases
the count by 1 and each ipsilateral input spike~i.e., MONR,n!
decreases the count by 1. The counting is operated during an
intervaltSOC, and is then compared to threshold values. The
spike counting operator is described as follows:

Lc~x,2y,t!5 log10

Count~x~ t !,t!

Count~y~ t !,t!
,

wherex andy are excitatory and inhibitory spike trains, re-
spectively,t is the counting time interval and the function
Count(x(t),t) is the number of spikes counted within an
interval @ t,t1t#.

For simplicity reasons, we define a similar number of
units ~M! for both ILD and ITD arrays. TheM different units
in an ILD array are labeled by indicesm, where m
50,1,...,M21. A unit m is associated with an elementC(m)
from a vectorC of length M, defined as follows:C(0)50,
C(m).0 andC(m11)>C(m). M discrete ILD values are
thus detectable by an array, where each ILD corresponds to a
differentC(m) value. Specifically, the output of unitm at the
right SOC ILD arrayn is given by the function

LSOCR,n
m ~ t !5H 1 when C~m21!<Lc~MONL→R,n,2MONR,n,tSOC!,C~m!,

0 otherwise.
~3!

LSOCL,n
m (t) is similarly obtained by substituting

MONR→L,n(t) and MONL,n in Eq. ~3!.
SinceC(m) are positively defined, ILD units yield no

output when contralateral inputs are less intense than the
ipsilateral ones. Analogously, ITD units can only yield out-
put when the contralateral sound arrives at the ear before~or
together with! the ipsilateral one. Each SOC can thus esti-
mate interaural differences only when the signal at the con-
tralateral side preceded or was more intense than the ipsilat-
eral signal.

Both ITD and ILD arrays will not yield an output if the
contralateral input was abnormally delayed or blocked
(ITD@MDt; ILD@C~M!!.

D. IC model

The present model suggests a second lateralization level
that follows the SOC level in the brainstem. The function of
this second level is to produce interaural difference estima-
tion if such estimation was not performed at the first level
~SOC!.
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The IC arrays receive two data types: bilateral monaural
inputs, directly from the CN level, that reach the IC level
through both lemnisci~as can be seen in Fig. 1!, and ipsilat-
eral inputs from a SOC nucleus, carrying interaural differ-
ence estimations. If the SOC arrays and the TB and LL trans-
mission paths are intact, the IC decision merely reproduces
the SOC estimation and is thus redundant. If interaural dif-
ference estimation was not performed at the SOC level or
was not transmitted to the IC, a crude estimation of ITD
and/or ILD can still be made, based on the monaural inputs.
The monaural paths are crucial for the system, since they
indicate whether a signal was heard at either the left or the
right peripheries or at both. An acute example is the case
when only one ear is stimulated. In this case the SOC bin-
aural units yield no output, and the stimuli location will be
derived at the IC. Monaural right and left stimuli will be
localized at the right and left sides, respectively. Such a
backup system for lateralization is essential especially in a
noisy environment, when the SOC might fail to transfer re-
liable information to the IC.

Each IC consists of ITD and ILD array matrices whose
sizes areM3N, and whose outputs are equal to the corre-
spondent input SOC array matrices, i.e., ICS,n

m (t)
5SOCS,n

m (t); for m50,1,...,M21, n51,2,...,N, where
SOCS,n

m (t8) is an output from an ipsilateral SOC arrayn,
either ITD or ILD. There are thus 4N interaural difference

arrays at the IC level, and in an intervalt IC each of them can
provide a single output~only one of theM units in an array
can be equal to 1!. Thus, for every indexn, four ICS,n

m arrays
can be characterized by four outputs:mL,n

T (t), mR,n
T (t),

mL,n
L (t), andmR,n

L (t) that represent the left IC array for ITD,
right IC array for ITD, left IC array for ILD, and right IC
array for ILD, respectively.

Each IC array also includes three types of output units:
ICS,n

I , ICS,n
II , and ICS,n

III . The unit ICS,n
I indicates whether a

response from any of the SOC outputs was received at the IC
level. If ICS,n

I 50, which means no input from the SOC, then
one of the other two units ICS,n

II or ICS,n
III can fire, either one

but not both simultaneously. The ICS,n
II unit indicates that

inputs were received from both monaural paths, whereas
ICS,n

III indicates that only a crossed monaural input was re-
ceived. Formally, the outputs of the IC units are defined as
follows:

ICS,n
I ~ t !5H 1 when (

m50

M21

SOCS,n
m ~ t8!.0, t2t IC<t8<t,

0 otherwise,
~4!

where ‘‘S’’ represents a logical OR and SOCS,n
m (t8) is an

output from an ipsilateral SOC arrayn, either ITD or ILD:

ICS,n
II ~ t !5H 1 when ~MON

S̄→S,n

LL
~ t8!∧MONS→S,n

LL ~ t9!!∧ICS,n
I ~ t-!.0, t2t IC<t8,t9,t-,t,

0 otherwise,
~5!

where MONS→S,n
LL and MON

S̄→S,n

LL
are the monaural ipsilateral and contralateral inputs that reach each IC, whose origins are at

the ipsilateral and contralateral CN and their paths pass through the ipsilateral and contralateral LL, respectively~Fig. 1!:

ICS,n
III ~ t !5H 1 when ~MON

S̄→S,n

LL
~ t8!∧MONS→S,n

LL ~ t9!!∧ICS,n
I ~ t-!.0, t2t IC<t8,t9,t-,t,

0 otherwise.
~6!

Obviously, a response of ICIII unit indicates that only a
crossed monaural input was received. It is clear from Eqs.
~4!–~6! that in a time intervalt IC , only one of the units
ICS,n

I , ICS,n
II , or ICS,n

III can be equal to 1.
The additional binaural processing at the level of the IC,

as previously described, can advance the estimation of the
interaural difference provided by the SOC in two manners.
~1! It indicates that a binaural stimulus was presented ICS,n

II

51, which generates a default interaural delay at higher lev-
els.~2! It indicates a monaural stimulus ICS,n

III 51. Those out-
puts are processed at higher levels of the auditory pathway to
determine the perceived position of a sound.

E. CP model

A central processor~CP! follows the IC level and com-
bines the two IC output estimations into a full range of both
left and right interaural differences. The ITD and ILD that

were separately estimated in the brainstem level are com-
bined at the CP into a single position estimation in the cen-
tral processor.

We assume that the CP integrates all IC inputs and as-
certains consistencies between left and right inputsand ITD
and ILD inputs. Inputs to the CP might have two main dis-
crepancies:~1! left-right discrepancy and~2! level-time dis-
crepancy. Left-right discrepancies arise from the dual struc-
ture of the SOC and the IC levels. When an interaural
difference is presented, only the SOC at the side of the lag-
ging, or less intense signal, is activated. The IC at that same
side will then pass the correct estimation. The SOC at the
other side, however, yields no output, and the IC output at
that side will indicate a zero interaural delay because it re-
ceives only the monaural inputs from both sides. The CP task
is to resolve this conflict.

A level-time discrepancy can arise in lateralization tests
whenonly one of the interaural differences~ITD or ILD ! is
introduced. In this case, arrays that correspond to the intro-
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duced interaural difference will indicate difference, while the
arrays that correspond to the other interaural difference will
indicate none. Since in lateralization experiments, normal
subjects clearly perceive lateralization changes with only one
type of interaural delay, it seems that the system prefers the
‘‘difference’’ decision over the ‘‘similar’’ decision.

In the present model we do not specifically relate the CP
to a known anatomical structure. Therefore, we describe its
function by using logical and arithmetic operations without a
detailed description of how such a process is implemented.

Each CP array contains 2M21 units, labeled by indices
k, wherek52M11,...,21,0,1,...,M21. At each time inter-
val tCP, only one of those units will be active~its output will
be 1!. The index of the active unit represents the perceived
position; k,0 represents a left-side position;k50 repre-
sents the center position; and right-side positions are pre-
sented byk.0. We divide the 2M21 different units in the
CP array into three subgroups that correspond to three cat-
egories of interaural differences: small, intermediate, and
large. Small interaural differences are represented by small
values ofk: 0<uku<KII , whereKII !M . Intermediate inter-
aural delays are represented byKII ,uku<KIII , whereKIII

@0. Large interaural delays are represented byKIII ,uku
<M21. Hence a center position is defined as one of the
indices in the group:$2KII ,...,0,...,KII %, and a side position
is defined as one of the indices in the groups$KIII ,...,M
21% or $2M11,...,2KIII %.

When both SOC and IC supply the CP with an estima-
tion of ITD and ILD, then the CP will decide onk, the index
of the active output, on basis of the 4 individual decisions
obtained by the different IC arrays:mL,n

T (t), mR,n
T (t),

mL,n
L (t), andmR,n

L (t). Let us definekS as

kS5sign~S!•~mS,n
T 1mS,n

L !, ~7!

whenS indicates one of the sidesR or L, and

sign~S!5H 1, S5R,

21, S5L.
~8!

The perceived positionk in this case will be

k5kS1kS̄ , ~9!

when S̄ indicates the complement side ofS. It is clear from
the above equations that both cues ITD and ILD are taken
into account. For example, a center position will be per-
ceived when ITD cue will indicate right and ILD will indi-
cate left.

In general, the CP array receives five input types from
each side: time and level ICS,n

m estimations:mS,n
T (t) and

mS,n
L (t), and the additional three indications ICS,n

I , ICS,n
II ,

and ICS,n
III . From the definition of the latter three unit types

@Eqs. ~4!–~6!#, it is clear that either none of the three are
active ~one option!, or only one of them is active~another
three options!. These four possible inputs from each IC to the
CP yield 16 input combinations where both IC are consid-
ered. However, due to the symmetry between the two IC,
there are only ten different input combinations. Excluding
the trivial case~no inputs from neither IC to the CP yields no
output!, we are left with nine different possible input combi-
nations to the CP. We have listed those nine possibilities in

Table I: The active inputs are indicated in the two left col-
umns, and the index of the active output is indicated in the
right column. The first row in Table I represents the case in
which both ICL,n

I (t) and ICR,n
I (t) are active, and where the

index of the active output output is given by Eq.~9!.
As stated earlier, the CP strategy is to prefer ‘‘differ-

ence’’ decision over ‘‘similarity’’ decision. Thus a center
position will be decidedonly if there is no contradiction
between the different inputs to the CP. Let us define a side
index as

sideS5sign~S!•rand$KIII ,...,M21%, ~10!

where rand$G% represents a random choice~based on a uni-
form distribution! of an element in the groupG. The system
will decide ‘‘side’’ on various cases, as can be seen in Table
I. When only one ear is stimulated, ICS,n

III (t)51, obviously
the decision is ‘‘side.’’ When only one IC provides an esti-
mate of a center position, and the opposite IC provides a
contradictory information, then the CP decision will be side
~rows 3, 5, 7, and 8 in Table I!.

A center position will be decided only on the basis of
receiving information fromboth IC. When both ICL,n

I (t) and
ICR,n

I (t) are active~row 1 in Table I!, a center position can
be decided according to Eq.~9!. The only other case that a
center position will be decided is when both ICL,n

II (t) and
ICR,n

II (t) are active~row 4 in Table I!.

III. SIMULATION

A. Parameters and network performance
representation

In order to evaluate the performance of the brainstem
model, simulations were performed with the parameters cited
in Table II. Since the model did not include auditory filters,
we have tested the model performance for click stimuli,
whose spectrum is wide band.

The network inputs MONL,n(t) and MONR,n(t), n
51,2,...,N, are realizations of a stochastic point process. As
often used in simulation of neural systems, the point process

TABLE I. CP input/output relations.

Active input to CP Index of the active output

ICS,n
I (t) IC

S̄,n

I
(t) kS1kS̄

ICS,n
I (t) IC

S̄,n

II
(t) kS

ICS,n
I (t) IC

S̄,n

III
(t) HkS ukSu.KII

sideS̄ ukSu<KII

ICS,n
II (t) IC

S̄,n

II
(t) rand$2KII ,..,0,..,KII %

ICS,n
II (t) IC

S̄,n

III
(t) sideS̄

ICS,n
III (t) IC

S̄,n

III
(t) rand$sideS ,sideS̄%

ICS,n
I (t) ¯ HkS ukSu.KII

sideS ukSu<KII

ICS,n
II (t) ¯ sideS

ICS,n
III (t) ¯ sideS

2844 2844J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 V. Aharonson and M. Furst: Model for sound lateralization



is nonhomogenous Poisson with parametern(t). A simpli-
fied form of the rate function,n(t;A) in spikes/second units,
was chosen for the simulations, whereA corresponds to the
stimulus intensity in dB:

n~ t;A!5H nspont, A,30 dB,

nspont1aA, 30 dB<A<70 dB,

nsat, A.70 dB.

~11!

The reference intensity was chosen such that 50-dB
stimulus level corresponds to a rate of 105 spikes/second.
The values of the spontaneous and saturation rates for the
simulation were nspont55 spikes/second and nsat

5145 spikes/second. The slope of the linear part of the func-
tion, between the two cut-off values wasa
52@spikes/(second* dB)#. Simulations using these param-
eters were found sufficient to approximate PST histograms
of AN responses to click stimuli recorded from the cat~i.e.,
Kiang et al., 1965!. Realizations of the stochastic point pro-
cess were simulated by binary series of ‘‘1’’ for a spike
~neural firing! and ‘‘0’’ for neural quiescence. A simulation
of the network input, from a monaural single fiber
@MONS,n(t)# in response to a click stimulus, is shown in
Fig. 2. The figure presents the simulated PST histogram of
MONS,n(t). The value ofn(t;A) in this simulation was 105
spikes/second. The histogram was obtained by repeating the
simulation for 600 times.

Each monaural input bifurcates into two binaural pro-
cessing paths, ITD and ILD arrays. The network thus con-
tains 4* N parallel arrays at the SOC and IC levels, 2* N
arrays in each side~right and left!. At the CP level there are
only N parallel arrays, since for every characteristic fre-
quency all outputs, right, left, time and level are processed
by a single CP array.

Since the inputs MONS,n(t) are realizations of a sto-
chastic point process and the processing involves logic and
arithmetic functions, the outputs of the network’s units are
binary series as well and can be interpreted as realizations of
different stochastic point processes. Figure 3 demonstrates
three examples for the outputs of a SOC array. Figures 3~a!
and ~b! represent ITD arrays, and Fig. 3~c! represents ILD
arrays. Both ITD and ILD arrays containM units and thus

haveM outputs, and they both receive similar bilateral mon-
aural inputs. The input and outputs of the units are repre-
sented in Fig. 3 by their PST histograms. The input in Fig.
3~a! reflects no interaural difference, and the output shows
response for units:m50, m51, andm52 in both left and
right SOC arrays. The input in Fig. 3~b! reflects an ITD of
675 ms with the left ear leading, and responses are seen for
units m526, 27, and 28 at the right SOC array; no units of
the left SOC array have responded. The spike~logarithmic!
count vector was chosen asC(m)5m/2M . The input in Fig.
3~c! reflects an interaural level difference of 7.5 dB with the
left ear more intense; the responses are seen for unitsm
525, 26, 27, and 28 at the right SOC ILD array. Typically
the number of units responded to different stimuli ranged
from 1 to 15 units.

At the level of the central processor~CP! there areN
arrays. Each array containsK units (K52* M21). The out-
put of the CP array’s ensemble is represented by histograms
for different ITD values in Fig. 4@panels~a!–~e!#. The bins
of the histograms are the indices of the CP units,k. The
count in each bin,hk , is the number of arrays in which the
unit labeledk generated an output. All five histograms in Fig.
4 are manifestations of a Gaussian-like distribution whose
mean is changing as a function of ITD. For ITD50, the
mean is atk50 @Fig. 4~e!#, while for ITD520.9 ms the
mean is atk5231 @Fig. 4~a!#.

B. Simulation of pathologies

MS and stroke are two very different neural pathologies.
However, the functional effect of both pathologies on signal
processing in the brainstem can be similarly modeled. Both
the destruction of fibers and/or neurons and the delayed
transmission of neural signals can functionally cause a recep-
tion of incomplete data by the processing arrays. The use of
similar simulations for the damage of both MS and stroke
lesions can be justified by the fact that very similar behav-
ioral abnormalities were detected in the lateralization tests
for MS and stroke patients.

Both MS and stroke lesions were implemented in the
simulations as an inactivation of fibers or neural arrays. A
lesion involving either the auditory pathway below the SOC
or at the SOC nuclei was implemented in the network as
nonactivation of the TB fibers~modeled as contralateral con-
ductors to the SOC!. Nonactivation of SOC arrays yielded
similar performance, since SOC array produces no output
without a contralateral input. A TB lesion was simulated as
affecting contralateral fibers to both the left and right SOC
equally. According to the model, when TB fibers are not

FIG. 2. A simulation of an auditory nerve fiber response to a click stimulus
in PST histogram.

TABLE II. Parameters used in the simulation.

Parameter Definition Value

Dt Simulation time step 5ms
N Number of parallel input fibers entering the network 2000
M Number of units at an SOC array 36
« Coincidence detection interval of ITD array units

at the SOC
15 ms

MDt Maximal interaural time difference
at the SOC ITD array

900 ms

tSOC Counting period of the SOC ILD array units 100ms
t IC Counting period of IC units 900ms
tCP Integration period of CP units 900ms
KII The largest index among the IC units that

can be activated when both monaural
inputs are detected

10

KIII The smallest index among the IC units that
can be activated when monaural input is detected

25
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activated, interaural differences cannot be detected at either
SOC nuclei. The corresponding IC arrays then receive no
SOC inputs but can still use the bilateral monaural inputs.
Figure 5 demonstrates the performance of the network, for
six cases of inactivated TB fibers, in histograms similar to
the ones in Fig. 4. The six panels~a!–~f! demonstrate CP
outputs for 0%, 25%, 50%, 65%, 80%, or 95% of the TB

fibers inactivated, respectively. The stimulus for all cases
was a binaural click with ITD50 and ILD525 dB. Figure
5~a! represents the normal brainstem, in which the mean of
the Gaussian-like distribution is atk5218. When almost all
TB fibers are not activated@panel~f!, 95% of inactivation at
the TB# the decision histogram has a uniform distribution for
212,k,12, with a mean atk50. The distributions at pan-

FIG. 3. A schematic structure of two SOC arrays at the
left and right SOC, and PST histograms of their inputs
and outputs.~a! Response of a pair of ITD arrays to an
input where ITD50 ms and ILD50 dB. ~b! Response
of a pair of ITD arrays to an input where ITD
520.675 ms and ILD50 dB. ~c! Response of a pair of
ILD array to an input where ITD50 ms and ILD
527.5 dB.
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els ~b!–~e! undergo a progressive change from a Gaussian-
like distribution to a uniformlike distribution.

IC lesions were modeled as damage to the LL. Figure 6
represents the CP output for a binaural click stimulus, with
ILD525 dB and ITD50, for different amounts of unilateral
LL lesions. Figure 6~a! represents the normal brainstem with
no lesions, and panels~b!–~f! represent the CP response with
TB intact and different percentages of unilateral LL lesion
from 25%@Fig. 6~b!# to 95%@Fig. 6~f!#. Figure 6~a! is simi-
lar to Fig. 5~a!, a Gaussian-like distribution whose mean is at
k5218. In Fig. 6~f!, the histogram has a bimodal uniform-
like distribution centered around235,k,224 and around
28,k,35. The dominant modal is centered at the negative
values ofk, which is the side of the mean of the histogram in
Fig. 6~a!. The distribution evolves from a Gaussian-like dis-
tribution to a bimodal uniform-like distribution with increas-
ing percentage of LL lesion.

C. Comparison between patients’ performance and
model simulations

One of the main goals of this simulation is to compare
the model predictions to lateralization performance obtained
in psychophysical experiments by normal-hearing subjects
and patients with different brainstem pathologies. We com-
pared the model results to the lateralization experiments that
are described in details in Furstet al. ~1995! and Aharonson
et al. ~1998!. In brief, the experiments included a set of
stimuli with different interaural delays~ITDs! and interaural
level differences~ILDs!. Subjects were asked to match the

FIG. 4. Performance histograms representing the central processor deci-
sions, for a binaural click with ITD values~a! 20.9 ms,~b! 20.675 ms,~c!
20.45 ms,~d! 20.225 ms, and~e! 0 ms.

FIG. 5. Performance histograms representing the central processor deci-
sions, for a binaural click with 0 ms ITD and25 dB ILD, when a percent-
age of TB fibers~randomly distributed! were not activated:~a! 0%, ~b! 25%,
~c! 50%, ~d! 65%, ~e! 80% and~f! 95%.

FIG. 6. Performance histograms representing the central processor deci-
sions, for a binaural click with 0 ms ITD and25 dB ILD, when a percent-
age of LL fibers were not activated:~a! 0%, ~b! 25%, ~c! 50%, ~d! 65%, ~e!
80%, and~f! 95%.
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different stimuli to nine perceptual positions, POS
51,2,...,9. The middle position POS55 indicated perception
of a stimulus at the center of the head. Position 1 indicated
perception of a stimulus at the left side of the head, and
position 9 indicated perception at the right side of the head.

The model implementsN* K units that can fire in a re-
sponse to a binaural click whose duration is 100ms. There-
fore, for each such stimulus, almost allN arrays respond, but
in each arrayn, only one of theK units can fire. Thus the CP
output can be presented as a random variablek, whose ex-
pected value (E@k#) is the estimated perceived position. To
compare this estimation to the nine positions defined in the
psychoacoustical experiments we use the following transfor-
mation:

POS5 i if K̄ i<E@k#,K̄ i 11 for i 51,2,...,9, ~12!

where the vectorK̄ is

K̄5@K1,K2,...,K10#

5@235,228,221,214,25,6,15,22,29,26#.

Since the density function of the perceived position is chang-
ing, as can be seen in Figs. 5 and 6, we used a heuristic
approach for estimatingE@k#: Repeating the simulation
many times for the same stimuli, we counted the times that
eachk was selected. Thek that yielded the maximum number
of counts was considered asE@k#. In Figs. 4–6 POS is in-
dicated in the upper axis of each panel, POS55 corresponds
to k50, POS51 corresponds tok5235, POS59 corre-
sponds tok535, etc.

Examples for click lateralization performance of four
subjects are represented by histograms in the upper two rows
of Fig. 7. Thex axis in the histograms represents the inter-
aural differences and they axis represents the nine positions
defined by the test procedure. The bins’ heights in the histo-
grams are the relative number of times a subject indicated a
certain position~POS! for a given interaural difference, ITD
or ILD. A performance histogram of a normal control sub-
ject, N5 ~first column in Fig. 7! demonstrates high correla-
tion between the indicated positions and the interaural differ-
ences. The second column in Fig. 7 demonstrates an example
of a side-oriented performance. This stroke patient, Pt39,
perceived all binaural stimuli only at the side positions~1, 2,
3 or 7, 8, 9! and never at the center positions~4, 5 and 6!.
The third and forth columns in the figure demonstrate a
center-oriented lateralization performance of a stroke patient
~Pt30! and a patient with multiple sclerosis~Pt46! who per-
ceived most binaural stimuli at positions 4, 5, and 6.

The lesions of the three patients~Pt39, Pt30, and Pt46!
relative to the brainstem auditory pathway are also shown in
Fig. 7. Their locations are shown on a schematic drawing of
the auditory pathway in the coronal plane. The locations of
the brainstem nuclei are shown below the performance of
subject N5. The location of the patients’ lesions were ob-
tained from their MRI scans and as a result of applying an
algorithm that superimposed the auditory pathway on the
MRI scans of each patient~Tenny, 1994; Tadmoret al.,
1994; Furstet al., 2000!. The percentage of fibers affected
by the lesion was approximated by the ratio between a lesion
size and the size of the fiber tracts or nuclei involved. The

FIG. 7. Comparison between experimental data of dif-
ferent subjects’ lateralization performance and the
model predictions. The first and second rows represent
the psychoacoustical performance of four subjects in a
lateralization experiment~from Aharonsonet al., 1998!
with ITD ~first raw! and ILD ~second raw!. Each col-
umn represents a different subject. Schematic coronal
drawing of the auditory pathways in the brainstem are
shown in the third row. The locations of the lesions, as
estimated by MRI analysis for the three patients~Furst
et al., 2000!, are indicated in black. The fourth and fifth
rows represent the lateralization performance predicted
by the model for each subject~see details in text!.
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performances of the simulations for the four subjects are
shown in the fourth and fifth rows of Fig. 7, for ITD and
ILD, respectively. The simulation was obtained with the fol-
lowing lesion percentage: Pt39290% of left LL; Pt30
290%TB; Pt46290%TB, 90% left and right LL. As can be
seen from Fig. 7, the model’s simulation prediction and the
actual behavioral performance are highly correlated.

In Aharonsonet al. ~1998!, we have characterized pa-
tient’s performance in the lateralization experiment by calcu-
lating the center lateralization index (QC), which is the
probability to perceive a center position (POS54,5,6) in the
lateralization experiment. Normal performance yieldedQC

50.33 for both ITD and ILD lateralization experiments.QC

was used to distinguish between the two abnormal perfor-
mances; lateralization behavior was regarded as side-oriented
if QC,0.2 ~the mean normal value22.5* s.d. of the normal
values!, and center-oriented ifQC.0.5 ~the mean normal
value12.5* s.d. of the normal values!. In order to estimate
what is the lesion size that can account for the abnormal
lateralization behaviors, we calculatedQC for different real-
izations of the model, i.e., different percentage of inactive
fibers in either TB or LL. Due to the randomness property of
the network, each network realization was simulated 100
times ~Monte Carlo Method! to obtain reliable mean perfor-
mance. Figure 8 demonstratesQC as a function of inacti-
vated fiber percentage for ITD and ILD experiments. In
panel~a!, QC was calculated from simulations of LL lesions,
and in panel~b! from simulations of TB lesions. The middle
lines in both panels represent the mean values ofQC ~solid
symbols for ITD and empty symbols for ILD!; the upper and
lower lines are the mean62.5 s.d. values ofQC .

Several features of the network performance can be de-
rived from Fig. 8:

~1! Abnormal values for lateralization indices are observed
at or above 70% of nonactivated fibers, for both interau-
ral differences. This prediction of the model suggests
that only very severe lesions can produce an abnormality
like center-oriented or side-oriented lateralization.

~2! There is no significant difference between ITD and ILD
in terms of mean lateralization indices.

~3! The standard deviation for center lateralization index is
slightly larger for ILD than for ITD in small inactivation
percentage~,50%!. In this region theQC values are in
the normal range.

~4! For large inactivation percentages~.60%! the mean and
s.d. of both ITD and ILD are similar, for TB and for LL
inactivation.

IV. DISCUSSION

A multi-level model for binaural processing was pre-
sented in this article. Only lateralization properties were cur-
rently evaluated, but the framework suggested in this article
can be used to test other binaural properties. The model de-
scribes a feed-forward hierarchical structure of the CN, SOC,
and IC. The model final decision is obtained by evaluating a
large population of neurons, where each neuron carries its
own decision. The model was designed so that its construc-
tion is consistent with anatomical structure of the brainstem

auditory pathway. All the anatomical structures that were
included in the model have an anatomical basis, but the
strength of the various projections was not fully considered.
The connections between brainstem nuclei were documented
in many animal studies. Projections from both CN and SOC
nuclei to the IC have been traced in various mammals. The
projections from each SOC nucleus to the ipsilateral IC and
from each CN nucleus to the contralateral IC are very promi-
nent ~i.e., Warr, 1966; Adams, 1979; Websteret al., 1992!.
Anatomical evidence for direct projections from the CN to
the ipsilateral IC is less conspicuous but still exists~i.e.,
Warr, 1982!. We assumed the existence of axons that convey
monaural information directly from the CN to the IC, with-
out crossing in the lower brainstem~below the LL!. The
ipsilateral path, transmitting CN data to the IC, is crucial for
the IC function in the model, in case that SOC data is miss-
ing. The functional effect of this transmission is an indica-
tion for sound in the ipsilateral hemifield. Indications for a
sound in the contralateral hemifield arrive to the IC via the
~well documented! contralateral projections from the CN.
The scant evidence for ipsilateral projections in animals can
be accounted for in two ways—either ipsilateral AN data
does reach the IC from the CN level via other direct paths, or
each IC communicates a monaural contralateral AN data to
the other IC.

The model performance was evaluated based on testing
the behavior of a population of neurons involved in the bin-
aural process. A single-neuron model can represent a popu-
lation of neurons only when all neurons are functioning
properly. In order to model the effect of lesions on the per-

FIG. 8. Center lateralization index (QC) as a function of inactivated fibers
percentage in the network~lesion size! ~a! for LL lesions and~b! for TB
lesions. The middle line connects the mean CLI~solid symbols for ITD tests
and empty symbols for ILD tests! and the upper and lower lines are the
62.5 s.d. range.
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formance, apopulationof neural arrays must be considered:
A lesion affects a portion of the neurons involved in a pro-
cess and the performance differs with respect to both lesion
location and size. The present model simulates large en-
sembles of neural arrays, performing similar processes, at
each level. Lesions can thus be simulated as partial inactiva-
tion of the ensemble.

The robustness of the model is demonstrated by the fact
that only inactivation of a very large percentage of networks
~.70%! produced an abnormal lateralization performance.

The binaural processors SOC and IC are distinguished in
the model by their purpose when comparing right and left
inputs. SOC ‘‘seeks dissimilarity’’ and IC ‘‘seeks similar-
ity’’ between the left and right inputs. Those assumptions are
consistent with existing experimental data. Kavanagh and
Kelly ~1992! have shown that with SOC lesions in ferrets,
the biggest impairment in sound localization is in the lateral-
most part of the sound field, which means that a SOC lesion
can produce sound lateralization in the central part of the
sound field. Studies of SOC kainic acid lesions~Sally and
Kelly, 1992; Kelly and Sally, 1993; Kellyet al., 1996! have
shown that large lesions of the SOC do not change the ILD
sensitivity range seen in single neurons of the IC or the au-
ditory cortex. It should be kept in mind that these studies
only looked at a narrow performance range of the neurons
and did not determine whether there was a quantitative dif-
ference in ILD sensitivity, or if there was any difference in
ITD sensitivity. Ito et al. ~1996! also found indications for
sound localization at higher brainstem levels, while lower
ones were damaged.

In the model, we defined a final stage~CP! where time
and level or left and right conflicts are resolved, with a pref-
erence to the lateralized decisions over the center decisions.
Human and animal behavioral studies support this hypoth-
esis. Wightman and Kistler~1992! have shown that when
normal subjects were presented with acoustic stimuli with
conflicting time and intensity cues~time cues appropriate for
a very lateral sound source and intensity cues over a wide
range!, they did not pick frontal midline sound localization.
Middlebrooks and Knudsen~1987! have shown that conflict-
ing time and level cues normally lead to a unitary estimate of
source location.

The model suggests functions that are performed in the
SOC and IC levels, but does not specify unit types within the
nuclei. Brainstem unit recording thus cannot be directly com-
pared to the suggested modules. However, cells in both MSO
and LSO of mammals clearly present characteristic response
to binaural stimuli~either EE or IE!.

Based on our previous psychoacoustical results~Aha-
ronsonet al., 1998; Furst and Algom, 1995; Levineet al.,
1993!, we included different mechanisms for ITD and ILD
estimations. Various physiological results support this as-
sumption. Smithet al. ~1991! have observed in the cat’s
brainstem a contralateral TB fibers projection to the SOC in
ladderlike configuration. These projections can be related to
the ITD comparison mechanism. Similarly, Beckiuset al.
~1999! have traced, in the cat, gradient of axonal length from
the antroventral cochlear nuclei to the ipsi- and contralateral
MSO, when a more significant gradient in length was found

for fibers traveling to the contralateral side than to the ipsi-
lateral side.

Cells that are mainly involved in ILD detection were
found in animal’s LSO~Boudreau and Tsuchitani, 1968;
Tsuchitani and Boudreau, 1969; Guinanet al., 1972; Joris
and Yin, 1995!. The LSO in mammals, however, consists
mostly of high CF neurons and is practically nonexistent in
humans~Moore, 1987!. The function of ILD detection in
humans, however, can be assumed to be located at the MSO.
The ILD discrimination units at the model SOC respond
when the sound is in the contralateral hemifield. The neurons
at mammals’ LSO, on the other hand, respond when sound is
in the ipsilateral hemifield. However, in overall terms of the
model, this difference is insignificant. The dual structures of
left and right SOC and IC, where neurons at each side re-
spond to stimuli precedence at the other side, were observed
in experimental animals~i.e., Yin and Chan, 1990; Bruckner
and Rubsamen, 1995!. The sensitivity of brainstem neurons
to either ITD or ILD cues in binaural stimuli were observed
in many studies~i.e., Yin and Chan, 1990; Stanfordet al.,
1992; Irvineet al., 1995!.

To conclude, the model describes unit arrays in simple
logic or arithmetic functions that could be readily imple-
mented. The functions of the different modules as well as the
connections between them are simplification but consistent
with experimental data. A further study is required to test the
sensitivity of various parts of the model, in particular the
weights that should be applied to the different pathways.

The central message of the model is the necessity and
desirability of at least two levels of detailed interaural com-
parison, where the different levels perform different func-
tions. Inactive cells below or at the first processing level
result in the inability to localize stimuli with large ID, while
inactive cells between the first and second processing levels
deteriorate localization of small interaural ID.
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Computational algorithms that mimic the response of the basilar membrane must be capable of
reproducing a range of complex features that are characteristic of the animal observations. These
include complex input output functions that are nonlinear near the site’s best frequency, but linear
elsewhere. This nonlinearity is critical when using the output of the algorithm as the input to models
of inner hair cell function and subsequent auditory-nerve models of low- and high-spontaneous rate
fibers. We present an algorithm that uses two processing units operating in parallel: one linear and
the other compressively nonlinear. The output from the algorithm is the sum of the outputs of the
linear and nonlinear processing units. Input to the algorithm is stapes motion and output represents
basilar membrane motion. The algorithm is evaluated against published chinchilla and guinea pig
observations of basilar membrane and Reissner’s membrane motion made using laser velocimetry.
The algorithm simulates both quantitatively and qualitatively, differences in input/output functions
among three different sites along the cochlear partition. It also simulates quantitatively and
qualitatively a range of phenomena including isovelocity functions, phase response, two-tone
suppression, impulse response, and distortion products. The algorithm is potentially suitable for
development as a bank of filters, for use in more comprehensive models of the peripheral auditory
system. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1370357#

PACS numbers: 43.64.Bt, 43.66.Ba@BLM #

I. INTRODUCTION

Using observations in chinchilla and guinea pig prepa-
rations, we evaluate an algorithm for simulating the nonlin-
ear response of the cochlear partition in response to stapes
motion. The algorithm is intended as a high-speed compo-
nent in much larger models of the response of the whole
auditory periphery to acoustic stimulation. It is not a model
of cochlear mechanics, but rather a signal-processing algo-
rithm. It is, however, an example of a recent tradition of
nonlinear algorithms~e.g., Carney, 1993; Gigue`re and
Woodland, 1994; Goldstein, 1990, 1995; Irino and Patterson,
1997; Lopez-Povedaet al., 1998; Lyon, 1982; Meddiset al.,
1990; Robert and Eriksson, 1999!. The aim of such models is
to promote the evaluation of computational psychoacoustic
theories based on the anatomy and physiology of the periph-
eral auditory system. Nonlinearity is an important character-
istic of the response of the auditory partition~Rhode, 1971!
and is relevant to a range of psychophysical phenomena. A
high-speed nonlinear algorithm for simulating the nonlinear
mechanical input to the inner hair cell transduction process is
also essential to the rigorous modeling of the response of the
auditory nerve~AN! and the auditory signal processing in the
auditory brainstem~Winter et al., 1990; Yateset al., 1990!.

The eventual aim is to construct a filter bank consisting
of a series of such algorithms to represent as many locations
along the cochlear partition as the modeller requires~cf.
Lopez-Poveda and Meddis, 2000!. Unfortunately, we only
have detailed cochlear measurements of the input/output

~I/O! functions at a limited number of sites. Below, we
evaluate the algorithm at three sites for which detailed laser
velocimetry observations are available. These three regions
have best frequencies~BFs! of approximately 0.8, 10, and 18
kHz ~Rhode and Cooper, 1996; Ruggeroet al., 1997; and
Nuttall and Dolan, 1996!. The development of a complete
filter bank will be deferred so that this study can deal with
the more focused question of the algorithm’s ability to simu-
late, qualitatively and quantitatively, direct measurements of
cochlear response functions. Future development of the filter
bank will inevitably need to draw on observations of audi-
tory nerve~AN! activity to fill in the gaps between the co-
chlear locations for which we have direct measurements. Un-
fortunately, nonlinear processes in the inner hair cell, the
synapse, and AN dendrites intervene between the basilar
membrane~BM! and AN fibers. As a result, AN data cannot
be used as adirect test of the validity of the algorithm, even
though such data will undoubtedly help tune the model once
its value is established. In this study, we restrict our attention
to the narrower question of whether the algorithm can gen-
erate a useful simulation of the complex, nonlinear behavior
observed at those sites where physical measurements have
been reported.

A particular challenge for the algorithm is the need to
simulate the considerable differences in the appearance of
the input/output~I/O! functions at different points along the
cochlear partition@see Figs. 1~a!, ~c!, and ~e!#, particularly
the difference between basal and apical sites. We also need
to know whether it can simulate a range of ancillary phe-
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nomena including impulse responses showing frequency
sweeps, filter functions that vary with signal level, two-tone
suppression effects, and appropriate distortion products. All
of these effects have been observed~see below! at the level
of the cochlea. This model is not unique in attempting to
simulate nonlinear responding, but it is probable that this is
the first time that any nonlinear computational algorithm has
been tested in such detail against a wide range of physical
observations.

An important motivation for this research comes from
the observations of Winteret al. ~1990! and Yateset al.
~1990! at the level of the auditory nerve. They demonstrated
that the differences between low- and high-spontaneous rate
fibers could be understood in terms of a nonlinear contribu-
tion to their driving force. Much of this nonlinearity prob-
ably originates at the level of the BM. It follows that the
appropriate AN rate-intensity functions can only be repro-
duced in a composite model of the auditory periphery when
an appropriate nonlinearity is present prior to the inner hair
cell ~IHC! stage. The principal has already been explored in
computational models of IHC response~Lopez-Povedaet al.,
1998; Schoonhovenet al., 1997!.

Existing nonlinear models can be characterized in vari-

ous ways; some are transmission-line models~Giguère and
Woodland, 1994; Lyon, 1982! others are point models~Car-
ney, 1993; Goldstein, 1990, 1995; Irino and Patterson, 1997!.
Point models simulate the response of the cochlear partition
at a single site while transmission models simulate the flow
of energy along the length of the partition. Most use feed-
back to control compression while Goldstein used an explicit
compression function. Most use a single processing path
while Goldstein used a dual resonance approach. The model
to be evaluated below is a point model using an explicit
compression function in a dual resonance configuration. It is,
therefore, most similar to that of Goldstein’s multiple band-
pass nonlinear model and both derive their ‘‘bandpass non-
linear’’ method of compression from an idea by Pfeiffer
~1970!. However, there are important differences to note. For
example, both use a linear ‘‘tail’’ and a nonlinear ‘‘tip’’
processing path, but the present algorithm has different cen-
ter frequencies~CFs!1 for the two paths. It is this difference
that produces the shift in BF of the overall system as signal
intensity rises. Like Goldstein, we use an explicit compres-
sion function, but we have found it possible to avoid the use
of his expansive nonlinearity function. The use of dual reso-
nance is also not new. Schoonhovenet al. ~1994!, for ex-

FIG. 1. Input/output functions; input
is dB SPL corresponding to the stapes
velocity used. Output is peak velocity
of the basilar membrane~m/s!. Leg-
ends show frequency of pure tone
stimuli. Left column: animal observa-
tions. All data have been converted to
velocity when necessary. Right col-
umn: model results corresponding to
animal data immediately to left.~a!
Data from Rhode and Cooper~1996,
animal CH 16! for an apical site (BF
;800 Hz!. ~c! data from Ruggero
et al. ~1997, animal L113! (BF
;10 kHz!. ~e! data from Nuttal and
Dolan ~1996, animal GP 23-81!. ~b, d,
and f!. Corresponding algorithm re-
sults using parameters in Table I, cols
2 ~CH 16!, 4 and 5, respectively.
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ample, used a dual resonance model with different BFs to
model threshold functions. Because they were concerned
only with threshold functioning, they did not add a compres-
sion function.

The computational details of the model are presented in
Sec. II while in Sec. III we evaluate the model against pub-
lished input/output functions measured at three cochlear
sites. In Sec. IV we review the response of the model to
intensity changes, impulsive stimuli, and two-tone stimuli
against physical measurements where these exist.

II. MODEL DESCRIPTION

The input to the algorithm isstapes motion, x(t), and its
output represents the vibration velocity,2 y(t), of a particular
location along the cochlear partition. Each individual site is
represented as a tuned system consisting of two parallel pro-
cesses, one linear and the other nonlinear~Fig. 2!. The linear
path consists of a bandpass function, a low pass function,
and a gain/attenuation factor,g, in a cascade. The nonlinear
path is also a cascade consisting of a bandpass function, a
compression function, a second bandpass function, and a low
pass function, in that order. The output of the system is the
sum of the outputs of the linear and the nonlinear paths. The
complete unit is referred to below as a dual resonance non-
linear ~DRNL! filter.

The three bandpass functions each consist of a cascade
of two or more gammatone filters~Hartmann, 1997! with
unit gain at CF. The low pass filters, likewise, consist of a
cascade of second-order low pass filters. The low pass filters
also have unit gain at low frequencies and a 6 dB down

cutoff set to the CF of their matching bandpass functions.
Figure 3~a! illustrates the shape of the gammatone and low
pass filters both singly and in cascade. In the nonlinear path,
the CFs and bandwidths~BW! of the two sets of gammatone
filters are the same. The CF and BW of the gammatone fil-
ters in the linear path~CFnl and BWnl, respectively! are dif-
ferent from those in the nonlinear path~CFlin and BWlin!.
The parameters of the filters~including the number of ele-
ments in each cascade! for all three cochlear sites are speci-
fied in Table I.

The shape of the compressive function in the nonlinear
path was chosen to agree with observations based on animal
data. It is linear at low signal levels,

ya@ t#5a•x@ t#,

FIG. 2. Schematic diagram of the DRNL algorithm. The input is in the form
of stapes velocity and is applied to two signal-processing paths: one linear
and the other nonlinear. The outputs of the two paths are summed to form
the output. The individual bandpass and low pass functions consist of cas-
cades of bandpass and low pass functions~see the text and Fig. 3!.

FIG. 3. ~a! Examples of the gammatone and low pass filter used to construct
the signal-processing units illustrated in Fig. 2. The gammatone filter shown
has a CF of 10 kHz, a BW~3 dB down! of 1000 Hz and unit gain. A cascade
of two gammatone filters is also shown. A low pass filter~6 dB down at 10
kHz! is also shown along with the result of four cascading identical filters. A
cascade of the ‘‘second-order’’ gammatone filter and the ‘‘fourth-order’’
lowpass filter is shown to illustrate the effect of combining the components.
~b! The compression effect is based on two functions~shown slightly dis-
placed as dotted lines!, one linear,ya , and the other a power function,yb .
The individual data points are chinchilla peak velocity observations~Rug-
geroet al., 1997, Fig. 6! and the continuous line is the model compression
function,y ~see the text!. ~c! Stapes velocity as a function of frequency used
in the evaluation of the model. These data points are taken from animal
measurements. White triangles: chinchilla data at the apical site~Rhode and
Cooper, 1996, Fig. 4!. Black squares: chinchilla data used at the;10 kHz
site ~Ruggeroet al., 1990, Fig. 8!. White circles: guinea-pig data used at the
basal site~see note 3!. All data points are scaled to 0-dB SPL. For modeling
purposes, these are rescaled to the level of the stimulating tone.
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wherex@ t# is the output of the first filter in the nonlinear path
anda is a parameter of the system. At higher signal levels,
the response is nonlinear,

yb@ t#5b•ux@ t#uv sign~x@ t# !,

where b and v are parameters of the model. At all signal
levels, thesmallerresult of the two functions is chosen, i.e.,

y@ t#5sign~x@ t# !3MIN ~aux@ t#u,bux@ t#un!,

Fig. 3~b! compares this function to the response of the chin-
chilla BM to a 10-kHz~BF! tone. Note thata andb are used
to control the gain of the nonlinear path. Their relative value
determines the compression threshold.

The output of the nonlinear path is linear at very low
signal levels but is otherwise compressive. The output of the
linear path is, of course, linear at all signal levels. At low
signal levels, when both outputs are linear, the response of
the linear path to tones near CF is typically weak and the
response of the nonlinear path dominates the output of the
system as a whole. At higher signal levels, the output of the
nonlinear path will eventually be less than the output of the
linear path because the former is subject to compression. As
a consequence, the output of the system is typically linear at
very high signal levels. This can be seen most easily in Fig.
1~b!, where the response to 800-Hz tones is linear up to
60-dB SPL, then shows a mild compression up to 75-dB SPL
when it again becomes linear. This return to linearity at high
signal levels cannot be seen in at the basal sites featured in
Figs. 1~d! and ~f! because it occurs at signal levels greater
than those displayed.

The parameters shown in Table I were obtained in the
following manner. It was assumed that the output of the sys-
tem, at very low stimulus levels, is dominated by the activity
of the nonlinear filter, at least for frequencies close to BF.
However, at the highest signal levels, it was assumed that the
linear filter dominates the output of the system. This is be-
cause the output from the nonlinear path is compressed at
high signal levels while the output from the linear path con-
tinues to increase linearly with the signal level. The CF and
BW of the nonlinear gammatone filters were, therefore, ad-

justed to fit the animal data at low stapes velocities close to
BF. The exercise was then repeated for the parameters of the
linear path by fitting the system output to the animal data at
the highest stapes velocities and paying special attention to
frequencies well away from the CF of the nonlinear path.
The compression parameters were then adjusted to give the
best match at BF.

Various trials were made using gammatone filters of dif-
ferent ‘‘orders’’ ~i.e., the number of filters in the cascade!.
Third order was generally best for the nonlinear path and
second order for the linear path. These orders are used at all
three cochlear sites in order to limit the number of free pa-
rameters in the model. Similarly, a compression exponent of
0.25 was found to be generally satisfactory at all three sites.
This parameter was, therefore, fixed at an early stage in the
research. The order of the low pass filtering was also fixed to
be the same at all three sites. In the linear path the cascade
was fixed at four second-order low pass filters. In the non-
linear path, three low pass filters were used. Small improve-
ments can be achieved by varying these parameters between
sites; the establishment of uniformity across sites was prima-
rily to reduce the number of degrees of freedom in fitting the
model.

III. EVALUATION OF THE MODEL

A. Methods

The algorithm is implemented using digital IIR filters. It
was implemented in the Development System for Auditory
Modeling ~DSAM!, a computational environment for evalu-
ating auditory models.3

The input to the system is stapes velocity~m/s! and was
sampled at a rate of 100 kHz, except where stated. Sinu-
soidal stimulation was used throughout testing except when a
20-ms wide pulse was used to evaluate impulse responses.
Rhode and Cooper~1996! and Nuttall and Dolan~1996!
measured activity at the stapes and their data~for chinchilla
and guinea pig, respectively! were used to convert input
sound pressure levels to stapes velocity directly. When mod-
eling the data of Ruggeroet al. ~1997!, it was necessary to

TABLE I. Parameters of the DRNL algorithm used throughout the evaluation of the algorithm. The parameters
were chosen to give an optimal fit to published input/output functions~see Fig. 1!.

Simulated preparation
Apical ~;800 Hz!

CH 16
Apical ~;800 Hz!

CH 35
;10 kHz

L113
Basal~;18 kHz!

GP 23–81

Linear
Gammatone cascade 2 2 2 2
Lowpass cascade 4 4 4 4
CFlin 700 ~Hz! 800 8000 15 500
BWlin 130 ~Hz! 800 2000 1400
Gain,g 83 25 100 500

Nonlinear
Gammatone cascade 3 3 3 3
Lowpass cascade 3 3 3 3
CFnl 750 ~Hz! 850 9800 17 300
BWnl 320 ~Hz! 800 1400 1200

Compression
Linear gain,a 50 100 12 000 90 000
Gain,b 0.008 0.01 0.057 0.03
Exponent,n 0.25 0.25 0.25 0.25
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use a middle-ear transfer function of a different chinchilla
measured previously in the same laboratory~Ruggeroet al.,
1990, Fig. 10!. Stapes velocity was interpolated from their
figure up to 15 kHz. Above this frequency, the stapes veloc-
ity for 15 kHz was used as an approximation. All three sets
of stapes functions are plotted together in Fig. 3~c!. Note that
the first two functions~800-Hz and 10-kHz sites! are for
chinchilla and the third function is from a guinea pig~18-
kHz site!.

Input/output functions were computed using 50-ms pure
tones. The output from the model is given in terms ofpeak
velocity ~m/s! measured during the last 25 ms of the tone.
For the purpose of comparison, the published animal data
were converted, where necessary, from displacement mea-
surements to velocity. The model was evaluated usingonly
those stimuli for which corresponding animal data exist.

B. Input Õoutput functions

800-Hz site. Figure 1~a! shows measurements made us-
ing chinchilla at the apex of the cochlea in a region with BF
around 800 Hz ~Rhode and Cooper, 1996, preparation
CH16!. At this site, there is only limited evidence of nonlin-
earity. However, it can be seen at 800, 900, 1000 Hz as a
bend in the function above 50-dB SPL followed by a return
to linearity at around 70-dB SPL. Figure 1~b! shows the I/O
functions generated by the model using the parameters given
in Table I ~CH16!. The nonlinear effect seen in the animal
data is reproduced both quantitatively and qualitatively. At
this site, the CFs of the filters in the linear and nonlinear
paths are almost the same~700 and 750 Hz, respectively! and
the gain of the two paths~g anda! is also roughly equal at
low signal levels~see Table I!. At higher signal levels, the
linear path is dominant because the output from the nonlinear
path is compressed. As a result, all response are linear above
80-dB SPL. Compression is only briefly visible between the
compression threshold at around 50-dB SPL and the level at
which the linear resonance comes to dominate all channels at
around 70-dB SPL.

10-kHz site. Figures 1~c! and ~d! compare the animal
data as measured by Ruggeroet al. ~1997! with input/output
functions of the DRNL algorithm. For clarity, only the re-
sults for multiples of 2 kHz are shown even though the com-
plete dataset of multiples of 1 kHz were used when fitting the
model. Both the animal data and the model response are
compressive at 10 kHz at high signal levels while the re-
sponse to low frequencies are linear at all signal levels. The
animal data show a notch in the 10-kHz response at 100-dB
SPL. The model reproduces this notch at the same signal
intensity. Notches occur~in the model! when the outputs of
the linear and nonlinear paths have similar levels but differ-
ent phases. Notches are frequently seen in animal data, par-
ticularly at low BF@cf. Rhode and Cooper, 1996, Fig. 7~a!#.

18-kHz site. Figure 1~e! shows data obtained in the basal
turn of the guinea pig cochlea~Nuttall and Dolan, 1996,
animal GP #23.814! at a site with BF close to 18 kHz. Figure
1~f! shows the results from the DRNL model for the corre-
sponding data points. The model shows a good qualitative
and reasonably good quantitative match to the guinea pig

data. Below BF, the functions are largely linear and above
BF they are highly compressed.

The isovelocity contours for all three sites are plotted in
Fig. 4 for a criterion output velocity of 3e-5 m/s~close to
typical auditory nerve firing thresholds!. They are not strictly
comparable with each other because they are modeled on
different animals from different species. However, they do
show the characteristic broadening of the shape of the func-
tion at very low frequencies frequently seen in auditory
nerve recordings. The high-frequency slopes may appear to
be too shallow, particularly at the 10- and 18-kHz site. How-
ever, the inspection of Figs. 1~d! and~e! show that the model
is underestimating the BM response at the highest frequen-
cies. If anything, the high-frequency slope of the model re-
sult is steeper than the animal data allow.

Figure 4 shows an additional isovelocity contour derived
using a second set of parameters shown in Table I. These
parameters were derived by fitting I/O functions for a second
animal studied by Rhode and Cooper~1996, CH 35!. A
simulated version of this unit will be required when evaluat-
ing the response to phase~see below!.

C. Phase

In a linear system, we expect the phase to remain invari-
ant with respect to intensity. The animal data show phase
invariance at many frequencies, but not all. Phase shifts as a
function of intensity are often observed for frequencies close
to or above BF. The model data show a similar qualitative
effect. When evaluating the phase response of the algorithm,
no attempt was made to manipulate the model parameters.
The parameters used are unchanged from those required to fit
the I/O functions described above and are given in Table I.

Figures 5~a! and ~b! compare the animal observations
made by Rhode and Cooper~1996, preparation CH 35! with
the algorithm results. The chinchilla phase-intensity func-
tions were arranged by Rhode and Cooper in order of as-
cending frequency. The model data are presented alongside
with a similar adjustment. In both animal and model data the
phase is constant with respect to intensity for low frequen-
cies. At high frequencies, an accumulating phase lag can be
observed at high signal intensities. The shifts can be seen in
the animal data at 800, 900, and 1000 Hz. In the model

FIG. 4. Isovelocity contours for three sites computed with the algorithm and
parameters given in Table I. Two contours are given for the;800-Hz site
~modeling data for animals CH 16 and 35, Rhode and Cooper, 1996!. The
criterion velocity is 3E-5 m/s.
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results the phase shifts can be seen at 800, 900, and 1100 Hz.
At low intensities and close to BF, the model phase reflects
the phase of the nonlinear path. At high intensity, the phase
for all channels reflects the phase of the dominant linear
path. The model phase response disagrees with the animal
data at 1 kHz. This discrepancy matches the failure to repro-
duce the I/O function exactly in Fig. 1~b! at the same fre-
quency.

A similar effect can be seen in the phase/intensity func-
tion for a more basal site in Fig. 5~c! ~Nuttall and Dolan,
1996!. The phase does not change significantly as a function
of the signal level for frequencies at or below 14 kHz. Above
this frequency, phase shifts as a function of intensity. Figure
5~d! shows the model response, which has a similar shift in
phase at 19 kHz.

Figures 5~e! and~f! show how phase changes as a func-
tion of frequencyat the 8-kHz site for the chinchilla and the
model ~Ruggeroet al., 1997!. The chinchilla data were col-
lected using pure tones. For computational convenience, the
model data were evaluated using clicks. A 0.2-Pa, 20ms-
wide reference click~i.e., 80 dBre 20 mPa! was used for this
purpose along with two other clicks; one 10 dB greater and
one 10 dB smaller than the reference. No attempt was made
to optimize the model’s parameters to improve the fit. The
slope of the model function is about three times that of the
chinchilla data. This probably indicates that the filter band-
widths in the nonlinear path are too narrow. The total phase
lag at high frequencies is also greater in the model response.
The discontinuity in the animal function at 14 kHz suggests

FIG. 5. A comparison of phase char-
acteristics for animal and model data.
~a! and ~b! Phase as a function of the
signal level at the apical,;800-Hz
site for chinchilla~Rhode and Cooper,
1996, Fig. 6, preparation CH 16! and
model data, respectively.~c! and ~d!
Phase as a function of signal level at
the basal,;18-kHz site for a guinea
pig. ~Nuttall and Dolan, 1996, Fig. 8,
preparation, GP#23-81! and model
data, respectively.~e! and~f! Phase as
a function offrequencyat the 10-kHz
site for chinchilla ~Ruggero et al.,
1997, preparation L113, Fig. 13! and
model data, respectively. Model pa-
rameters are given in Table I. The
model data were computed using a
0.2-Pa, 20-ms-wide reference click
~i.e., 80 dBre 20 mPa!. Data are also
shown for clicks 10 dB more and less
intense than the reference.~g! and ~h!
Relative phase as a function of signal
intensity for chinchilla ~Ruggero
et al., 1997, preparation L113, Fig.
14!. Two signal intensities are shown
10 dB above and below an 80-dB SPL
reference. The corresponding model
data are based on~f!.
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that some of this difference may be the result of different
methods used to unwrap phase.

The chinchilla data also show increasing phase lag with
the stimulus level in a region below BF with a tendency in
the opposite direction above BF. Figure 5~c! shows the phase
response to tones at 70 and 90-dB SPL expressed relative to
the response to a reference click at 80-dB SPL. No variation
in phase lag is observed at BF for any intensity. The model
shows a similar pattern with a change over around BF, ex-
cept that the sign is reversed~i.e., increasing intensity pro-
duces less phase lag below BF!. The reason for this discrep-
ancy is unclear. Unfortunately, Ruggeroet al. do not give
full details of their phase unwrapping algorithm. Moreover,
the idealized model clicks may not constitute the ideal com-
parison method.

D. Two-tone suppression

Two-tone suppression~2TS! was first observed at the
level of the AN, where ‘‘it has been shown that average
discharge rate in response to a tone at a fiber’s BF can be
reduced by the addition of a second tone of appropriate fre-
quency and sound pressure level’’~Abbas and Sachs, 1976!.
Ruggeroet al. ~1992! did find an analogous suppression in
the velocity response of the BM. Cooper and Rhode~1996!
did not find any overall suppression at an apical site but did
observe a reduction in the response of thespectral compo-
nentat BF when a second tone was added. Geisler and Nut-
tall ~1997! also report no overall suppression at a basal site.
These results leave open the question of how AN observa-
tions relate to BM observations and whether a second
mechanism is required to complete the picture. However, the
question for the present evaluation is simply whether the
algorithm can simulate the observations made at the level of
the BM.

The data of Cooper and Rhode~1996! are particularly
useful in this respect because they measured both I/O and
2TS functions at the same site. Their measurement paradigm
was replicated almost exactly in the evaluation of the algo-
rithm. Figure 6~a! shows the chinchilla data~preparation
CH35! at a site with an 800-Hz BF. In this experiment, a
probe tone~f1! at 800 Hz~5BF! was presented at the same
time as a suppressor tone~f2! at 1000 Hz. Cooper and Rhode
did not observe a reduction in the amplitude of the peak
displacement of Reisner’s membrane, but they did observe a
reduction in thespectral componentof the displacement at f1
when f2 was added. Suppression is expressed as the ratio of
the Fourier component at f1 in the presence and the absence
of the f2 suppressor. Figure 6~a! shows the amount of sup-
pression observed during an analysis using all combinations
of levels ~L1 and L2! of f1 and f2. Figure 6~b! shows the
corresponding model functions using the parameters given in
Table I ~CH 35! for the 800-Hz site. The algorithm results
agree with those of Cooper and Rhode in that they did not
show any net suppression~not shown!.

Ruggeroet al. ~1992! did observe total suppression at a
site with a BF of 8.6 kHz. The peak BM velocity was ob-
served to decrease when the suppressor was added. Figure
6~d! shows how the algorithm can simulate their main find-
ing. In this example a probe tone is presented at BF~10 kHz!

at a range of signal levels either alone or in the presence of a
suppressor tone (12 kHz51.2 BF) at four signal levels be-
tween 60- and 90-dB SPL, respectively!. The suppressor
tone clearly produces a reduction in the peak velocity of the
output. Note that this is a net reduction in response level, and
not just a reduction at the level of the spectral component. A
similar pattern can be observed in the chinchilla data, where
the y axis represents the raw physical measurement~‘‘ r
counts’’ or gamma-radiation energy! when using the Mo¨ss-
bauer method. Note that the algorithm parameters used are
the same as those given in Table I~;10 kHz site! and are
based on a different animal. This may explain differences in
the signal level required to produce suppression.

Geisler and Nuttall~1997! reported observations at a
basal site with a BF of around 17 kHz. They measured the
effect of very low-frequency suppressors~f2! when added to

FIG. 6. Two-tone suppression.~a! and ~b! Suppression ratio~suppressed/
unsuppressed f1 Fourier component! for two tones~f15800 Hz5BF and
f251000 Hz! as a function of the level of f2~L2!. Each function represents
a fixed level~L1! of f1. Animal data are taken from Cooper and Rhode
~1996, Fig. 3, preparation CH 35!. The model data use the parameters for
CH 35 given in Table I.~c! and~d! Intensity functions for a BF probe tone
alone and in the presence of a 1.2*BF suppressor tone at four suppressor
levels ~60–90-dB SPL!. The animal observations are the average rates of
gamma radiation. The model data are based on the parameters given in
Table I and are for a 10-kHz BF site.~e! and ~f! The effect of a 200-Hz
suppressor tone~50-dB and 80-dB SPL, respectively! on the velocity re-
sponse to a CF~17.3 kHz, 30-dB SPL! probe tone using the model param-
eters given in Table I for the 18-kHz site. The velocity has been processed
using a very narrow filter at the suppressor and probe-tone frequencies and
reflects the spectral component at that frequency. As the suppressor tone
increases in amplitude, the velocity response to the probe tone decreases.
The lefty axis shows the scale for the probe tone; the righty axis shows the
scale for the suppressor tone. The model data are similar to measurements
reported by Geisler and Nuttall~1997, Fig. 5!.
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high-frequency~f1! stimuli presented at BF. Like Cooper
and Rhode~1996!, they also found no net suppression of the
combined waveform but did observe suppression of the mag-
nitude of the spectral component at f1. The response of the
algorithm was computed using the parameters given in Table
I for the 18-kHz site using their paradigm.

Geisler and Nuttall do not report comprehensive I/O
measurements for their animal data and the parameters used
are based on the model for the Nuttall and Dolan~1996!
data. The algorithm produced no net suppression when the
suppressor was added and this is similar to the Geisler and
Nuttall data in this respect. Figures 6~e! and ~f! shows the
effect of a 200-Hz suppressor at two signal levels on the
Fourier component at 17.3 kHz. The resulting figures are
very similar to those of Geisler and Nuttall@1997, Figs. 5~a!
and ~d!#. Note that there is strong suppression at the BF
frequency at two different points in the suppressor cycle,
soon after both the highest and lowest suppressor-tone
velocities.5 This is a characteristic feature of the Geisler and
Nuttall data, although there is an asymmetry in their com-
pression that is not present in the model output.

E. Impulse response

Figure 7 shows the impulse response data from the chin-
chilla investigated using 20-ms wide clicks at different signal
levels ~Recio et al., 1998!. Comparable model results are
shown alongside. The parameters of the model are the same
as those used above~see Table I!. In both the animal and the
model data, it is possible to see at high signal levels a low-
frequency rapid response that is not visible at low signal
levels. This results in an apparent increase in the frequency
of the impulse response during the first millisecond after the
click. This low-frequency component has a very low ampli-
tude at low click levels but increases linearly with click
level. The higher-frequency component is prominent at low

click intensities but shows little increase in amplitude over a
60-dB increase in click level. In the model, these two com-
ponents are the outputs of two separate processing paths,
linear and nonlinear. The linear path has a greater bandwidth
and a lower CF resulting in an impulse response that peaks
earlier and has a lower instantaneous frequency. The nonlin-
ear path has a smaller bandwidth and a higher CF. This pro-
duces an impulse response that peaks later, lasts longer, and
has a higher instantaneous frequency.

There are some differences between the animal and
model impulse responses. In particular, the animal impulse
response lasts considerably longer and shows amplitude
modulations missing in the model response. This might be
explained by the fact that the model parameters in Table I
were tuned to the data from another animal in another study.
Alternatively, it might be the case that the animal preparation
has a third very narrowly tuned resonance at around BF that
is not represented in the model. It should be noted that the
model uses a perfect click stimulus that is not achievable
using loudspeakers. The character of the model response
changes when nonidealized clicks are used containing oscil-
lations following the leading pulse~not shown!. This alone
may explain the discrepancies between the model and the
animal observations.

F. Distortion products

Figure 8 shows the spectrum of the response of the
model to a two-tone stimulus. The parameters of the pure
tones are based on an experiment by Robleset al. ~1990!.
They used two tones~f1 and f2! whose frequencies were
chosen such that distortion products 2f1-f2 and 3f1-2f2
would be close to the BF of the site on the basilar membrane
being measured. Their data showed clear frequency compo-
nents in the response at f1, f2, 2f1-f2 and 3f1-2f2. The model
was evaluated using two, 50-dB SPL test tones with frequen-
cies of 12.5 and 14 kHz, respectively. The parameters of the
DRNL model are given in Table I~;10-kHz site!. The
model output gives a distortion product at the 2f1-f2 fre-
quency of 11 kHz and at the 3f1-2f2 frequency of 9.5 kHz.
Other distortion products are also visible.

FIG. 7. ~a! Basilar membrane velocity response to rarefaction clicks pre-
sented at several intensities~44–104 dB SPL!, reproduced from Recioet al.
~1998, Fig. 2!. ~b! Algorithm output in response to 20-ms clicks at corre-
sponding signal levels.

FIG. 8. Frequency spectrum of the response of the algorithm to two-tone
stimuli ~f1512.5 kHz and f2514 kHz, both at 50-dB SPL!. Distortion prod-
ucts can be seen at 2f1-f2 and 3f1-f2. These results are comparable to
measurements made of the response of the basilar membrane~Robleset al.,
1990, Fig. 2!.
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In the model, many distortion products are generated by
the compression function in the nonlinear path. However,
most of these are attenuated by the second bandpass filter
~after the compression function! and are lost to the output.
Pfeiffer ~1970! first suggested this arrangement. It has fre-
quently been used since then, most notably by Goldstein
~1990 and 1995!, who has also explored the strength of com-
bination tones as a function of the level of the primaries.

IV. DISCUSSION

The signal-processing algorithm reproduces a wide
range of phenomena that are desirable in a nonlinear filter
bank to be used in more general models of the auditory pe-
riphery. The I/O functions show compression near BF but
are linear at low and sometimes very high frequencies. As a
consequence, the I/O functions cross at high signal levels
and the BF of the system shifts as signal intensity increases.
At least, this is true at the basal but not at the most apical
sites, where both the animal and the algorithm show largely
linear responses with only small shifts in BF. The model
shows phase changes with intensity at frequencies above BF.
Appropriate two-tone suppression effects mirror the results
of animal observations. The impulse response is character-
ized by a shift in frequency with time. Distortion products
are limited to a range of frequencies close to the site’s BF.
Most importantly, the model can produce reasonably good
quantitativefits to the animal data.

While the algorithm has been tested against observations
of motion in the cochlear partition, it is important to stress
that this isnot a model of the mechanics of the system. It is
a high-speed simulation of cochlear response and is not in-
tended as an explanation of cochlear phenomena. Its primary
value will rest with its potential to act as a component in
much larger-scale simulations of the response of the auditory
periphery to arbitrary sounds. However, the similarities be-
tween the animal and model data do permit us to conclude
that the animal respondsas if a linear and nonlinear reso-
nance were both involved. It is also the case that recent direct
measurements of the apical cochlear partition in guinea pig
have found two modes of vibration, not dissimilar to those
implemented above when modeling chinchilla data below 1
kHz ~Hemmertet al., 2000!. The model offers a close quan-
titative fit most of the time. However, there are some diffi-
culties in reproducing, exactly, the full range of effects in the
impulse response. Some I/O functions and phase character-
istics could not be replicated exactly. These failures may
indicated the need for more than two resonances. The Recio
et al. ~1998! impulse response measurements at 84- and
94-dB SPL are indicative of a very narrowly tuned resonance
whose impulse response substantially outlasts that of the
model. The Nuttall and Dolan data give another example of
this. Their detailed isovelocity functions show a number of
irregularities that could never be simulated with a double
resonance~Nuttall and Dolan, 1996, Fig. 2!. Their results
show two minima close to CF~17 and 18 kHz, respectively!
that could not be attributed to measurement error. The
DRNL algorithm is a good match to most of the data pub-
lished at these three sites but it could still be improved given
a larger database.

There are limits as to what might be expected of a point
model of cochlea filtering. Distortion products are known to
migrate from their point of origin to be detected at remote
locations. As a consequence, measurements on the BM must
reflect the sum of such indirect contributions as well as
purely local effects. A point model can only estimate the
local effects. A desirable future development of the model
would be to find a computational procedure for simulating
the migration of distortion products among simulated sites.

Our aim in this study was to show that the basic algo-
rithm is robust enough to be considered a useful candidate
for inclusion in a filter bank arrangement. However, it is not
possible to use the parameters in Table I as the basis of such
a filter bank. The animal data are limited to a small number
of sites along the cochlear partition within the human hearing
range and these data were collected from two species, chin-
chilla and guinea pig. Given the technical difficulties of mak-
ing these measurements, it is unlikely that many more loca-
tions at the apical end of the partition will be subjected to
measurement in the near future and other routes will be re-
quired to develop a full filterbank representing all sites along
the partition.

Auditory nerve data are not suitable for evaluating the
model directly because additional nonlinearities intervene
between the basilar membrane and the AN fibers. The I/O
functions observed at the level of the AN fiber are character-
ized by firing thresholds and saturation of firing rates that are
consequences of process that occur subsequent to mechanical
frequency selectivity. Nevertheless, we might be able to use
AN data to help define the parameters of the DRNL if used
in conjunction with a good model of the inner hair cell and
the IHC/AN synapse. Studies using REVCOR methods with
low BF AN fibers for reconstructing the frequency response
characteristics have shown frequency sweeps in the derived
impulse responses~Carney et al., 1999; Lin and Guinan,
2000!. These parallel those found in BM measurements~see
above! and these could be used to help define some of the
details of the filter bank. Similarly, it is likely that AN mea-
surements using off-BF frequencies can be used to infer
some aspects of the I/O functions of the cochlear partition
using methods indicated by Winteret al. ~1990! and Yates
et al. ~1990!.

Human psychophysical data can also be used to help
define the way that parameters of the algorithm need to vary
across cochlear sites. Mooreet al. ~1999!, and Plack and
Oxenham~1998, 2000! have used masking techniques to
measure the degree of nonlinearity at different stimulating
frequencies. As with the animal data, compression is severe
at high frequencies but much weaker at very low frequencies.
The transition appears to occur between 1 and 3 kHz. At its
most severe, the slope of the compression is rarely less than
0.3. These two items of data suggest useful constraints on a
filter bank to simulate mechanical frequency selectivity in
the human cochlea. Alcantara and Moore~2000! have re-
cently shown that a two-filter approach similar to that pro-
posed above can be used to successfully model psychophysi-
cal frequency–selectivity measures of intensity-dependent
changes in bandwidth. This suggests that our algorithm may
benefit from the availability of extensive data on human fre-
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quency selectivity in the design of a full filter bank suitable
for use in models of human psychophysics but consistent
with direct measurements of mechanical frequency selectiv-
ity in animals.

1CF is used throughout to represent the center frequency of digital filters that
are components of the model. This is to distinguish it from BF which is
used to specify observed best frequencies either in animal data or the re-
sponse of the DRNL system as a whole when being compared to animal
data.

2The model was explored using both displacement and velocity. Velocity
was finally chosen because the threshold for compression at a particular site
changed less with respect to signal frequency when velocity was used.
However, opinions vary on this topic and the use of velocity in this project
does not preclude the use of displacement as the metric of choice when the
issue is decided using empirical methods. Published displacement observa-
tions were converted to velocity using the formula,v52p f D, wherev is
velocity, f is frequency, andD is the displacement measure. Velocity is
always expressed as meters per second~ms21!.

3O’Mard and Meddis~1997!. The software platform and an application
that can be used to run all of the tests in this paper is available through
the internet at ‘‘http://www.essex.ac.uk/psychology/hearinglab/dsam/
index.htm.’’

4The data were taken from files available in American Institute of Physics
Auxiliary Publication Service~JASA PAPS! archive using AIP Document
No. PAPS JASMA-99-1556. For further details, see Nuttall and Dolan
~1996! or on the internet at ‘‘http://ftp.aip.org/epaps/journ–acoust–soc/E-
JASMA-99-1556-disk/.’’

5Stapes velocity at 200 Hz was set to a value of 2e-6 m/s at 0-dB SPL. This
is an arbitrary value as no measured stapes velocity was available at a
frequency 200 Hz for the guinea pig. The value chosen is the one that
would be required to yield a degree of suppression comparable to that
observed by Geisler and Nuttall~1997!. Note that the parameters in Table I
are based on a different animal and a close quantitative correspondence is
not expected nor claimed.
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Sources of distortion product otoacoustic emissions revealed
by suppression experiments and inverse fast Fourier
transforms in normal ears
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Primary and secondary sources combine to produce the 2f 1- f 2 distortion product otoacoustic
emission ~DPOAE! measured in the ear canals of humans. DPOAEs were obtained in nine
normal-hearing subjects using a fixed-f 2 paradigm in whichf 1 was varied. Thef 2 was 2 or 4 kHz,
and absolute and relative primary levels were varied. Data were obtained with and without a third
tone (f 3) placed 15.6 Hz below 2f 1- f 2 . The level off 3 was varied in order to suppress the stimulus
frequency otoacoustic emission~SFOAE! coming from the 2f 1- f 2 place. These data were converted
from the complex frequency domain into an equivalent time representation using an inverse fast
Fourier transform~IFFT!. IFFTs of unsuppressed DPOAE data were characterized by two or more
peaks. Relative amplitudes of these peaks depended on overall primary level and on primary-level
differences. The suppressor eliminated later peaks, but early peaks remained relatively unaltered.
Results are interpreted to mean that the DPOAE measured in humans includes components from the
f 2 place~intermodulation distortion! and DP place~in the form of a SFOAE!. These findings build
on previous work by providing evidence that multiple peaks in the IFFT are due to a secondary
source at the DP place. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1370356#

PACS numbers: 43.64.Ha, 43.64.Jb@BLM #

I. INTRODUCTION

Distortion product otoacoustic emissions~DPOAEs! are
sounds recorded in the ear canal in response to two closely
spaced primary frequencies,f 1 and f 2 , where f 1, f 2 . Non-
linear interaction occurs between the basilar membrane dis-
placement patterns corresponding to the two-tone stimulus,
which gives rise to a set of distortion products~DPs!. In the
case of the 2f 1- f 2 DP, energy at the site of its generation
~near thef 2 place! propagates back toward the oval window
~Brown and Kemp, 1984; Martinet al., 1987; Harriset al.,
1992; Kummeret al., 1995; Gaskill and Brown, 1996!, as
well as toward its own characteristic-frequency place~e.g.,
Goldstein and Kiang, 1967; Kim, 1980; Furstet al., 1988!.
Presumably, the DP encounters small discontinuities near the
place coding 2f 1- f 2 causing the response, having been rein-
forced locally by the cochlear amplifier, to propagate back
out of the cochlea in the form of a stimulus frequency otoa-
coustic emission~SFOAE! ~Shera and Zweig, 1993!. Higher
order reflections arising through the same mechanisms as
this second component could also be generated, depending
on the amount of reflectance at the oval window and at the
DP place. The SFOAE~s! arising at the DP place combines
with the distortion-generated OAE to produce the 2f 1- f 2

DPOAE measured in the ear canal~e.g., Kim, 1980; Kemp
and Brown, 1983; Kemp, 1986; Furstet al., 1988; Shera and
Zweig, 1992; O’Mahoney and Kemp, 1995; Brownet al.,
1996; Kemp and Knight, 1999; Shera and Guinan, 1998,
1999a; Talmadgeet al., 1998; Knight and Kemp, 2000; Kal-

luri and Shera, 2001!. The present study uses a temporal
analysis of DPOAEs obtained with and without a suppressor-
tone near 2f 1- f 2 in order to test the multiple sources/
reflections hypothesis previously described.

The dominant mode of 2f 1- f 2 DPOAE generation ap-
pears to depend on the stimulus paradigm used during its
measurement. For example, the change in DPOAE phase
with respect to its frequency~group delay!, determined using
a primary frequency sweep in which the primary frequency
ratio (f 2 / f 1) is fixed, depends onf 2 / f 1 ~Kemp and Brown,
1983!. It was suggested that an emission generating mecha-
nism fixed to the traveling wave ensemble~‘‘wave fixed’’ !
might be responsible for the relatively constant DP phase
obtained for ratios greater than 1.1~Kemp, 1986; Brown
et al., 1996!. A local reflection fixed to the basilar membrane
~‘‘place fixed’’! was proposed to account for the rapidly
varying phase observed for smallerf 2 / f 1 ratios. In addition,
SFOAE growth functions may begin to saturate at lower
stimulus levels~Kemp and Chum, 1980! compared to DPs
~e.g., Kummeret al., 1998!, suggesting that the relative
strength of DPOAE sources also may vary as a function of
stimulus level. Intermodulation distortion may dominate
DPOAEs elicited by moderate and high levels of stimulation,
whereas the component reflected at the DP place may domi-
nate responses to low levels of stimulation~Fahey and Allen,
1997!.

While there is increasing support for the hypothesis that
two sources generate the 2f 1- f 2 DPOAE, it is not known
what their relative contributions are to the OAE measured in
the ear canal. For example, a tone near 2f 1- f 2 can reduce the
overall DPOAE amplitude, even though frequencies nearf 2

are more effective suppressors~Martin et al., 1987; Harris
a!Author to whom correspondence should be sent. Electronic mail:
konradd@boystown.org
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et al., 1992; Cianfronet al., 1994; Kummeret al., 1995;
Gaskill and Brown, 1996; Brownet al., 1996!. Other evi-
dence suggests that for some stimulus conditions in some
subjects, the OAE arising near the DP place can be similar or
larger in amplitude than the distortion component arising
near f 2 ~Kummeret al., 1995; Fahey and Allen, 1997; Heit-
mann et al., 1998; Siegel and Dreisbach, 1998; Dreisbach,
1999; Dreisbach and Siegel, 1999!. Under these circum-
stances, one might expect that a suppressor near the DP fre-
quency would have a large effect.

Models incorporating a distortion component and a re-
flection component predict that interaction between the two
sources can be observed because their phase delays differ
~reviewed in Talmadgeet al., 1999!. Phase variations be-
tween two sources have been proposed to account for the
quasi-parabolic functions generated by plotting DPOAE am-
plitude as a function off 2 / f 1 or DP frequency~‘‘filter func-
tions’’! for lower side-band DPs~Brown et al., 1992; Stover
et al., 1996, 1999; Kemp and Knight, 1999!. Two-source/
multiple reflection models have also been used to explain
oscillatory fine structure in DPOAE amplitude and phase
when eitherf 2 / f 1 is varied by fixing one of the primaries
while the other is swept in frequency, or whenf 2 / f 1 is held
constant for a range off 2 frequencies~Talmadgeet al.,
1998; Mauermannet al., 1999a!. This has led to the hypoth-
esis ~Talmadgeet al., 1997, 1998!, and the demonstration
~Mauermannet al., 1999a! that interaction between multiple
sources~in the form of fine structure in the DPOAE level! is
minimal for stimulus conditions dominated by either the
relatively constant or the rapidly varying phase component.

Investigators have attempted to isolate contributions to
the DPOAE arising near thef 2 and DP sites using subjects
with well-defined hearing loss. Rapid excursions in DP level
and/or phase with small changes in DP frequency~fine struc-
ture! were reduced when primaries were chosen such that
2 f 1- f 2 fell into a region of hearing loss~Mauermannet al.,
1999b!, or when a third tone was introduced near the DP
frequency in order to suppress the SFOAE arising at the DP
place~Heitmannet al., 1998; Kalluri and Shera, 2000, 2001!.
Filter functions obtained in subjects with hearing loss con-
fined to the DP frequency region were not parabola shaped,
but rather, resembled high-pass functions~i.e., DPOAE level
decreased as a function of increasing separation between the
two primary frequencies! ~Stoveret al., 1999!.

Investigators also have attempted to separate DPOAE
components by exploiting differences in their temporal char-
acteristics. Talmadgeet al. ~1999! used a stimulus paradigm
in which one of the primaries was continuous and the other
was pulsed. Thef 2 was placed near notches in the DPOAE
fine structure, which were thought to indicate strong destruc-
tive interaction between the two DPOAE sources and, there-
fore, conditions in which the two sources were similar in
amplitude but out of phase. Consistent with other reports, DP
phase changed shortly after the stimulus onset~Whitehead
et al., 1996; Martinet al., 1998!, presumably because the DP
place component is delayed compared to the distortion com-
ponent generated near thef 2 place. Talmadgeet al. also
found notches in DP level accompanied by rapid phase
changes shortly after the stimulus offset. The introduction of

a suppressor near the DP frequency minimized the excur-
sions in the 2f 1- f 2 level and phase response, suggesting that
they were caused by transitions between the two components
of the DPOAE.

Under conditions in which the relative contribution from
the DP place is large, DP latencies estimated by the phase-
slope method presumably would be influenced by multiple
latency components. Using a fixed-f 2 stimulus paradigm,
Stoveret al. ~1996! found evidence for multiple DPOAE re-
flections in the time-domain representation of filter-function
data. The frequency and phase representations were trans-
formed into an equivalent time representation using inverse
fast Fourier transform~IFFT! techniques. The IFFT output
was distributed in time rather than centered around a single
delay. Stoveret al. ~1996! hypothesized that the multiple
peaks in IFFTs~beyond two! were due to reflections off of
the stapes footplate back into the cochlea that provided en-
ergy for additional reflected SFOAEs. For a given subject,
latencies of individual peaks were constant with changes in
stimulus level; however, their relative amplitudes varied sys-
tematically, with the earliest peak becoming more dominant
as the stimulus level increased. These observations bring into
question the validity of techniques that attempt to provide a
single, overall estimate of DPOAE latency. For example, as-
suming a single-component signal, group delay is defined in
the time domain as the latency of the center of energy of an
impulse response~Papoulis, 1962!. As was shown by Stover
et al. ~1996!, the ‘‘impulse response’’ determined by IFFT of
DPOAE filter functions contain multiple peaks, suggesting
that an estimate of overall DPOAE latency will obscure con-
tributions from individual components in the response.

Knight and Kemp~2000! obtained a set of DPOAEs by
varying the primary frequencies while holding their ratio
constant~fixed-f 2 / f 1 paradigm!. These data were used to
construct DP phase versus DP frequency functions and were
also transformed into the time domain using IFFT tech-
niques. When thef 2 / f 1 for the fixed-ratio sweep was 1.15, a
suppressor presented near the DP frequency reduced the
slope of the DP phase versus DP frequency profile and re-
moved long-latency peak~s! from the IFFT envelope. Long-
latency peaks, evident in the transform, presumably corre-
spond to rapidly varying phase components in the DP sweep.
Their selective removal by the suppressor was interpreted as
a demonstration that the place-fixed DPOAE component is
generated at the DP place. Kalluri and Shera~2001! used a
time-windowing method, in which long-latency components
of fixed-f 2 / f 1 DPOAE data were removed in the time do-
main, and a suppression paradigm, in which energy near
2 f 1- f 2 was removed in the frequency domain. Both manipu-
lations resulted in a DPOAE spectrum that was a smooth
version of the original, linking the DP-place/long-latency
component~s! of the DPOAE to the presence of emission fine
structure.

The IFFT analysis of DPOAE data obtained using a
fixed-f 2 paradigm in conjunction with a suppressor provides
an opportunity to analyze multiple components of the
DPOAE initiated at a particularf 2 location. It is generally
assumed that the site of DP generation is the point of maxi-
mal overlap between the primaries, which occurs near thef 2
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place. This point will shift with changes inf 1 ; however,
given the steep slope of the apical side of thef 2 displace-
ment pattern, DPOAEs arising from thef 1 sweep will, to a
first approximation, share a primary generator site. Utilizing
a range off 2 / f 1 ratios for a givenf 2 ensures that the largest
possible intermodulation-distortion and reflection compo-
nents will be contained in the response. Thus, measurements
in a fixed-f 2 paradigm allow for a more complete character-
ization of DPOAE response generation at anf 2 place com-
pared to measurements in a fixed-f 1 paradigm.

The aims of this study were twofold:~1! to provide a
more detailed explanation of the time-domain representation
of DPOAE data by selectively suppressing the SFOAE origi-
nating at the DP place and~2! to examine the extent to which
the relative contributions from sources at the primary and DP
places depend on stimulus level andf 2 frequency. DPOAE
filter functions were obtained in subjects with normal hear-
ing using a fixed-f 2 stimulus paradigm. These data were ob-
tained with and without a third suppressor tone (f 3) placed at
a frequency just below 2f 1- f 2 . For fixed primary frequency
and level conditions, the level off 3 (L3) was varied, and was
used to suppress the SFOAE coming from the 2f 1- f 2 place.
Effects of L3 on the DPOAE were examined in both fre-
quency and time domains.

II. METHODS

A. Subjects

DPOAE data were collected from nine normal-hearing
subjects age 18 to 32 years, while they were seated in a
sound-treated booth. Normal hearing was defined as pure-
tone audiometric thresholds<15 dB HL ~ANSI, 1996! for
half-octave frequencies from 250 Hz to 8 kHz. Normal
middle-ear function,~compliance peak50.2 to 1.4 cm3 and
pressure peak52150 to 100 daPa! was confirmed by typa-
nometric measurements~226-Hz probe tone! prior to each 2
to 3-h test session. Data collection for all conditions required
approximately 15 h per subject.

B. Stimuli

For these measurements,f 2 was fixed at either 2 or 4
kHz, and f 1 was varied in 31-Hz steps. With this step size,
the DP frequency ranged from 875 to 1813 Hz forf 252 kHz
~15 points!, and from 1750 to 3813 Hz forf 254 kHz ~33
points!. Absolute primary level and the level difference be-
tween primaries were manipulated as part of the experiment.
In one series of experiments, L2 was set to 25, 35, and 45 dB
SPL, with L15L2110 dB. For L2525 and 35 dB SPL, ad-
ditional L1 conditions (L1549 and 53 dB SPL, respectively!
were chosen in order to maximize DPOAE level~Whitehead
et al., 1995; Janssenet al., 1998; Kummeret al., 1998!.
Maximal DPOAE level for L2545 dB SPL is reportedly
obtained where L15L2112 dB. Since this level ratio repre-
sents a small~2 dB! difference from the L15L2110 dB
condition, it was not tested. Data were obtained with and
without a third tone (f 3) at a frequency that was 15.6 Hz~2
frequency bins! below that of 2f 1- f 2 . Thus, f 3 tracked the

DP frequency with changes inf 1 . For a fixed primary-level
combination, the level off 3 (L3) was varied (L35L2220 to
L2130 dB!.

C. Data collection

Stimulus presentation and OAE measurements were
controlled by locally designed software~EMAV, Neely and
Liu, 1993!, which has been described elsewhere~Gorga
et al., 1994!. The primary frequencies were generated using
separate D/A channels of a signal processing board~Turtle
Beach, Fiji!, connected to separate digital attenuators, and
presented through separate loudspeakers housed in a probe
microphone system~Etymotic Research, ER-10C!. When a
third tone was presented, it was generated by the channel
containing the lower-level primary, meaning thatf 2 and f 3

were presented by the same loudspeaker. The system was
calibrated every 1 to 1.5 h to adjust for any changes in the
probe fit over time. If the stimulus level between calibrations
varied by more than 3 dB, data collection was halted, the
probe adjusted, and the system recalibrated.

DPOAEs were recorded using a probe microphone sys-
tem ~ER-10C microphone and preamplifier!. The signal was
sampled at a rate of 32 kHz, sent to the computer for dual
time-domain averaging, and saved for further analysis. Half
of the samples from the 2f 1- f 2 FFT bin of the A/D converter
were accumulated in one buffer, and the other half in a sec-
ond buffer. The level of the response was determined by
summing the subaverages obtained for the two buffers~in the
complex frequency domain!, and the level of the noise was
determined by computing the difference between the two
buffers. Thus, DPOAE and noise levels were estimated at the
same frequency and the noise was defined as the average
random component in the 2f 1- f 2 frequency bin.
Measurement-based stopping rules were used so that a con-
dition terminated when the noise floor was< 226 dB SPL,
or after 32 s of artifact-free averaging, whichever occurred
first.

D. Data collection and analysis

1. Filter functions

For eachf 2 and primary-level condition, DPOAE level
and phase measurements were made over a range off 1 fre-
quencies. This is illustrated in Fig. 1 in the form of ‘‘filter
functions,’’ in which DPOAE level is plotted as a function of
f 2 / f 1 ~top X-axis! or DP frequency~bottomX-axis!. Data are
shown for f 252 and 4 kHz, and for L2 ranging from 25 to
45 dB SPL. Open symbols represent data for conditions in
which L12L2510 dB, and filled symbols represent data
when primary-level separations were chosen to maximize
DPOAE level ~Gaskill and Brown, 1990; Whiteheadet al.,
1995; Janssenet al., 1998; Kummeret al., 1998!.

These plots show the characteristic filter-function shape
that has been reported by others~Brown and Gaskill, 1990;
Harris et al., 1989!; DPOAE level decreases as the two pri-
mary frequencies diverge, but also for closely spaced pri-
mary frequencies, with the largest levels centered atf 2 / f 1

ratios near 1.2. The filter-function data were used in several
off-line analyses~described below!.
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2. IFFT analysis

DPOAE amplitude and phase responses at each point in
an entiref 1-sweep~for a fixed f 2) were converted into com-
plex values. The corresponding DP frequencies~described in
Sec. II B! were placed into their correct frequency positions
within a 1024-point buffer of zeros. The resulting ‘‘spec-
trum’’ of real and imaginary numbers served as the input to
an IFFT, and the IFFT output was a complex function in the
time domain. Thus, the IFFT output was an analytic signal
representation of the DPOAE spectrum. The magnitude of
the analytic signal with respect to derived time will be re-
ferred to as the ‘‘IFFT envelope,’’ with the duration of the
time window ~approximately 16 ms! determined by thef 1

step size.
It is important to note that certain methodological details

have the potential to cause artifact in the IFFT when it is
applied to the DPOAE filter function data. Sources of artifact
include aliasing in the time domain, which would occur if the
f 1 step sizes were insufficient to resolve DP phase changes
as a function of frequency. This type of artifact would be

manifested in wrap-around problems, i.e., early energy
would end up at the end of the IFFT envelope and vice versa.
Stover et al. ~1996! used smaller step sizes compared to
those used in the present study, resulting in a longer time
window ~20 ms!. That study showed that, depending on the
stimulus frequency and level, the IFFT envelope tended to
‘‘sink’’ into the noise floor between 12 and 15 ms, suggest-
ing that aliasing artifact may have affected responses in the
present study whenf 2 was 2 kHz, but was less likely to
contribute to 4-kHz responses.

Another potential source of artifact in IFFT analysis is
windowing artifact, which would occur if the low and high
frequency end-points of the DPOAE spectrum~i.e., the filter
function! did not lie near the noise floor. This could happen
if the range of frequencies tested was insufficient to include
the entire filter function, or if filter functions did not display
their characteristic peaked shape. The range of frequencies
used here contained the entire filter function. However~as
discussed in Sec. III B!, filter functions forf 252 kHz at low
stimulus levels sometimes did not have the characteristic
peaked shape. These data, however, were excluded from fur-
ther analyses.

3. Group delay

Three methods were used to estimate DPOAE group de-
lay from each filter function. In order to compare results to
previous studies, DPOAE group delay was determined using
the DPOAE phase with respect to its frequency~phase-slope
method!. Phase-slope estimates were made by fitting the un-
wrapped phase~in cycles! with a linear regression across DP
frequencies~in Hz!. The fit was computed over the entire
DPOAE spectrum; however, each point was weighted by the
ratio of signal energy to noise energy~SNR!, such that
higher weighting was given to the filter function peak region.
Two additional methods for estimating DPOAE group delay
utilized data in the time domain. The median latency of the
squared IFFT envelope was used as one latency estimate.
This is equivalent to the 50% point on the cumulative distri-
bution of envelope energy. Finally, the energy-weighted av-
erage latency of the IFFT envelope was determined. In this
latency estimate, each point in time was weighted by its
squared amplitude. Thus, the median and average latencies
are calculated directly from the time-domain representation
without phase unwrapping. As discussed earlier, deriving the
temporal response from the DPOAE spectrum does not com-
pletely remove problems due to ambiguous phase responses.
However, phase unwrapping at small SNRs greatly increases
2p phase ambiguity, in which case the median or average
latency of the IFFT envelope might better describe the over-
all latency of the response than phase-slope group delay.

III. RESULTS

A. IFFT envelopes

DPOAEs measured in the ear canal potentially represent
the complex interaction of multiple components. IFFT analy-
sis of filter function data was used in order to separate
DPOAE components based on their phase characteristics.

FIG. 1. DPOAE level plotted as a function of DP frequency andf 2 / f 1 ratio
~filter functions! for f 252 kHz ~left! and f 254 kHz ~right!. Examples are
for subject 99001, for L2 ranging from 25 to 45 dB SPL. L1 is either 10 dB
above L2 ~open circles!, or was presented at a level chosen to maximize
DPOAE level~filled circles! ~e.g., Kummeret al., 1998!. The ‘‘optimal’’ L 1

for an L2 of 45 dB SPL is 57 dB SPL. Because it is similar to the L15L2

110 dB condition, it was not measured.
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Figure 2 shows the effect of L3 on corresponding time
and frequency representations of DPOAEs for one subject.
For this example,f 2 was 4 kHz and primaries were presented
at a fixed low level. DPOAE level~first column! and phase
~second column! are given as a function of DP frequency.
The phase (FDP2@2F f 12F f 2#) is given in fractions of a
complete cycle. Increasing L3 reduced the amount of fine
structure present in level and phase responses~contrast the
DP level and phase functions when L3535 and 45 dB SPL
with those when L355 dB SPL!. Recall thatf 3 was always
15.6 Hz below 2f 12 f 2 . The fact that fine structure was
reduced byf 3 suggests that the fine structure results from the
complex addition of the wave-fixed and place-fixed compo-
nents, a conclusion reached by others~e.g., Heitmannet al.,
1998; Kalluri and Shera, 2000, 2001!. For the example pre-
sented in Fig. 2, fine structure is visible over a wide range of
DP frequencies for the lowest suppressor level (L355 dB
SPL! in the top row, and is reduced over a wide range of DP
frequencies at higher suppressor levels. This observation
suggests that the long latency components contributed to the
DPOAE over a wide range off 2 / f 1 ratios.

IFFT magnitude is shown in the third column. These
‘‘IFFT envelopes’’ are the time-domain representations of
the level and phase responses in each row. Multiple peaks in
the envelope represent multiple group-delay components ex-
tracted from the fixed-f 2 data. Incrementing L3 above 5 dB
SPL reduced the amplitudes of all of the peaks in the IFFT
envelope except the prominent early peak~vertical line at 3.2
ms!. These results are consistent with the hypothesis that
peaks in the IFFT, beyond the first, are most sensitive to
increasing suppressor levels because they represent second-
ary source activity at the DP place. Thus, incrementing the
level of the suppressor allows visualization of the transition
from a DPOAE composed of multiple components, to one
dominated by the distortion component from thef 2 place.
The IFFT envelope corresponding to L3545 dB SPL repre-
sents almost complete suppression of later peaks, with mini-
mal effect on the earliest peak. When L3555 dB SPL, the
early peak is suppressed~presumably because the suppressor
impinges on the emission generator nearf 2).

The slope of the DPOAE phase with respect to its fre-
quency can be used to estimate the DPOAE center of energy
on a time axis~Papoulis, 1962!. This measure of group delay
has been used to estimate the DPOAE round-trip travel time,
which has been correlated with travel time to the emission
generator site~e.g., Kimberleyet al., 1993!. Shorter DPOAE
group delays are associated with emission generation at more
basal cochlear locations compared to longer travel times.
Phase-slope measures of group delay also depend on the
mode in which the response is generated~Kemp and Brown,
1983!. Moreover, 2f 1- f 2 DPOAEs containing both distortion
and reflection components have two source locations and
modes of response generation~e.g., Knight and Kemp, 2000;
Shera and Guinan, 1999a, 1999b; Talmadgeet al., 1999;
Kalluri and Shera, 2001!. The IFFT envelopes presented here
separate the multiple latency components in the fixed-f 2

DPOAE data.
To illustrate this point, the symbols in the third column

represent three measures of the overall group delay, in which

a single delay estimate is assigned to the entire DP sweep.
Comparing these symbols to the IFFT envelope, it can be
seen that single-delay estimates correspond to the center of
energy of single-component signals~for example, the IFFT
envelope corresponding to L3545 dB SPL!. However,
single-delay estimates tend to obscure information about
multi-component signals~for example, the IFFT envelope
corresponding to L355 dB SPL!. Among the three measures
of overall group delay shown here is the traditional phase-
slope measure~triangles!, and two additional estimates that
are calculated from data in the time domain. These latter two
estimates~shown as circles and asterisks! may better repre-
sent the center of energy of the IFFT, compared to phase-
slope estimates. Circles represent estimates based on median
IFFT peak energy, and asterisks represent estimates derived
from average IFFT latency weighted by the energy at each
peak. The vertical line bisecting the first prominent envelope
peak is drawn to provide a point of reference. Two estimates
of group delay~phase-slope and median-energy estimates!
remain relatively constant as a function of L3 , indicating that
these two measures of group delay are heavily weighted by
the dominant early peak, which presumably arises from the
wave-fixed, distortion-generator site. The asterisk tends to
shift toward the reference line as later waves are suppressed
~except at the highest suppressor level!, indicating that the
energy-weighted average of the time envelope is a better
estimate of overall group delay, when all components are
taken into account.

The last column of Fig. 2 shows the ‘‘residual’’ DPOAE
component, which was derived in the complex frequency
domain by subtracting the response~column 3! at each con-
secutive L3 from the response corresponding to the case
when the suppressor had no effect@envelope shown in panel
~a!#. The magnitude of the residual is shown after being con-
verted into its time-domain representation. Growth of sup-
pression by L3 is reflected in the progression down the col-
umn, which shows the residual becoming larger. Thus, for a
given row, adding the suppressed IFFT envelope~column 3!
to the residual~column 4! results in the control condition
shown in panel~a!, column 3. The residual response obtained
where L3545 dB SPL is taken as the best estimate of the
second-source activity for this example because it was char-
acterized by a combination of the greatest reduction in later
peaks and minimal reduction in the first peak.

In summary, the frequency~filter-function! representa-
tions show that DPOAE fine structure is reduced by intro-
ducing a suppressor near the DP frequency. Equivalent time
domain ~IFFT envelope! representations of the data show
that the suppressor removed long-latency components of the
response.

Introducing a third tone can potentially create a new
array of distortion products with the potential to confound
the interpretation of results. To address this issue, several
unsuppressed IFFT envelopes were edited in the time do-
main such that rapidly varying phase components from the
fixed-f 2 data were removed. The edited time-domain data
were converted into the frequency domain so that fine struc-
ture in the filter function could be examined in the absence of
long-latency envelope components without having to intro-
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FIG. 2. Effect of L3 on DPOAEs for subject 99009. Frequency and time representations of the data are shown for six suppressor levels (L3) ~ranging from
5 to 55 dB SPL from the top to bottom row, respectively!. F3 is always 15.6 Hz below 2f 12 f 2 . F254 kHz. L2525 dB SPL, L1535 dB SPL. Column 1:
DPOAE level as a function of DP frequency. Column 2: Phase (FDP2@2F f 12F f 2#) in cycles as a function of DP frequency. Column 3: Magnitude of the
IFFT as a function of derived time. Multiple peaks in the envelope represent the multiple group delay components extracted from the fixed-f 2 data. The
symbols indicate the overall group delay. Triangles5group delay determined in the frequency domain using the phase slope method. Circles5median IFFT
peak energy. Asterisks5average IFFT peak energy. Column 4: Time-domain representation of the ‘‘residual’’ component, derived in the complex frequency
domain by subtracting the response at each consecutive L3 from the response corresponding to the envelope shown in panel~a! ~where L3 had no effect!. For
a given row, the suppressed IFFT envelope~column 3! added to the residual~column 4!, should equal the control condition shown in column 3, panel~a!.

2867 2867J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Konrad-Martin et al.: Sources of DPOAEs



duce a suppressor. This technique is similar to the ‘‘time-
windowing’’ method used by Kalluri and Shera~2001!, who
found that removing long-latency components of the
DPOAE response had the same effect on DPOAE micro-
structure as introducing a suppressor near the DP frequency.

Figure 3 shows corresponding time- and frequency-
domain representations in the left and right columns, respec-

tively. The IFFT envelope in Fig. 3~a! is the same as in Fig.
2~a!. The optimally suppressed version of the response
shown in Fig. 3~b! is re-plotted from Fig. 2~e!. For the pur-
pose of comparison, the ‘‘control’’ filter function~dotted
line! is shown in each panel of the right column. The IFFT
envelope shown in~c! was obtained by taking the control
IFFT envelope and zeroing the values for times later than 5.3
ms. This edited envelope was used as input to a FFT in order
to obtain the filter function shown in~f!. Filter functions
corresponding to the suppressed and time-edited data~which
presumably reflect the distortion generator component! were
relatively smooth versions of the control.1

For comparison to the presumed distortion component,
the presumed DP-site component is presented in both fre-
quency and time domains. A residual component was de-
rived by vector subtraction of~b! from ~a!, and also was
obtained by editing out the early component of the control
time-domain envelope@or equivalently, subtracting~c! from
~a!#. A FFT of the two residual IFFT envelopes resulted in
filter functions~d-e and d-f!, which had similar amplitudes.
The residual filter functions were slightly lower in amplitude
compared to those corresponding to the distortion compo-
nent. Presumably, for this example, the contribution to the
DPOAE by reflection~s! near the DP-site was slightly
smaller than the contribution by intermodulation distortion.

B. Effect of suppressor level

Figure 4 shows the effect of L3 on IFFT envelopes for
four subjects, whose individual data are shown in separate
columns. For each example,f 2 is 4 kHz, L2 is presented at a
low level ~15 or 25 dB SPL!, and L15L2110 dB. Responses
are shown in the absence of a suppressor~top row!, and in
the presence of a suppressor, increasing in level (L3) as one
descends each column. Unsuppressed IFFT envelopes were
characterized by multiple peaks. Increasing the level of a
suppressor located just below 2f 1- f 2 systematically reduced
the amplitude and eventually the number of peaks in the
envelope until only an early peak~at about 3 ms! remained.
The amplitude of this early peak sometimes increased
slightly in the presence of a suppressor~for example, for L3
of 15 to 35 dB SPL for subject 99009!, which could repre-
sent normal variation in response amplitudes. For some sub-
jects~for example, L3555 dB SPL for subject 99009!, a high
L3 reduced the early peak relative to the unsuppressed con-
dition, perhaps as a consequence of the suppressor-tone sup-
pressing the emission generator located nearf 2 .

Figure 5 follows the same format as Fig. 4, forf 252
kHz. These examples include a number of L2 , L1 combina-
tions because for some subjects, high noise levels reduced
SNRs, restricting the amount of reliable data at 2 kHz, par-
ticularly for low L2’s. In addition, the amount of reliable data
at 2 kHz was reduced because filter functions obtained at
L2525 dB SPL tended to have poorly defined peaks, which
sometimes introduced a windowing artifact when data were
transformed into the time domain.

At 2 kHz, the unsuppressed versions of IFFT envelopes
usually included an early large peak~at 4–5 ms! and a sec-
ond later peak~at 8–12 ms!, in contrast to 4 kHz, where

FIG. 3. Comparison of effects on the filter function of suppression and
time-domain editing for subject 99009.~a! IFFT envelope introduced in Fig.
2~a!; ~d! the corresponding filter function.~b! Suppressed IFFT envelope
introduced in Fig. 2~e!; ~e! the corresponding filter function.~c! Same IFFT
envelope given in~a!, except that complex values of points after the first
peak were set to zero;~f! magnitude~in dB SPL! of FFT of the time enve-
lope given in~c!. ~a-b! Time-domain representation of the residual response
~control-suppressed!; ~d–e! frequency-domain representation of the residual
response~control-suppressed!. ~a–c! Time-domain representation of the re-
sidual response obtained by zeroing the complex values of points in the
IFFT comprising the first peak, or equivalently, by subtracting the edited
response given in~c! from the control in~a!. ~e–f! Frequency-domain rep-
resentation of the time-edited residual response.
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there were frequently more than two peaks. This is consistent
with the results of Stoveret al. ~1996! who found fewer
peaks at 2 and 8 kHz than at intermediate frequencies~3, 4,
and 6 kHz!. The latency of the earliest peak in the unsup-
pressed IFFT was longer for anf 2 of 2 kHz, compared to
when f 2 was 4 kHz. When averaged across all primary lev-

els, the mean first-peak latency atf 252 kHz was 4.7 ms
~s.d.50.84 ms,N525!, whereas the mean first-peak latency
at f 254 kHz was 2.9 ms~s.d.50.53 ms,N545!. This obser-
vation is consistent with the latency of the first peak reflect-
ing the tonotopic representation off 2 . The overall effect of
the suppressor at 2 kHz was similar to the observations made

FIG. 4. Effect of L3 on IFFT envelopes for four subjects. Individual data are shown in separate columns. F254 kHz, L2515 or 25 dB SPL, L15L2110 dB.
The suppressor is absent~top row!, or present at the level (L3) indicated. F3515.6 Hz below 2f 1- f 2 .
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when f 254 kHz, in that the later peak was reduced more
than the early peak.

Estimates of overall group delay are given by the sym-
bols within each panel in Figs. 4 and 5~following the con-
vention used in Fig. 2, column 3! so that they can be com-
pared to IFFT envelopes. Overall group-delay estimates were

similar to the first-peak latency. However, phase-slope esti-
mates~triangles! sometimes underestimated the latency of
the earliest peak, and average IFFT latencies~asterisks!
sometimes fell between major IFFT envelope peaks~for ex-
ample, subject 99010 in Fig. 5!. Estimates based on average
IFFT latencies~asterisks!, when compared to other group-

FIG. 5. Same as Fig. 4, but forf 252 kHz. Because signal-to-noise ratios~SNRs! were sometimes poor forf 252 kHz, particularly at low primary levels,
examples shown here are for a number of L2 , L1 combinations.
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delay estimates, were more ‘‘sensitive’’ to the latencies of
peaks other than the first peak.

The differential effect of the suppressor on the initial
peak and on subsequent IFFT peaks was quantified by cal-
culating the sum of the squared pressure~i.e., the energy!
within these two divisions of the IFFT. For the purposes of
this analysis, PE was used to represent energy in the earliest
peak and PL was used to represent the energy in all later
peaks. The unsuppressed condition and the condition in
which later peaks were maximally suppressed while the ini-
tial peak was relatively unaffected were used as references to
help determine the latency at which the early peak ended for
each IFFT. For a givenf 2 and L2 combination, a dividing
point was determined from the average across all subjects.
For example, the dividing point was 5.3 ms whenf 2 was 4
kHz and L2 was 25 dB SPL, whereas, the dividing point was
7.6 ms whenf 2 was 2 kHz and L2 was 25 dB SPL. PE and PL

values were normalized to those obtained under conditions in
which the suppressor was present, but thought to have no
effect (L35L2220 dB!. This was thought to be preferential
to normalizing to the no-suppressor-condition because, for a
given f 2 and L2 condition, L3 was varied consecutively.
Conditions that did not contain a suppressor were run sepa-
rately as a function of L2 , and thus were not always obtained
during the same recording session.

Figure 6 shows individual and mean data forf 252 kHz,
where L2 was 25 or 45 dB SPL. Normalized PE and PL

values are given for individual subjects in the top and middle
rows, respectively. Mean data (PE5open triangles; PL
5open circles! 61 s.d. are shown in the bottom row. Data
below the line intersecting 1.0 on theY-axis represent con-
ditions in which response amplitude was reduced relative to
that obtained when L35L2220 dB. When L2525 dB SPL,
the suppressor typically had an effect on both components
regardless of its level, perhaps because unsuppressed re-
sponse amplitudes were small. For one subject~99004!, the
effect of the suppressor on PE ~the earliest peak in the IFFT!
was not as pronounced as the effect on PL ~peaks other than
the first!. This trend usually was observed at higher levels for
this f 2 frequency.

Figure 7 follows the same format as was used in Fig. 6,
for f 254 kHz. At this f 2 , PL was more susceptible to the
suppressive effects of L3 than was PE, except at high L3’s
where both components were reduced. There were a few
individual cases for which the addition of a suppressor ap-
peared to increase the amplitude of one of the DPOAE com-
ponents, usually PE. This observation may have been due to
test/retest variations in the magnitude and phase of the emis-
sion. The suppressor level that eliminated the greatest pro-
portion of PL with minimal effect on PE was usually 10–20
dB above L2 .

C. Effect of primary level

The relative amplitudes of early and later peaks in the
unsuppressed IFFT envelope depended on absolute primary
level and on primary-level ratio. Figure 8 illustrates the ef-
fects of stimulus level on the IFFT envelope. Comparing the
solid lines~representing L15L2110 dB! in a given column,
it can be seen that the major difference among unsuppressed

IFFTs for three different L2’s was the amplitude of the first
peak, which increased with level. By comparison, level-
dependent changes in later peaks were smaller, particularly
for f 254 kHz. These results are similar to those obtained by
Stoveret al. ~1996!, who showed that the earliest peak in the
IFFT increased without apparent saturation for L2’s up to 65
dB SPL.

Within each of the four upper panels of Fig. 8, responses
can be compared for different level ratios. At each L2 , the
earliest IFFT envelope peak was larger when acquired using
L1 conditions that optimize DP level~dashed lines!, com-
pared to when L15L2110 dB ~solid lines!. In contrast, the
amplitude of later waves did not appear to depend on the
relative level of L1 . Increasing L2 ~for either fixed or opti-
mized level ratios! or increasing L1 ~optimizing level ratios
for low L2’s! presumably increases the area of overlap be-

FIG. 6. Effect of L3 on the earliest peak in the IFFT envelope (PE) and on
later peaks (PL) shown by normalizing data to the lowest L3 in a run (L3

5L2220 dB! consisting of multiple suppressor-level conditions. Data were
included if unsuppressed responses were at least 6 dB above the noise, and
L3 levels were able to be measured consecutively. PE and PL were calculated
by taking the sum of the pressure within each of the two divisions of the
IFFT. Prior to calculating these values, a nominal dividing point was estab-
lished for a givenf 2 and L2 combination. Unsuppressed and maximally
suppressed conditions were used as a reference, and the average dividing
point was taken across all subjects. Data shown are forf 252 kHz. L2 was
either 25, with L1535 dB SPL~left!, or L2 was 45, with L1555 dB SPL
~right!. Top row: Normalized individual PE values. Middle: Normalized in-
dividual PL values. Bottom: Mean normalized PE ~triangles! and PL ~circles!
values. Error bars indicate61 standard deviation~s.d.!.
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tween the primary-driven excitation patterns, and results in
more distortion being generated~implied by the increase in
the first IFFT peak!. A larger input to the SFOAE generator
at the DP place~also implied by the increase in the first IFFT
peak! did not alter its output as much, perhaps because the
SFOAE component saturates at a relatively low level.

At 4 kHz, increases in the amplitude of the earliest peak
were accompanied by slight decreases in its latency, consis-
tent with increased displacement at the place of maximal
overlap between the primaries. It is known from studies of
the basilar membrane mechanical response that increases in
the stimulus level produce a basal shift in the characteristic
place, reduce the phase accumulation near the characteristic
place, and decrease frequency tuning~e.g., Johnstoneet al.,
1986; Ruggeroet al., 1997!. Each of these mechanisms
could translate into shorter OAE latencies. In contrast to the
earliest peak, the latency of later peaks did not appear to shift
as a function of primary level~within the resolution of these
measures!. This observation may be related to the different
generating mechanisms of the first and subsequent peaks.

Figure 9 presents group data showing the effect of pri-
mary level on the energy in the early peak (PE) and in the
later peaks (PL) of the IFFT envelope. As opposed to Figs. 6
and 7, data in Fig. 9 are given in absolute energy terms~in
dB SPL!.2 With the exception of conditions whenf 2 was 2
kHz and L15L2110 dB ~the upper left panel!, mean PE
values~triangles! were larger than mean PL values~circles!.

Both PE and PL values increased as a function of L2 . How-
ever, when L1 was set to L2110 dB ~top row!, PE increased
more than PL as a function of increasing L2 . Comparing
values across rows, PE was larger when L1 was presented at
an optimal level rather than at a level 10 dB above L2 . These
results suggest that intermodulation distortion dominated
DPOAE responses obtained using moderate-level primaries,
or low L2’s presented together with a relatively high L1 .
Comparing across columns in Fig. 9, mean PE values were
lower when f 2 was 2 kHz compared to conditions whenf 2

was 4 kHz, and the reverse was true for mean PL values.
However, due to the overlapping distributions in these data,
additional data are needed in order to determine whether a
frequency effect exists.

D. Group delay

For conditions where L15L2110 dB, the ratio of PE to
PL tended to increase as a function of increasing L2 , and f 2 .
Based on a similar observation, Stoveret al. ~1996! hypoth-
esized that level-dependent changes in the phase-slope group
delay could be related to changes in the component that
dominates the DPOAE as measured in the ear canal. In order
to test this hypothesis, group delay in the absence of a sup-

FIG. 7. Same as Fig. 6, exceptf 254 kHz.

FIG. 8. Effect of primary level on IFFT envelopes forf 252 kHz ~left! and
f 254 kHz ~right!. Data from a single subject is shown for each frequency.
L2 increases with decreasing row. Solid lines represent data where L15L2

110 dB. Dashed lines represent data where L1 was chosen in order to
optimize DPOAE level. Only the L15L2110 dB condition is shown for the
case where L2545 dB SPL~solid line, bottom row!, because the optimal
and fixed primary level ratio conditions are nearly equivalent. Arrows indi-
cate the latency of the first major peak for L2545 dB SPL.
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pressor was compared with the latency of the earliest peak in
the IFFT envelope, which was determined by eye for each
unsuppressed envelope. The latency of the earliest peak is
taken as the delay associated with the primary DP generator,
whereas overall group delay may be influenced by secondary
sources.

Figure 10 presents individual estimates of group delay in
the absence of a suppressor. Overall group delay was esti-
mated in three ways: phase-slope~triangles!, median IFFT
latency~open circles!, and average IFFT latency~asterisks!.
For ease in comparing the three group-delay estimates to the
latency of the earliest peak in the IFFT envelope, mean
‘‘first-peak’’ latency ~61 s.d.! is shown as filled circles. La-
tency is plotted as a function of L2 , when L15L2110 dB
~top!, and when L1 was presented at an optimal level~bot-
tom!, as described previously.

Phase-slope group delays sometimes underestimated the
latency of the earliest IFFT peak. This occurred most when
f 2 was 2 kHz and L2 was 25 or 35 dB SPL; in fact negative
phase-slope group delays were sometimes observed. This re-
flects the fact that responses were close to the noise floor,
causing level and phase estimates to be less reliable and,
therefore, causing estimates of latency to be less reliable. It
may be the case that when the response lies near the noise
floor, selecting for inclusion only those points surrounding

the amplitude peak~where more favorable SNRs are ob-
served! would have provided a more reliable phase-slope es-
timate than the energy-weighted procedure used here.

When L2 was 45 dB SPL, or when L1 was presented at
an ‘‘optimal’’ level, the three estimates of overall group de-
lay tended to be similar to the first-peak latency, even in the
presence of secondary source activity. However, for condi-
tions in which L1 was set to L2110 dB, there was a tendency
for median~open circles! and average~asterisks! IFFT laten-
cies to decrease with increasing L2 . Compared to these mea-
sures of overall group delay, the latency of the first IFFT
peak was relatively constant with level. These results suggest
that as stimulus level increases, the relative contribution
from the DP place decreases and response latency, however
estimated, is dominated by the source near thef 2 place.
Therefore, level-dependent changes in secondary source ac-
tivity may account for the commonly reported level-
dependent changes in DPOAE group delay.

There is a relationship between place of generation and
OAE delay, which was demonstrated in early transient OAE
studies and has been taken as evidence for cochlear genera-
tion of the response~e.g., Kemp, 1978; Neelyet al., 1988!.
In the present study, group delay~and first-peak latency! in
the absence of a suppressor was shorter at 4 kHz compared
to 2 kHz. Tubiset al. @2000, Eq.~53!# recently proposed that
the latency associated with the distortion component from
fixed-f 2 data could be estimated as follows:

FIG. 9. Effect of primary level on the average pressure within the first peak
(PE) and subsequent peak (PL) regions given in dB SPL. PE values are
indicated by triangles, and PL values by circles. Mean data~61 s.d.! are
shown as a function of L2 for f 252 kHz ~left! and f 254 kHz ~right!. Top
row: L15L2110 dB. Bottom row: L1 chosen in order to optimize DPOAE
level. The L1 is similar for L2545 dB SPL whether L1 is optimized or 10
dB greater than L2 . Therefore, for L2545, only L15L2110 dB was used.
These data are plotted in both rows. Sample size~N! is indicated in the
figure for each stimulus condition.

FIG. 10. Comparison of overall group delay and the latency of the earliest
envelope peak as a function of L2 for f 252 kHz ~left! and f 254 kHz
~right!. Top row: L15L2110 dB. Bottom row: L1 chosen in order to opti-
mize DPOAE level. Individual group delay data are given; triangles
5phase-slope, open circles5median IFFT latency, asterisks5average IFFT
latency. For ease in comparing the three group delay estimates to the latency
of the first IFFT envelope peak, mean first peak latency is given~filled
circles!. Error bars are s.d.
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where ko531 cm21, kv51.382 cm21 ~from Talmadge
et al., 1998, Table I!, f 151.2f 2 , and f 2 is in kHz. The
theory is confirmed to within the accuracy of the experimen-
tal measures presented here. The mean first-peak latency ob-
tained experimentally forf 252 kHz was 4.7 ms, whereas
the predicted latency@Eq. ~1!# was 5.6 ms, or 20% longer.
The mean first-peak latency for conditions whenf 254 kHz
was 2.9 ms, whereas the predicted latency was 2.8 ms, or 3%
shorter. Possible reasons for the discrepancy between mea-
sured and predicted values include a small term that was
dropped by Tubis and colleagues@see Eq.~50! in Tubis
et al., 2000#. However, the amount that this would shorten
the predicted latencies~0.25 ms! is thought to be small rela-
tive to uncertainty in the value ofkv .

A feature of Eq.~1! is thattfixed-f 2 depends onf 1 . This
dependence appears to be demonstrated in the data presented
here as a spread of energy associated with the various latency
components of the IFFT envelope.~Broadening of peaks in
the IFFT envelope was not thought to be due to aliasing
artifacts because, as discussed earlier, most DPOAE filter
functions began and ended in the noise floor.!

Latencies of the earliest IFFT peak also were similar to
estimates of phase-slope group delays~5.4 ms for f 252
kHz, 3.4 ms forf 254 kHz! reported by others~Moulin and
Kemp, 1996!. These data were obtained using a fixed-f 2

paradigm, with a slightly higher stimulus level (L2560 and
L1565 dB SPL! compared to that used here. Group delays,
and latencies of the earliest peak in the IFFT in the present
study, are shorter than round-trip travel times of tone burst-
evoked OAEs estimated using onset latencies~Neely et al.,
1988; Brass and Kemp, 1991!. Latency estimates described
by Neelyet al. ~1988! for 2-kHz tone bursts presented at 25,
35, and 45 dB SPL were 13.0, 11.0, and 9.4 ms, respectively;
estimates for 4-kHz tone bursts at corresponding levels were
9.7, 8.3, and 7.1 ms.

IV. DISCUSSION

A. Summary

For low-to-moderate stimulus levels, it was possible to
resolve at least two main components in the time-domain
representation of filter functions. A suppressor placed just
below the 2f 1- f 2 frequency reduced or eliminated later com-
ponents in the time envelope, leaving the component with
the shortest latency relatively unaffected. These results sug-
gest that the components removed by the suppressor were
due to secondary DPOAE source activity arising near the DP
place. Introducing a suppressor-tone also reduced micro-
structure in DPOAE level and phase responses. This oc-
curred mainly for low L2’s presented with L15L2110 dB.
Results are consistent with the view that the DPOAE mea-
sured in the ear canal of humans includes components from
the f 2 place~primary generation site! and from the DP place
~in the form of a SFOAE!, and that the relative contributions
to ear-canal DPOAEs depend on overall and relative primary
levels. These findings build on a previous study~Stover

et al., 1996! by providing evidence that multiple peaks in the
IFFT are due to a secondary source at the DP place.

B. Origin of multiple peaks in the IFFT

Stoveret al. ~1996! proposed several hypotheses to ac-
count for multiple peaks in the time-domain representation
of DPOAE filter functions. One hypothesis was that multiple
IFFT peaks represent several reflections from a single source
~for example, nearf 2) as opposed to two sources. Data pre-
sented here are not consistent with that hypothesis. The ef-
fects of a suppressor-tone placed near the DP frequency were
larger on later peaks compared to the earliest peak~see Figs.
2–7!. Further, the relative contribution of later waves to the
total response was largest at relatively low primary levels,
consistent with previous data~Stover et al., 1996!. At low
levels, later peaks were occasionally larger than the first
peak, also suggesting that the first and subsequent IFFT
peaks do not arise as multiple reflections from a single
source.

A second hypothesis proposed by Stoveret al. was that
multiple peaks in the IFFT arise from a series of different
distortion-generating places along the cochlea~i.e., each
peak indicates a different place of generation!. The effect of
the suppressor on the multi-peaked IFFT atf 254 kHz is
difficult to explain in the context of multiple DPOAE source
locations. Specifically, all later peaks were suppressed by the
suppressor tone, which was close to the frequency of the
2 f 1- f 2 DP. This observation, on the other hand, is consistent
with a locus of generation for all later peaks at the DP place.

A third hypothesis proposed by Stoveret al. was that
two sources generate the first two major IFFT envelope
peaks, and later peaks are higher order reflections arising
through the same mechanism as the second zeroth-order
component. The presence and number of higher order reflec-
tions would depend on the duration of the time window and
the amount of reflectance at the oval window and DP place.
Still, the fact that all components after the first peak were
suppressed byf 3 is consistent with the view that all peaks
after the initial peak were generated at the DP place. The
different growth rates of phase-invariant and rapidly varying
components, evident in the fixed-f 2 paradigm, are consistent
with the hypothesis that more than one source contributes to
the DPOAE. Peaks corresponding to these two components
are expected to exhibit different rates of growth with increas-
ing stimulus level, since SFOAEs appear to grow at a slower
rate compared to DPOAEs~Kemp and Chum, 1980; Kum-
mer et al., 1998!. The strongest argument linking specific
envelope peaks to one of two sources is the finding that
adding a suppressor near 2f 1- f 2 diminished the later peaks
~presumably, the second direct reflection and all higher order
reflections! and, depending on its level, left the earliest peak
~presumably the distortion component! relatively unaffected.

C. Proposed physical interpretation of the IFFT
analysis of fixed- f 2 data

For this experiment, a ‘‘spectrum’’ was constructed by
combining separate 2f 1- f 2 DPOAE measurements for a
range off 1 frequencies whenf 2 was fixed. A time envelope
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was derived from this spectrum using IFFT techniques. This
envelope may be interpreted as an impulse response, in
which DPOAE components are separated by their latencies.
To gain insight into the nature of multiple-latency compo-
nents within the IFFT envelope, it is helpful to consider the
propagation of transient signals. A transient DPOAE experi-
ment would consist of using the samef 2 as in the swept-f 1

experiment above, but substituting the swept-f 1 tone with a
band-limited transient signal containing the same range off 1

frequencies. Each frequency component in the transient sig-
nal would generate intermodulation distortion in the vicinity
of the f 2 place, which would be recorded as a transient en-
velope in the ear canal. For the idealized case of an impulse
with equal spectral density in the ear canal, this transient
response envelope would be a complement to the IFFT en-
velope in the fixed-f 2 experiment, as has been noted by
Piskorski~1997!.

The intermodulation response in the transient DPOAE
experiment can be analyzed in terms of multiple internal
reflections within the cochlea, drawing from a class of co-
chlear models that incorporates roughness or discontinuities
along the basilar membrane~e.g., Shera and Zweig, 1992;
Talmadgeet al., 1998!. DPOAE generation in these models
involves the two sources/mechanisms proposed by others
~e.g., Kemp and Brown, 1983; Shera and Zweig, 1992; Shera
and Guinan, 1998!. Figure 11 is a space-time diagram show-
ing the predicted propagation of DPOAE components within
the cochlea, which is implicit in a two-source DPOAE
model.

The horizontal axis in Fig. 11 is the spatial location on
the basilar membrane from base to apex, so that the left-hand
edge represents the pressure signals measured in the ear ca-
nal ~the effect of the middle ear, ear canal and probe are not
represented in this figure!. Relative to the normalized latency

and amplitude of the initial pulse, the total microphone sig-
nal is

~11Ra!@11RaRb1~RaRb!21¯#5
11Ra

12RaRb
~2!

in which the right-hand side gives the spectral representation
in the frequency domain after applying the geometric series
~Shera and Zweig, 1992; Talmadgeet al., 1998!, under the
simplifying assumption that the nonlinearity in these reflec-
tances can be neglected. The vertical axis in Fig. 11 denotes
time, which increases with distance down the axis.

Becausef 2 is on continuously, the source of the inter-
modulation component is in the vicinity of thef 2 location in
the cochlea~filled square!. The transient is assumed to be
compact in time at this position, and the trajectories shown in
Fig. 11 stem from this point. A pair of distortion transients
propagates basally and apically away from thef 2 location.
The basally propagating transient reaches the cochlear base
~left edge of figure! travels through the middle ear and into
the ear canal where it is recorded by the microphone. In the
model, this initial distortion transient has a complex ampli-
tude,I.

The apically propagating transient is reflected as a
SFOAE from its tonotopic place~filled circle!, and propa-
gates basally, arriving at the microphone at a later time than
the first component.Ra represents the apical trajectory from
the f 2 place to the DP place and the basal trajectory from the
DP place back to thef 2 place. The complex amplitude of this
component is represented asI Ra . Note that in the absence
of apical reflection (Ra50), the above formula reduces to 1,
representing an emitted transient with only a single pulse.
This would be the case if all of the DPOAE energy measured
in the ear canal came only from thef 2 place.Rb represents
the reflectance~of the intermodulation component! that
propagates from thef 2 place to the basal end of the cochlea,
is reflected, and propagates back to thef 2 place. If no basal
reflection is present (Rb50), the emitted transient from this
two-source model should have a pair of pulses~I and I Ra)
with slightly different amplitudes and latencies. This would
be the case if all of the energy from the intermodulation
component~from the f 2 place! and the reflection component
~from the DP place! were transmitted into the middle ear
~i.e., no energy is reflected off of the stapes footplate back
into the cochlea!. If basal reflection is present, the transient
envelope should have additional pairs of pulses at regular
time intervals. This time interval should be approximately
equal to the round-trip latency to the reflection source at the
place associated with the DP frequency.

In the representation in Fig. 11, the initial pulse pair~I
andI Ra) is partially transmitted through the middle ear and
into the ear canal, and is partially reflected at the stapes
footplate back into the cochlea, where it triggers a set of
SFOAEs at the DP place, and the cycle is repeated. Each
round trip associated with propagation from the cochlear
base to the DP place changes the amplitude of the pulse by a
factor RaRb , and the time variation encodes the round-trip
latency. Thus, the complex valueI (RaRb) represents the
propagation delays inherent in distortion generation nearf 2

FIG. 11. Space-time diagram of the propagation of the DPOAE components
produced at thef 2 place in the cochlea towards the base and apex, and
subsequent multiple reflections from the basal footplate and DP place. These
predicted trajectories, implicit from a two-source DPOAE model, are plotted
as a function of distance along the cochlea~horizontal axis! and as a func-
tion of time ~vertical axis!. The filled square represents the generator site for
intermodulation distortion~near thef 2 place!. The filled circle represents the
SFOAE generation site~at the DP place!.
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and SFOAE generation at the DP site, reflection characteris-
tics at the SFOAE site and basal end of the cochlea, and
concomitant changes in amplitude.

Information about traveling-wave phase accumulation as
a function of basilar membrane place can be inferred from
the neural population study of Kimet al. ~1979!. They mea-
sured the amplitude and phase of the synchronized neural
response to a 1.6-kHz tone. Measurements in each experi-
mental animal were made in many auditory nerve fibers rep-
resenting a wide range of fiber characteristic frequencies
~CFs! and, therefore, characteristic places. The phase delay
of fibers with CFs one-half octave above the stimulating tone
was approximately half that of fibers whose CF was equal to
the stimulus frequency~Fig. 6 in Kim et al., 1979!. Trajec-
tories shown in Fig. 11 are drawn to reflect the hypothesis
that the phase accumulation of the apically traveling distor-
tion component as it travels to thef 2 characteristic place is
comparable to the apical journey from thef 2 place to the DP
place. Stated differently, the time it takes for the traveling
wave to come within one-half octave of the characteristic
place is similar to the travel time for the remaining one-half
octave.

Applying predictions from the two-source model de-
picted in Fig. 11 to the present data, the earliest IFFT peak
provides an estimate of the latency associated with the dis-
tortion component coming directly out from thef 2 place. In
addition, the interval between the first and third IFFT peaks
should provide an estimate of the round-trip latency to the
DP place@the time delay ofI (RaRb) relative to I in the
model#. Assuming that the basilar membrane travel time to
the f 2 place is about half the travel time to the DP place, the
second IFFT peak (I Ra) should occur half way between the
first and third peaks.

The following equation describes round-trip travel time
~in ms! to the DP reflection site based on Shera and Guinan’s
SFOAE phase-slope data, which was obtained in human ears
~Shera and Guinan, 1999b, 2000!:

tSFOAE5
9

Af
, ~3!

where f is DP frequency in kHz. For anf 2 of 2 kHz and a
fixed-f 2 paradigm, the average DP frequency~the approxi-
mate peak of the DP filter function! equals 1.3 kHz. For an
f 2 of 4 kHz, the average DP frequency in the same paradigm
is 2.7 kHz. Using Eq.~3!, the predicted round trip travel time
to the DP place is 7.8 ms for a DP at 1.3 kHz (f 252 kHz!
and 5.5 ms for a DP at 2.7 kHz (f 254 kHz!. As anticipated
from a two-source model, the predicted round-trip travel
time corresponds to the interval between first and third IFFT
peaks in Fig. 4 forf 254 kHz ~mean55.4 ms; range54.7 to
5.8 ms!, and the second peak~with the exception of one
subject! falls roughly between the first and third peaks. It is
important to note, however, that there is some circular rea-
soning in this comparison. For example, the second largest
peak following the initial peak for subject 99009~see Fig. 4!
was viewed as peak 3 because its latency was consistent with
model predictions. This problem highlights the difficulty as-
sociated with separating the multiple sources that may con-

tribute to ear-canal DPOAEs in the unsuppressed condition.
It is also difficult to compare model predictions to IFFT

data at 2 kHz without invoking circular arguments in order to
label specific peaks in the IFFT. The predicted round-trip
travel time corresponds to the interval between first and third
IFFT peaks in Fig. 5 forf 252 kHz only if one interprets the
second major peak in the IFFT response to be a combination
of the second and third peaks~for example, see column 2,
Fig. 5!. In this case, the 2-kHz data would be interpreted as
containing three components, including the first pulse pair
and the first pulse of the second pulse pair.

Whatever the specific origin of IFFT peaks after the ini-
tial peak, their vulnerability to a suppressor near the DP fre-
quency provides evidence that they are initiated near the DP
place. The fact that there are late-component peaks in the
IFFT envelope distributed over the entire time window is
consistent with the existence of multiple internal reflections
within the cochlea.

D. Relative IFFT peak magnitudes change with level
and frequency

Increasing L2 ~for either fixed or optimized level ratios!
or increasing L1 ~optimizing level ratios for low L2’s! pre-
sumably increases the displacement near the distortion gen-
erator region~near the point of maximal overlap between the
primaries!. As absolute or relative primary levels increased,
the response became dominated by the earliest peak in the
IFFT. In terms of later peaks in the IFFT envelope, these
components represented a larger proportion of the DP mea-
sured in the ear canal for low primary levels, primarily when
L15L2110 dB. One interpretation of these data is that in-
creasing intermodulation nearf 2 dominates the~perhaps al-
ready saturated! contribution by the DP place. Using an L1

chosen to optimize DP level also increased the magnitude of
the dip in the filter function corresponding to closely spaced
primary frequencies, perhaps representing increased suppres-
sion of L2 by L1 for small f 2 / f 1 ratios.

Energy contained in the first peak of the IFFT tended to
be less forf 252 kHz than f 254 kHz ~Fig. 9! at a given
primary level, whereas the reverse was true for other enve-
lope peaks. One interpretation of these findings is that the
secondary DPOAE sources contributed more to responses
elicited by f 252 kHz, compared to whenf 254 kHz. This
interpretation should be viewed cautiously, however, be-
cause response distributions across groups tended to overlap.

E. Group delay

Interpreting group delay is not straightforward because
of the existence of multiple components arising at more than
one place and/or through different modes of generation~cf.
Tubis et al., 2000!. These interactions may explain why
DPOAE group delays show a high degree of variability
within and across studies. A consistent finding across many
studies is that group delay decreases with increasing stimulus
frequency and level~e.g., Kemp and Brown, 1983; Brown
et al., 1996; Kimberleyet al., 1993; O’Mahoney and Kemp,
1995; Moulin and Kemp, 1996!. It was previously hypoth-
esized that OAE group delay was dependent on traveling-

2876 2876J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Konrad-Martin et al.: Sources of DPOAEs



wave velocity ~Neely et al., 1988!, or auditory-filter
‘‘build-up time’’ ~Kimberley et al., 1993!, both of which
might be expected to change as a function of frequency tun-
ing at the OAE generation site. While these hypotheses may
account for level-dependent changes in phase-slope esti-
mates of SFOAE or transient-evoked OAE latency, the same
mechanisms may not be reflected in estimates of DPOAE
response delay. Studies have failed to demonstrate a system-
atic change in DPOAE group delay in subjects with transient
~Engdahl and Kemp, 1996; Brownet al., 1993! or permanent
~Prijs and Schoonhoven, 1997! outer hair cell dysfunction.
Further, it has been shown that DPOAE group delay ob-
tained using a fixed-f 2 paradigm tends to be shorter than for
a fixed-f 1 paradigm, for equivalent DP frequencies~e.g.,
O’Mahoney and Kemp, 1995; Moulin and Kemp, 1996!. It
was proposed that the fixed-f 2 paradigm ‘‘reads’’ the phase
of f 2 at the place where the peak of the traveling wave pro-
duced byf 1 achieves maximum overlap with the traveling
wave from f 2 . Thus, for the fixed-f 2 , the place of maximal
overlap will correspond more closely to thef 2 peak for some
f 2 / f 1 ratios compared to others. In contrast to the fixed-f 2

paradigm, a fixed-f 1( f 2 sweep! paradigm will ‘‘read’’ the
phase off 2 near its peak, where the phase of the traveling
wave builds up rapidly~e.g., Robleset al., 1986; Zweig,
1991!. Therefore, any level-dependent change in filter
build-up time near thef 2 site might not be detectable using a
fixed-f 2 paradigm. Alternatively, recent analyses~Tubis
et al., 2000; Sheraet al., 2000! indicate that the ratio of the
latencies derived from fixed-f 2 and fixed-f 1 paradigms are
mathematically predictable without taking into account co-
chlear mechanisms such as filter build-up times.

In the present study, DPOAE group delay tended to be
level dependent for conditions in which L15L2110 dB.
However, the latency of the earliest IFFT peak changed only
slightly with level, and these changes were small relative to
within-group variability for a particular primary level. As a
result, group delays were similar to the latency of the first
peak in the IFFT at moderate stimulus levels, but increased
relative to the latency of the first peak as stimulus level de-
creased. Thus, data presented here are consistent with the
hypothesis that level-dependent changes in secondary source
activity contribute to the commonly reported level-dependent
changes in DPOAE group delay~Stoveret al., 1996!.

V. CONCLUSION

It was found that multiple components of the 2f 1- f 2

DPOAE could be separated by their individual latencies us-
ing a fixed-f 2 paradigm, and could be parsed by mode of
generation~intermodulation distortion or reflection in the
form of a SFOAE! using a suppressor tone placed near the
DP frequency. These data support the existence of, and in-
terplay between, two 2f 1- f 2 DPOAE sources~one near the
f 2 place and one at the DP place!, and suggest that the rela-
tive contributions from these two sources change as a func-
tion of level and perhaps frequency. In particular, reflections
at the DP place affect DPOAE latency and~to the extent that
they are responsible for DPOAE fine structure! DPOAE
level, at least for low-to-moderate primary levels whenf 2

52 kHz and for low primary levels whenf 254 kHz. It is

possible that some of the variability in clinical DPOAE mea-
surements could be reduced by reducing secondary-source
activity ~e.g., Heitmannet al., 1998!. For example, eliminat-
ing secondary-source activity reduced fine structure in the
DPOAE signal~refer to Figs. 2 and 3!. It may be important
to note, however, that the relative contribution from the DP
place decreased as primary level increased towards levels
typically used under clinical conditions. Thus, one would
anticipate less influence from the DP reflection source under
the stimulus conditions in which DPOAEs are measured
clinically.
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taking an average across frequency when computing the IFFT envelope. An
alternative definition of the IFFT envelope without this average would add
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Duration discrimination and subjective duration for ramped
and damped sounds
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The perception of stimuli with ramped envelopes~gradual attack and abrupt decay! and damped
envelopes~abrupt attack and gradual decay! was studied in subjective and objective tasks.
Magnitude estimation~ME! of perceived duration was measured for broadband noise, 1.0-kHz, and
8.0-kHz tones for durations between 10 and 200 ms. Damped sounds were judged to be shorter than
ramped sounds. Matching experiments between sounds with ramped, damped, and rectangular
envelopes also showed that damped sounds are perceived to be shorter than ramped sounds, and,
additionally, the reason for the effect is a result of the damped sound being judged shorter than a
rectangular-gated sound rather than the ramped sound being judged longer than a rectangular-gated
sound. These matching studies also demonstrate that the size of the effect is larger for tones~factor
of 2.0! than for broadband noise~factor of 1.5!. There are two plausible explanations for the finding
that damped sounds are judged to be shorter than ramped or rectangular-gated sounds:~1! the abrupt
offset at a high level of the ramped sound~or a rectangular-gated sound! results in a persistence of
perception~forward masking! that is considered in judgments of the subjective duration; and~2!
listeners may ignore a portion of the decay of a damped sound because they consider it an ‘‘echo’’
@Stecker and Hafter, J. Acoust. Soc. Am.107, 3358–3368~2000!#. In another experiment, duration
discrimination for broadband noise with ramped, damped, and rectangular envelopes was studied as
a function of duration~10 to 100 ms! to determine if differences in perceived duration are associated
with the size of measured Weber fractions. A forced-choice adaptive procedure was used. Duration
discrimination was poorer for noise with ramped envelopes than for noise with damped or
rectangular envelopes. This result is inconsistent with differences in perceived duration and no
explanation was readily apparent. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1372913#

PACS numbers: 43.66.Ba, 43.66.Fe, 43.66.Jh, 43.66.Lj@MRL#

I. INTRODUCTION

Ramped sounds~gradual attack and rapid decay! and
damped sounds~rapid attack and gradual decay! are per-
ceived differently, even though the long-term spectra of
these sounds are identical. A piano produces a damped sound
when played in the normal manner, but playing a recording
of piano music backwards produces ramped sounds. In other
words, a ramped sound is simply a damped sound reversed in
time. Despite this simple manipulation of the temporal enve-
lope, the timbre of ramped and damped sounds is quite dis-
tinct.

Berger~1964! demonstrated that playing a recording of
an instrument backwards not only reduces identification, but
might actually shift the label to another category. An ex-
ample of this shift in labeling is heard in a widely available
auditory demonstration on compact disc~Houtsma et al.,
1987!. In this recording, the notes from a Bach chorale
played on a piano in the normal manner sound like notes
produced by an accordion or organ when played backwards.

Patterson and his colleagues~Patterson, 1994a, b; Aker-
oyd and Patterson, 1995; Irino and Patterson, 1996; Lorenzi
et al., 1997, 1998; Patterson and Irino, 1998! have studied
the perception of ramped and damped sounds to examine
ways that the auditory system might code these sounds dif-
ferently. They noted that concatenated ramped and concat-
enated damped sounds are perceived to have a continuous
component and a transient component. Matching experi-

ments between ramped and damped low-frequency tones
show that the half life of a damped sinusoid has to be 4 times
greater than that of a ramped sinusoid for the continuous
segments to be perceived of equal strength~i.e., loudness!
~Patterson and Irino, 1998!. The same experiment with noise
carriers showed that the perceptual asymmetry was about
half that of low-frequency tones.

Stecker and Hafter~2000! measured the loudness of
sounds with single-cycle envelopes with ramped and damped
characteristics. On average, sounds with ramped envelopes
were judged louder than sounds with damped envelopes. No
statistical differences were noted for sinusoidal or broadband
noise carriers.

Given this asymmetry in the strength of the continuous
component for streams of ramped and damped sounds
~Patterson and Irino, 1998! and in the loudness of single
cycles of ramped and damped sounds~Stecker and Hafter,
2000!, we decided to determine whether the temporal asym-
metry in the acoustic waveform affected the perceived dura-
tion of single-cycle ramped and damped sounds.

The motivation for measuring subjective duration of
ramped and damped sounds is a result of informal observa-
tions by the first author that ramped sounds are perceived to
be longer than damped sounds. These observations were
made while playing an ASA demonstration on compact disc
~Houtsmaet al., 1987! of a recording of a Bach chorale
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played forward and backwards during a hearing science class
at the University of Minnesota.

II. EXPERIMENT 1: SUBJECTIVE DURATION OF
RAMPED AND DAMPED STIMULI

A. Subjects

The listeners were young adults with hearing sensitivity
of 15 dB HL or better at octave frequencies between 0.25
and 8.0 kHz. Listeners were paid for their participation. Ini-
tially, 12 listeners participated in the 1.0-kHz condition.
These data were collected for a conference presentation
along with intensity discrimination data for ramped and
damped sounds~Schlauchet al., 1998!. At a later date, four
additional listeners were recruited for the 1.0-kHz condition,
and a second and third group of 16 listeners participated in
the broadband-noise and 8.0-kHz conditions, respectively.
Seven listeners from the group that judged 1.0-kHz tones
also judged the noise stimulus, whereas five other listeners
from the group that judged 1.0-kHz tones also judged 8.0-
kHz tones.

B. Stimuli

Sounds were generated with a custom-designed 16-bit
digital-to-analog converter. The sampling rates were 20 kHz
for a broadband noise stimulus and a 1.0-kHz tone and 26
kHz for an 8.0-kHz tone. Antialiasing filters were set to 8.0
and 12.0 kHz for the 20.0 and 26.0-kHz sampling rates, re-
spectively. Damped sounds were generated using a simple
exponential decay with a time constant set to one-fifth the
signal duration

x~ t !5e~25t/T!w~ t ! ~1!

wheret is time in s,w is a rectangular-gated noise or tone,
and T is the duration ofw. Ramped sounds were generated
by simply reversing the order of the samples in the array for
the damped sound prior to output. Stimulus durations were
10, 25, 50, 100, and 200 ms.

Our stimuli differ from those used by Patterson and his
colleagues. Ramped and damped stimuli in Patterson and his
colleagues’ experiments were concatenated sequences of
ramped or damped sounds with the amount of decay of
damped sounds being limited by the onset of the envelope
for the next sound in the sequence. For example, the 16-ms
~half-life! damped stimulus in Irino and Patterson~1996! de-
cayed 18.8 dB during its repeating, 50-ms envelope. By con-
trast, our 100-ms stimulus, with a half-life of 13.9 ms, de-
cayed 42 dB over its duration, as did all of our stimuli. Our
stimulus durations of 10, 25, 50, 100, and 200 ms have cor-
responding half-lives of 1.4, 3.5, 6.9, 13.9, and 27.7 ms,
respectively.

C. Procedure

Before data collection began, potential subjects were
screened with a magnitude estimation~ME! of line-length
task. This line-scaling task was implemented to ensure sub-
jects understood the instructions for the ME task and could
use numbers appropriately. Subjects judged the length of 5

lines ranging in length from 0.64 to 447.35 cm. The lines
were five pieces of tape located either on the wall of the
laboratory or on the wall in the hallway outside the labora-
tory. Of the 51 subjects screened in this manner, only 3 were
dropped from the study. These subjects either used negative
numbers (n51) or failed to use fractions or decimals~many
lines were labeled with a ‘‘1’’ even though they differed by
a large amount in length! (n52).

After completing the line-length screening test, subjects
participated in the ME of duration task. Subjects assigned
numbers to the stimuli that corresponded to their subjective
impression of the duration. Numerical references or stan-
dards were not provided.

Subjects listened individually to stimuli through a head-
phone~Telephonics, TDH-39! during a single session while
seated in a sound-isolated room. Tones were 70-dB SPL
~peak!, whereas the noise stimulus was 80 dB SPL. Stimulus
type ~ramped or damped! and durations were selected ran-
domly within a session. There was a 5-s interval between
successive stimuli. A 35-ms duration warning light appeared
just prior to the presentation of a stimulus.

D. Results

Figure 1 shows subjective duration~assigned number! as
a function of physical duration for the three different stimuli.
The data are summarized by power functions of the form,

D5kTb, ~2!

whereD is subjective duration,T is the overall stimulus du-
ration, andb and k are fitting constants. Power functions
show the same general trend for each stimulus type. For all
three stimuli, the slope of the function is steeper for ramped
than for damped stimuli. On average, ramped stimuli were
judged to be roughly 1.5 to 2.0 times longer than damped
stimuli of the same physical duration. A Wilcoxon signed-
ranks test~Siegel and Castellan, 1988! was used to examine
the significance of the ramped–damped difference in subjec-
tive duration. For each ranked-sign significance test, com-
parisons were made for ramped and damped judgments
within a subject for all 16 subjects and within duration for all
5 durations~a total of 80 pairs!. The logarithm of the scaled
values was used. For 1.0-kHz tones, ramped was judged
longer than damped 55 times, damped was judged longer
than ramped 13 times, and there were 12 ties~z55.0; p

FIG. 1. ME of subjective duration for ramped~closed circles! and damped
~open circles! sounds. The 1.0-kHz tones, 8.0-kHz tones, and broadband
noise are shown in the left, middle, and right panels, respectively. Data
points represent geometric means of assigned number for 16 listeners.
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,0.000 000 5!. For 8.0-kHz tones, ramped was judged
longer than damped 58 times, damped was judged longer
than ramped 7 times, and there were 15 ties~z56.0; p
,0.000 000 5!. For wideband noise, ramped was judged
longer than damped 50 times, damped was judged longer
ramped 14 times, and there were 16 ties~z53.66; p
50.000 25!. These results are significant at the 0.05 level
after a Bonferroni correction~Hays, 1981! with n522, the
number of significance tests in this study.

E. Discussion

The differences in subjective duration observed in this
study may be a consequence of a cognitive effect described
by Stecker and Hafter~2000! to explain loudness differences
between sounds with ramped and damped envelopes. They
note that sounds with damped envelopes are perceived to
have two distinct segments. Many naturally occurring sounds
have the envelope of a damped sound and the perceptually
different segments may represent direct and reverberant
sound. They assume that direct sound provides information
about the sound source and reverberant sound provides in-
formation about the listening environment. In judging the
loudness of a damped sound presented in isolation, listeners
may ignore the decay portion of the sound~i.e., the echo!.
Stecker and Hafter~2000! argue that this idea is consistent
with their loudness data, and the same explanation could
account for our findings that ramped sounds are judged to be
longer than damped sounds.

Differences in subjective duration between ramped and
damped sounds may be a result of physiological coding
rather than a cognitive effect. Patterson and Irino~1998! and
Stecker and Hafter~2000! have applied the ‘‘auditory image
model’’ ~AIM ! to account for differences in the loudness of
ramped and damped sounds. AIM models the auditory pe-
riphery, including basilar-membrane filtering, compression,
and the neural response pattern~Pattersonet al., 1995!. AIM
responds asymmetrically to ramped and damped sounds. The
output waveform for ramped sounds is extended in time be-
cause these sounds end abruptly, resulting in a ringing of the
filter. By contrast, the abrupt onset of a damped sound results
in a ringing of the filter which, when added out of phase to
the decay portion of the damped sound, results in a more
rapid decay of the filter output~Stecker and Hafter, 2000!.
This analysis is qualitatively consistent with the finding
that ramped sounds are perceived to be longer than damped
sounds. AIM also predicts that ramped sounds are louder
than damped sounds, but this model incorrectly predicts that
the loudness difference becomes smaller for high-frequency
sounds~Stecker and Hafter, 2000!. Although AIM does not
predict all of the behavioral results, neural processing in
the auditory periphery likely plays an important role in
the perceptual differences between ramped and damped
sounds. If the effect were entirely cognitive and a result of
listeners ignoring the ‘‘echo’’ portion of a damped sound,
the sequences of ramped and damped sounds used by Patter-
son and his colleagues would not show a loudness differ-
ence.

III. EXPERIMENT 2: DURATION MATCHING

The results of experiment 1 obtained with an ME proce-
dure show that, on average, ramped sounds are judged to be
about twice as long as damped sounds of the same physical
duration.

A matching procedure provides an alternative means of
quantifying the relative subjective impressions among differ-
ent sounds. Matching functions have been derived from ME
obtained for long-duration tones in quiet and in noise as a
function of tonal level. These interpolated matching func-
tions have been found to be virtually indistinguishable from
the matching functions obtained directly from having listen-
ers match the loudness of a tone presented alternately to an
ear in quiet and an ear in background noise as a function of
level ~Hellman and Zwislocki, 1968!.

On other occasions the results of matching experiments
do not agree with those of scaling~Schlauch, 1992; Botte
et al., 1982!. Experiments where the results of matching and
scaling do not agree involve judgments requiring attention.
Given that a cognitive effect may be responsible for the du-
ration and loudness differences between sounds with ramped
and damped envelopes, matching and scaling procedures
may not agree in this case as well. More specifically, in a
natural context, as in the ME experiment, listeners may have
ignored the echo portion of the damped stimulus, but in the
matching task, where standard and comparison stimuli can
be compared in short-term memory repeatedly, the echo may
be considered in judgments of duration. To test this hypoth-
esis, duration-matching functions were obtained and the re-
sults were compared with those of the scaling data in experi-
ment 1.

A. Subjects

Three subjects between the ages of 25 and 30 years old
participated in this study. They had normal hearing~15 dB
HL or better! at octave frequencies between 0.25 and 8.0
kHz.

B. Stimuli

The stimuli were 1.0-kHz tones and broadband noise.
Ramped and damped stimuli were digitally generated using
the methods described in experiment 1. A rectangular-gated
stimulus, with a negligible rise and fall time, was also used
in this matching task.

C. Procedure

Subjects listened to a standard stimulus followed by a
comparison stimulus. For each judgment, the standard stimu-
lus was fixed in duration. The initial duration of the compari-
son stimulus was selected at random from a wide range of
durations. A slide controlled the duration of the comparison
stimulus. The subject’s task was to adjust the slide until the
two stimuli were perceived to have the same duration. The
standard stimulus was presented first and, following a
500-ms interstimulus interval, the comparison stimulus was
presented~for one condition, rectangular vs rectangular, the
standard followed the comparison for half of the matches and
the comparison followed the standard for the remaining
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matches!. The stimuli were presented continuously with
about 1 s between the presentation of each standard and com-
parison pair. The duration of the comparison stimulus was
changed during the intertrial interval, showing subjects the
immediate impact of their adjustments. Subjects were in-
structed to bracket the point of subjective equality. When
subjects perceived the durations of the standard and compari-
son to be equal, they pushed a button that recorded the value
of the comparison duration in the computer.

Data for noise and for 1.0-kHz tones were collected for
the following conditions: rectangular vs rectangular, rectan-
gular vs damped, rectangular vs ramped, and ramped vs
damped. For alternate runs, the sequence of the stimuli was
reversed. Ten matches were completed by each subject for
each condition. For example, in the condition comparing
ramped vs damped tones, five matches were completed for
the situation where the ramped tone was the standard and
five were completed where the damped tone was the stan-
dard. The upper end of the range of possible comparison
durations was jittered following each adjustment. A lower
range offered durations from 1 to 256 ms. The upper limit
varied for each adjustment between 171 and 256 ms. A
higher range offered 100 to 610 ms. The upper limit for this
higher range varied between 482 and 610 ms for each adjust-
ment. Based on pilot data, the lower and upper ranges were
selected for a particular condition so that the adjustments fell
well within the range of possible values.

D. Results

Figure 2 illustrates data for the matching task for rect-
angular vs damped noise and rectangular vs ramped noise for
three subjects~S1, S2, and S3! and, in the lower-right panel,
the average data for these three subjects. Solid lines in each
panel represent a linear regression to the matches for the
rectangular vs rectangular condition. All of these lines have a
slope close to 1.0 and with nearly equal values on the ordi-
nate and abscissa for any given point on the line. For all

subjects, the dashed line fitted to the damped vs rectangular
condition ~squares! falls above the slope-of-one line repre-
senting equal physical durations for subjective equality. This
shows that the physical duration of the noise with the
damped envelope was longer than the physical duration of
the noise with the rectangular envelope when the durations
were perceived to be equal. By contrast, the data for the
ramped vs rectangular condition fall just above and in the
vicinity of the slope-of-one line representing equal physical
durations. The significance of these differences was evalu-
ated with the Wilcoxon signed-ranks test. For each signifi-
cance test, the sign of each match was determined based on
which stimulus in the pair~standard and comparison! was
judged to be longer. Ranked pairs were evaluated across sub-
jects and across durations. These results, shown in Table I,
indicate that broadband noise with damped envelopes or
ramped envelopes is perceived to be statistically significantly
shorter than noise with rectangular envelopes. A small bias
in the rectangular–rectangular condition resulted in adjust-
ments that were significantly larger than the standard when
the second observation interval was adjusted by the listener.

The same pattern holds in Fig. 3, where duration-
matching results are shown for tones with rectangular enve-
lopes compared with those with ramped or damped enve-
lopes. Significance tests, shown in Table I, indicate that
tones with damped envelopes are perceived to be statistically
significantly shorter than tones with rectangular envelopes,
but the difference between ramped and rectangular envelopes
did not reach significance.

Figure 4 illustrates the results of the duration-matching
task for damped vs ramped noise. Table I shows that noise
with damped envelopes is judged to be statistically signifi-
cantly shorter than noise with ramped envelopes. That is, the
damped noise was always adjusted to a longer duration than
the ramped noise for subjective equality. The same result
holds for tones as shown in Fig. 5. Table I shows that this
difference is statistically significant as well.

A comparison was made between the duration-matching
data and the ME data for noise and tones with ramped and
damped envelopes. First, equal subjective durations were de-
rived from the ME data for the ramped and damped noise in
Fig. 1. For each datum in Fig. 1.~for the group data for
1.0-kHz tones and broadband noise!, an equal subjective du-
ration was interpolated from a line drawn between two adja-
cent points for the corresponding condition.1 For example, if
a ramped datum was used as a reference, the equal subjective
duration was interpolated using a line drawn between two
damped data points in the vicinity of the equal subjective
duration. These interpolated ‘‘matches’’ from the ME data
along with group data for the duration-matching procedure
~individual data points from Fig. 5 for the average data! are
shown in Fig. 6 in the upper panels and lower panels, respec-
tively. To clarify the difference in duration between sounds
with ramped and damped envelopes at equal subjective du-
rations, the ratio of the durations for these sounds~damped/
ramped! at equal subjective duration are plotted as a function
of the duration of the ramped stimulus.

It is clear from Fig. 6 that the two experimental proce-
dures produced similar results. This finding is reassuring be-

FIG. 2. Duration matching between a rectangular-gated noise and a ramped
or damped noise. The dashed line is fitted to all of the data representing
matches between damped noise and rectangular-gated noise. The dashed-dot
line is fitted to the data representing matches for ramped and rectangular
noise. The solid line represents a linear regression to data for a rectangular–
rectangular condition for broadband noise~the actual data for this condition
are shown in Fig. 4!.
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cause different nonsensory factors can influence the data
from ME procedures and matching procedures. For instance,
ME procedures can be influenced by an observer’s nonlinear
use of numbers~e.g., Schneideret al., 1974!. For the match-
ing procedure, the possibility exists that listeners were ad-
justing the comparison stimulus until a rhythmic pattern was
produced by the entire stimulus sequence~the two observa-
tion intervals separated by a short delay repeated after a
longer delay!.

Figure 6 also shows that the difference in subjective
duration between ramped and damped sounds is larger for
tones than for noise. A Wilcoxon signed-ranks test was run
on the individual data for the matching procedure to assess
the significance of this difference. Within a subject and for
each duration, the number of cases where the ratio of

damped/ramped at equivalent subjective duration for tones
was larger than the ratio of damped/ramped at equivalent
subjective duration for noise was evaluated. When the
ramped stimulus was the standard, the ratio for tones was
larger than for noise 60 times, the ratio for noise larger than
for tones 14 times, and there was 1 tie~z525.94; p
,0.000 000 5!. When the damped stimulus was the standard,
the ratio for tones was larger than for noise 73 times and the
ratio for noise was larger than for tones 2 times~z57.5; p
,0.000 000 5!.

E. Discussion

The results of the matching experiment are in agreement
with those of magnitude estimation. Both experiments found

FIG. 3. Duration-matching behavior between ramped tones and rectangular-
gated tones and damped tones and rectangular-gated tones. The data repre-
sentation is identical to that of Fig. 2.

FIG. 4. Duration-matching data between ramped noise and damped noise
along with data for a rectangular–rectangular control condition. The dashed
line and solid line in this figure represent least-squares regression to all of
the matches between ramped and damped noise and between rectangular–
rectangular noise, respectively.

TABLE I. Various conditions from the matching experiment evaluated for statistical significance using the
Wilcoxon signed-ranks test. Rectangular~Rect! vs rectangular is listed twice. For the first one listed the first
observation interval was adjusted by the listener, whereas for the other measure the second interval was
adjusted. Bold-facedp values are significant at the 0.05 level after considering a Bonferroni correction based on
22 tests.

Stimulus Standard Comparison

Standard
perceived

longer

Comparison
perceived

longer Tie z p

Noise
Rect Damp 68 1 1 6.97 Ë0.000 000 5
Damp Rect 1 74 0 7.52 Ë0.000 000 5
Rect Ramp 56 19 0 3.30 0.000 9
Ramp Rect 13 58 4 5.80 Ë0.000 000 5
Rect Rect 36 38 1 1.50 0.116
Rect Rect 55 17 3 3.88 0.000 1
Ramp Damp 60 14 1 5.94 Ë0.000 000 5
Damp Ramp 8 67 0 6.90 Ë0.000 000 5

Tone
Rect Damp 69 6 0 7.12 Ë0.000 000 5
Damp Rect 3 72 0 7.49 Ë0.000 000 5
Rect Ramp 44 29 2 1.56 0.119
Ramp Rect 27 45 3 1.98 0.046
Rect Rect 48 18 9 3.67 0.000 2
Rect Rect 29 40 6 1.71 0.085
Ramp Damp 69 5 1 7.21 Ë0.000 000 5
Damp Ramp 2 72 1 7.45 Ë0.000 000 5
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that sounds with damped envelopes are perceived to be
shorter than sounds with ramped envelopes. These results are
qualitatively consistent with the loudness data for ramped
and damped stimuli and Stecker and Hafter’s~2000! idea
that listeners ignore the echo portion of a sound with a
damped envelope. In other words, ignoring the echo renders
a sound softer and shorter in duration than it would be if the
echo were considered in the judgment. The finding of the
matching experiment that sounds with damped envelopes are
judged to be shorter than sounds with ramped and
rectangular-shaped envelopes lends further support to this
idea. A larger ramped–damped difference in the ME experi-
ment than the matching experiment would have provided
stronger support for Stecker and Hafter’s~2000! cognitive
explanation for this phenomenon, but the absence of a dif-
ference across experiments does not rule it out.

A more detailed comparison of the loudness and subjec-
tive duration of sounds with ramped and damped envelopes

shows that these behaviors may be correlated for stimulus
carrier type. Patterson and Irino~1998! found that noise pro-
duced a smaller loudness difference than tones. We found
that differences in subjective duration were smaller for noise
than for tones. By contrast, Stecker and Hafter~2000! re-
ported no statistical difference in the loudness of noise with
ramped or damped envelopes. Our results are consistent with
those of Patterson and Irino~1998!, but there is no obvious
explanation for the difference between these stimulus carrier
types in their subjective durations or loudness.

The matching experiment also demonstrates that the rea-
son damped sounds are judged to be shorter than ramped
sounds is due to an underestimation of the duration of the
damped sound rather than an overestimation of the duration
of the ramped sound. This result agrees with a recent finding
by Grassi and Darwin~in press!. They found that ramped
sounds with durations between 250 and 1000 ms were about
30 percent longer than damped sounds for a number of
stimuli: 1.0-kHz tones, a complex tone, and a vowel. This
finding agrees favorably with our results for 200 ms, the
longest duration we tested. Grassi and Darwin’s~2001! re-
sults also show a trend for the ramped–damped difference to
decrease as duration increases.

IV. EXPERIMENT 3: DURATION DISCRIMINATION AS
A FUNCTION OF DURATION

Experiments 1 and 2 demonstrate that ramped sounds
are perceived to be longer than damped sounds of the same
physical duration. This prompted us to wonder whether the
subjective difference in duration would be reflected in a dif-
ference in the just-noticeable difference~jnd! for duration.
That is, would the damped stimuli, which are perceived to be
shorter in duration, have a smaller jnd for duration in abso-
lute terms than the ramped stimuli and/or the rectangular
stimuli? This might be predicted on the basis of the fact that
the jnd for duration is typically 10% of the duration of the
stimulus for long duration stimuli~Abel, 1972!.

To date, the only discrimination measurements for
stimuli with asymmetric modulator shapes~Akeroyd and
Patterson, 1995, 1997! have measured discrimination for
gross changes in envelope shape~e.g., discrimination of
ramped from damped!.

A. Subjects

Four young adults with hearing within normal limits be-
tween 0.25 and 8.0 kHz participated. Subjects were paid for
their participation.

B. Stimulus

A broadband noise was used to avoid spectral cues. The
noise was generated using the same method as described in
experiment 1. The noise level was 80 dB SPL~peak!.

C. Procedure

Subjects listened individually in a sound-treated room
through an earphone. A 3-AFC adaptive procedure that tar-
geted 70.7% correct was used~Levitt, 1971!. Two of the
three intervals contained the standard duration~T! that was

FIG. 5. Duration matching between ramped, 1.0-kHz tones and damped,
1.0-kHz tones. Also shown is a rectangular–rectangular control condition
for 1.0-kHz tones. Data are represented in an identical manner as in Fig. 4
~but for 1.0-kHz tones instead of noise!.

FIG. 6. The ratio of physical durations~damped/ramped! at equal subjective
durations as a function of duration of the ramped stimulus. Data shown are
from the matching experiment~lower panels! along with interpolated values
from the ME experiment~upper panels!. Data for noise~left panels! and
1.0-kHz tones~right panels! are shown for each stimulus type.
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fixed within each block of 80 trials. The remaining interval
of the 3-AFC task contained the standard duration plus an
increment in duration (T1DT).2 The position~one, two, or
three! of the interval containing the increment was assigned
randomly. The listeners’ task was to select the interval
thought to contain the increment by pushing a button corre-
sponding to that interval. Correct-answer feedback was given
following each trial.

After two consecutive correct responses, the duration of
the increment was decreased. Each incorrect response re-
sulted in an increase in the duration of the increment. Based
on pilot data, the starting duration for the increment for a
block of trials was set about a factor of 4 above the expected
threshold. For the first two reversals, the duration of the in-
crement changed by a factor of 2. For subsequent reversals,
the duration of the increment was changed by a factor of the
square root of 2. For each block of 80 trials, threshold was
calculated based on the average of reversals in duration that
occurred within that block. Average thresholds for each lis-
tener were based on the mean threshold for five blocks of
trials.

D. Results

Figure 7 illustrates just-noticeable differences in dura-
tion as a function of duration for the four listeners as well as
the average group data. All subjects show the same pattern of
results. Notably, the Weber fractions for duration for rectan-
gular and damped noise are nearly identical when evaluated
for the same physical duration. By contrast, the Weber frac-
tions are larger by about a factor of 2 for ramped noise for
durations between 25 and 100 ms. An examination of data
from Abel’s ~1972! experiment that presumably used
rectangular-gated tones and noise bands shows results nearly
identical to our results for rectangular-gated noise and
damped noise. The Wilcoxon signed-ranks test showed that
Weber fractions for duration for stimuli with ramped enve-
lopes are statistically significantly different than those with
rectangular~z56.29; p,0.000 000 5! or damped~z55.98;
p,0.000 000 5! envelopes. The Weber fractions for

rectangular-gated noise and damped noise were not signifi-
cantly different~z50.566; p50.571!.

E. Discussion

These data suggest that there is not close coupling be-
tween subjective duration and duration discrimination. The
perceived duration of noise with ramped and rectangular en-
velopes is judged to be longer than that of noise with damped
envelopes. By contrast, Weber fractions are larger for noise
with ramped envelopes than for noise with damped or rect-
angular envelopes.

V. GENERAL DISCUSSION

Damped sounds are perceived to be shorter than ramped
sounds of the same duration. We found this result using two
methods: ME and duration matching. The average data from
the duration-matching experiment summarize the main ef-
fects from these studies. Duration matches between ramped
and damped tones show that damped tones have to be a fairly
constant factor of about 2.0 times the duration of a ramped
sinusoid to produce a match~Fig. 5!. When ramped and
damped broadband noises are matched~Fig. 4!, damped
noise differs from ramped noise by a fairly constant factor of
1.5, a smaller effect than is observed for tones. Figure 3,
which illustrates matches between ramped and rectangular-
gated tones and damped and rectangular-gated tones, shows
that the size of the effect is attributed to the damped sinu-
soid. That is, the rectangular-gated sinusoid and the ramped
sinusoid are roughly equal for all durations. By contrast, the
damped sinusoid differs from the rectangular-gated sinusoid
by about a factor of 4.0 for short durations and this factor
diminishes with duration until it reaches a factor of 1.5 for
the longest duration examined~200 ms!. Figure 2, which
illustrates the corresponding matches for a noise carrier,
shows the same finding but with a smaller effect. Namely,
the ramped–damped difference is due to the damped noise
differing from the rectangular-gated noise and ramped noise.

Two explanations come to mind to explain the finding
that damped sounds are perceived to be shorter than ramped
and rectangular-gated sounds. First, listeners may perceive
the damped sound as sound source and its echo~Stecker and
Hafter, 2000!. The echo may not be considered as a part of
the sound when judging its duration, or, as Stecker and
Hafter report, its loudness. An alternative explanation for the
difference in perceived duration for sounds with ramped and
damped envelopes may be related to the asymmetrical nature
of the temporal window. The temporal window has a gradual
slope for times before its center than for times after its cen-
ter, which accounts for the main features of forward and
backward masking~Moore et al., 1988!. For modeling judg-
ments of subjective duration, the temporal masking pattern
for a stimulus, which includes segments of forward and
backward masking, has proved important. Fastl~1977! found
subjective duration grows at a slower rate than physical du-
ration for rectangular-gated noise and that this difference can
be accounted for by the temporal masking patterns for these
sounds. The subjective duration for a given stimulus was
determined by observing the times where the temporal mask-
ing pattern dropped to a critical value close to detection

FIG. 7. Duration discrimination for ramped noise~closed circles!, damped
noise~open circles!, and rectangular-gated noise~triangles! as a function of
duration. Data are for four listeners~S1, S2, S3, and S4! and for the group
~AVG!. The abscissa values for the average condition were adjusted slightly
for ease of viewing.
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threshold in quiet. These critical times mark the beginning
and end of a stimulus for calculating subjective duration, and
forward masking plays a large role in explaining discrepan-
cies between physical duration and subjective duration for
the rectangular-gated noise bands used in Fastl’s~1977!
study. Applied to sounds with ramped and damped enve-
lopes, the abrupt offset of sounds with ramped envelopes
would result in more forward masking than for sounds with
damped envelopes. If this forward masking represents a per-
sistence of perception, as assumed by Fastl~1977!, the dif-
ference in perceived duration between ramped and damped
sounds is qualitatively consistent with the asymmetrical
shape of the temporal window that causes this forward mask-
ing.

The observed pattern of duration discrimination is diffi-
cult to explain based on the results for the subjective dura-
tion experiments. Noise with rectangular envelopes is judged
to be about equal in duration with sounds with ramped en-
velopes, but the ramped condition produces much poorer dis-
crimination performance than the rectangular condition.
Noise with damped envelopes is perceived to be shorter than
noise with rectangular or ramped envelopes, but discrimina-
tion performance is nearly identical for damped and rectan-
gular noises. These results suggest that subjective duration
and duration discrimination are not related for these stimuli.

The abrupt onset and offset of a stimulus might provide
the decision processor a possible cue for duration discrimi-
nation. Abrupt changes in stimulus level would result in syn-
chronous neural firing when these changes occur. From this,
one would predict that rectangular envelopes would result in
better duration discrimination than either ramped or damped
envelopes. Given that damped envelopes yielded perfor-
mance comparable to those of rectangular envelopes~rather
than ramped and damped being roughly equal and poorer
than rectangular!, an explanation for the duration discrimina-
tion results remains a puzzle.

This difference in duration discrimination for noise with
ramped and damped envelopes is in contrast to the result for
intensity discrimination for 1.0-kHz tones~Schlauchet al.,
1998!, where a difference was not observed. This finding
may be due to peak amplitude of the waveform dominating
the response for intensity discrimination for tones.

VI. CONCLUSIONS

~1! Sounds with damped envelopes are perceived to be
shorter in duration than sounds with ramped envelopes.
This is true for ME and duration-matching tasks.

~2! The difference in subjective duration between sounds
with ramped envelopes and sounds with damped enve-
lopes is larger for 1.0-kHz tones than for noise.

~3! Sounds with ramped envelopes have larger Weber frac-
tions for duration than sounds with damped envelopes
for identical durations for durations between 25 and 100
ms. This finding is not consistent with differences in
perceived duration.
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1The lines drawn between two adjacent data points for these interpolations
make minimal assumptions about the overall shape of the function repre-
senting subjective duration as a function of duration. This would not be the
case if we used the linear regression fitted to the entire data set. A conse-
quence of this procedure is that variability in the average judgments for
each datum is more likely to affect the interpolated values than a regression
analysis involving the entire data set.

2The increment in duration was not appended directly to the standard. In-
stead, the total duration of the increment and standard (T1DT) was cal-
culated and this new value ofT was used to generate the stimulus using
Eq. ~1!.
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Children’s detection of pure-tone signals with random
multitone maskers
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Preschoolers and adults were asked to detect a 1000-Hz signal, which was masked by a multitone
complex. The frequencies and amplitudes of the components in the complex varied randomly and
independently on each presentation. A staircase, cued two-interval, forced-choice procedure
disguised as a ‘‘listening game’’ was used to obtain signal thresholds in quiet and in the presence
of the multitone maskers. The number of components in the masker was fixed within an
experimental condition and varied from 2 to 906 across experimental conditions. Thresholds were
also measured with a broadband noise masker. Eight preschool children and eight adults were tested.
Although individual differences were large, among both adults and children, there was little
difference between the groups in the mean amount of masking produced by the maskers with large
numbers of components~400 and 906!. There was also a small but significant difference between
adults and children in the mean amount of masking produced by the broadband noise. The
difference between the groups was much larger with smaller numbers of components. Data obtained
from the adults were basically similar to that previously reported@cf. Neff and Green, Percept.
Psychophys.41, 409–415~1987!; Oh and Lutfi, J. Acoust. Soc. Am.104, 3489–3499~1998!#:
maskers comprised of 10–40 components produced as much as 30 to 60 dB of masking in some, but
not all listeners. Those same maskers produced larger amounts of masking~70–83 dB! in many of
the preschool children, although, as in the adult group, individual differences were large. The
component-relative-entropy~CoRE! model @Lutfi, J. Acoust. Soc. Am.94, 748–758~1993!# was
used to describe the differences in performance between the children and adults. According to this
model the average child appears to integrate information over a larger number of auditory filters
than the average adult. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1371764#

PACS numbers: 43.66.Ba, 43.66.Dc@DWG#

I. INTRODUCTION

A child’s ability to hear out relevant signals from a
background of noise is essential in a classroom where the
random or chaotic nature of noise can be very distracting. It
has been well documented that young children perform
poorly compared to adults in such detection tasks~Allen
et al., 1989; Allen and Wightman, 1992, 1994, 1995; Elfen-
bein et al., 1993; Elliott and Katz, 1980; Irwinet al., 1985;
Schneideret al., 1986; Trehubet al., 1995!. The fact that
large within- and between-listener variability is reported,
particularly in young children, might suggest that the differ-
ences involve not only auditory sensitivity but also more
central, attentional aspects of auditory processing~Allen
et al., 1989; Jensen and Neff, 1993; Wightman and Allen,
1992!.

Developmental changes in auditory detection threshold
have been reported for conditions in which a pure tone or
complex signal is presented either in quiet or in the presence
of maskers such as wideband and narrowband noise. Most
previous studies of developmental changes in threshold used
maskers~e.g., broadband noise! that did not vary greatly
from trial to trial. Allen and Wightman~1995! were among
the first to examine the effect of masker uncertainty on signal

detectability by preschool children. In their study, the signal
to be detected was fixed in frequency. The masker consisted
of a broadband noise plus a single pure tone, the frequency
of which was randomly chosen~from a set of two frequen-
cies! on each presentation. Since the frequency of the addi-
tional tone was far from the frequency of the signal, it
seemed appropriate to refer to this tone as a ‘‘distracter’’
rather than a masker. The presence of the uncertain dis-
tracter, on average, increased the adults’ thresholds by 11 dB
and the children’s thresholds by at least 24 dB. This suggests
that when a signal is embedded in an uncertain acoustic
background a child’s ability to detect a tone is much more
severely impaired than that of an adult.

The effect of stimulus uncertainty on detection has been
extensively investigated in adult listeners~cf. Lutfi, 1993;
Neff and Green, 1987; Spiegelet al., 1981!. A typical task
requires the listener to detect a fixed-frequency signal in the
presence of other tonal components~i.e., distracters! that
vary in frequency and/or amplitude on each presentation.
The frequencies of these distracter components are usually
remote from the signal frequency. A key independent vari-
able is the number of frequency components comprising the
distracter. The usual results are that the total amount of
masking depends in a nonmonotonic fashion on the number
of distracter components and that there are large individual
differences in the amount of masking and in the number of
distracter components producing the maximum masking

a!Also at Department of Psychology.
b!Also at Department of Communicative Disorders.
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~Neff and Dethlefs, 1995; Oh and Lutfi, 1998!. Relatively
few adult listeners are only slightly affected by the presence
of the random multitone distracters. These ‘‘low-threshold’’
listeners seem to be able to focus attention on the signal and
to ignore irrelevant information in the uncertain distracters.
For most adult listeners, however, the uncertain tonal back-
ground does interfere with signal detection, especially when
distracters are comprised of 10–40 components. The total
amount of masking is as much as 50–60 dB for these mul-
titone distracters~Neff and Green, 1987; Oh and Lutfi,
1998!.

Some of this masking effect is almost certainly due to
masker energy falling in close proximity to the signal fre-
quency. This type of masking, calledenergetic masking, can
be estimated from the signal-to-noise ratio at the output of
the auditory filter centered at the signal frequency~cf. Patter-
son, 1976!. Any additional masking is referred to asinfor-
mational masking~Pollack, 1975! and is attributed to the
distraction effect of the random frequency masker. Oh and
Lutfi ~1998! have used the component-relative-entropy
~CoRE! model ~Lutfi, 1993! to assess the relative contribu-
tions of energetic and informational masking and to describe
individual differences in terms of two free parameters of the
model. Their analysis suggests that the amount of informa-
tional masking obtained from adult listeners, which can be as
much as 30 dB in so-called ‘‘high threshold’’ listeners, is
related to the number of auditory filters over which informa-
tion is integrated.

In the study reported here, the effect of multitone
maskers with uncertain frequency content was investigated
in preschool children. The task was to detect a 1000-Hz tone
simultaneously presented with a multitone masker comprised
of components whose frequencies and amplitudes varied ran-
domly on each presentation. This task was disguised as a
‘‘listening game’’ in order to engage the attention and par-
ticipation of young listeners. The amount of masking as a
function of the number of masker components~the masking
function! was estimated for each individual listener so that
individual differences as well as age group differences could
be quantified. The specific purposes of this study were to
quantify each child’s selective listening capability and to ex-
amine how children might differ from each other and from
adults in uncertain listening conditions. We also attempt to
describe individual differences in each age group and differ-
ences between adults and children by applying the CoRE
model to the data obtained.

II. METHODS

A. Stimuli

The signal was a 1000-Hz tone presented simultaneously
with random distracters. Distracters were derived from 100
samples of Gaussian noise, bandpass filtered from 0.1 to 10
kHz. The magnitude and phase spectra of each noise sample
were analyzed into individual spectral components with a
discrete Fourier transform~FFT!. On each presentation, one
of the noise samples was drawn at random, and a fixed num-
ber of its frequency components was selected, also ran-
domly. The phases and amplitudes of the selected frequency

components were then used to synthesize the multitone dis-
tracter. The number of distracter components~2, 10, 20, 40,
200, 400, or 906! was fixed within a given experimental
condition and was varied across different experimental con-
ditions. In a ‘‘broadband noise’’ condition, all available
components of each noise sample~approximately 3700! were
selected, thus producing bursts of true Gaussian noise. In all
conditions ~including the broadband noise condition! dis-
tracter components within a rectangular band centered at the
signal frequency~920–1080 Hz! were excluded to reduce the
contribution of energetic masking.

Both signal and distracter were gated on and off together
with 10-ms, cos2 onset/offset ramps for a total duration of
370 ms. The RMS level of the distracter was 60 dB SPL
regardless of the number of distracter components. The
broadband noise distracter was also presented at 60 dB SPL
overall ~thus, its spectrum level was approximately 20 dB
SPL!. The dB levels of the individual distracter components
were random, approximately normally distributed~compo-
nent amplitudes were Rayleigh distributed! with a standard
deviation of 5.6 dB. The maximum level of the signal was
limited to 84 dB SPL. The signal and the distracter were
computer generated and played over a 16 bit, digital-to-
analog converter~Tucker Davis Technologies DD1! at a
sampling rate of 44.1 kHz. All stimuli were presented mon-
aurally, to the listener’s right ear, through Sennheiser model
HD-414 headphones. The sound levels produced by the Sen-
nheiser headphones were estimated with a loudness balanc-
ing procedure using calibrated TDH-49 headphones and
adult listeners.

B. Procedure

A staircase, cued two-interval, forced-choice procedure
was used to estimate signal threshold in quiet and in the
presence of both multitone and Gaussian noise distracters.
Each trial was preceded by a cue, which consisted of the
presentation of a bird picture on a computer screen and a
simultaneous unmasked signal tone at 60 dB SPL. Two suc-
cessive stimulus intervals were then presented with a 700-ms
silent interval between them. Each stimulus interval was
marked~on the computer screen! by a flashing square with
the numeral ‘‘1’’ or ‘‘2’’ on it. One of the two intervals
contained a distracter sample and the other contained a dif-
ferent distracter sample with the signal added to it. The sig-
nal occurred in the first or second interval with equal prob-
ability. The child’s task was to select the interval that
contained the signal. The instructions were, ‘‘Listen to the
two sounds presented with the two boxes and point to the
box that has the bird sound.’’ Correct responses were rein-
forced by presenting a few pieces of a picture puzzle. The
child was allowed to choose pictures for the puzzle~cartoon
characters, animals, his/her own pictures, etc.!. The child’s
goal was to complete the puzzle within a block of trials.

The starting signal level was selected so as to make the
signal clearly audible to the listener. On each of the next four
trials the signal level was decreased in 8 dB steps and then
was increased in 8 dB steps back to the starting level. This
up–down pattern was continued for a total of 40 trials, pro-
ducing 5 trials at the highest and lowest levels and 10 trials

2889 2889J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Oh et al.: Informational masking in preschool children



at each of the three intermediate levels. The signal level was
varied by a programmable attenuator~Tucker Davis Tech-
nologies PA4!. At least three blocks of trials were completed
for an experimental condition. If performance levels near
100% and 50%~chance! were not obtained for the highest
and lowest signals levels, an additional block of trials was
obtained with the starting level adjusted either up or down so
that desirable performance levels were observed at both ex-
tremes. A logistic function relating percentage of correct re-
sponses to signal level was fit to the data from each condition
using a maximum likelihood criterion@see Allen and Wight-
man ~1994! for details on the fitting procedure#. The signal
level at which performance was expected to be 75% correct
was taken to be the threshold value.

Each listener was tested in a double-walled, sound-
attenuating chamber. Two experimenters accompanied a
child listener. One experimenter set up an appropriate start-
ing level, initiated stimulus presentation when the child was
ready for the next trial, and typed in ‘‘1’’ or ‘‘2’’ when the
child made a response by touching one of the boxes on the
screen or by calling out the number. The other experimenter
was present to satisfy local security rules. The experimenters
interacted with the child in an attempt to hold his/her interest
during the session.

Practice trials were given until the listener appeared fa-
miliar with the task. The children completed three or fewer
blocks of 40 trials each day, depending on their willingness
to continue and time availability. It took the children 8–10
minutes to complete a block of trials and they participated
for no longer than 30 minutes on any single day. The chil-
dren were tested several times until all experimental condi-
tions were completed. Adults were tested in the same condi-
tions as the children and required approximately 5 minutes to
complete each block of 40 trials. The adult listeners partici-
pated for 1.5 hours on each day. All listeners first completed
the condition in which the signal was presented alone~quiet
threshold!, and then the condition involving the broadband
noise masker. Next they completed the experimental condi-
tions in which the signal was presented with the multitone
distracters. These latter experimental conditions were pre-
sented in random order.

C. Listeners

Eight preschool children and eight adults participated in
this study. The children were selected from the Waisman
Center Early Childhood Program on the basis of their will-
ingness to participate and both parent and teacher consent.
Their age at the time of the first session ranged from 4 years
1 month to 5 years 7 months. The children appeared to have
enjoyed the listening games, and they were rewarded with a
toy or some other item~e.g., a Ty™ Beanie Baby! at the end
of each session. The adults were students at the University of
Wisconsin who were paid at an hourly rate for their partici-
pation, except for SNK~the first author of this article!.

The listeners’ audiometrically determined pure tone
thresholds were less than 15 dB HL~ANSI, 1989! at octave
frequencies from 250 to 4000 Hz. Middle-ear problems,
which may increase detection thresholds, are common in
young children. Thus, tympanometry was performed on each

child prior to each session using a screening tympanometer
~Grason–Stadler, GSI-27A Auto-Tymp!, calibrated to ANSI
specifications~ANSI, 1987!. Peak-compensated static acous-
tic admittance was measured, and the child permitted to con-
tinue only if these results were normal.

III. RESULTS

Figure 1 shows psychometric functions fitted to the data
of individual children and adults where the signal was pre-
sented in quiet and in broadband noise. Thresholds for indi-
vidual children and adults in these conditions are given in
Tables I and II along with the means and 95% confidence
intervals. Quiet thresholds in both groups seem low, and this

FIG. 1. Fitted psychometric functions for individual children~top panels!
and adults~bottom panels!. The label ‘‘Quiet’’ indicates the condition where
the signal was presented in quiet, and the label ‘‘Broadband’’ indicates the
condition where the signal was simultaneously presented with a broadband
noise.

TABLE I. Children’s thresholds~dB SPL! in quiet and broadband noise and
CoRE model parameters,n ~number of auditory filters! and W ~attentional
bandwidth in kHz! for best fits to the thresholds from the random, multitone
masker conditions.

ID Quiet Noise n W

STC 15.6 46.1 7 4
SSR 5.1 37.6 9 10
STJ 2.8 40.2 12 4
STU 21.4 36.2 4 6
SST 26.1 39.4 7 10
SSQ 1.9 40.0 9 10
SSU 20.8 36.3 8 4
SSP 1.4 46.0 7 10
Mean 2.3 40.2
95% C.I. 23.0–7.6 37.0–43.5

2890 2890J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Oh et al.: Informational masking in preschool children



is most likely a result of slight errors in the headphone cali-
bration procedure.@There are several features of the head-
phone calibration procedure that could lead to small errors in
absolute SPL levels. First, it involved loudness balancing, a
subjective procedure, and reference was made to a different
headphone~TDM-49! that had been calibrated on a coupler,
not on either an adult or child’s ear. At the target frequency
of 1000 Hz, we feel these errors would be less than 5 dB.#
Since most results from these experiments are reported in
terms of differences between thresholds~amount of mask-
ing!, these calibration issues are inconsequential. It is also
the case that in terms of signal-to-noise ratio~sometimes
expressed as E/No!, the noise-masked thresholds are also
lower than previously reported~e.g., Allen and Wightman,
1994!, and this is probably a result of the fact that the noise
spectrum excluded frequencies in a band around the signal
frequency. As Tables I and II show, the children’s quiet
thresholds were not significantly different from those of
adults, but the children’s noise-masked thresholds were sig-
nificantly higher~about 7 dB on average!.

As reported in previous studies, individual differences in
the slopes and thresholds of the psychometric functions were
larger for the children than for the adults~Allen and Wight-
man, 1994; Allen and Wightman, 1995!. Some children’s
psychometric functions were adultlike. Most of the children
produced shallower psychometric functions and higher
thresholds. The psychometric functions of two children did
not always asymptote at 100%, which implies that they may
simply have been inattentive on some proportion of the trials
~Schneider and Trehub, 1992; Wightman and Allen, 1992!.

Thresholds~and 95% confidence limits! obtained in the
presence of multitone distracters are plotted in Figs. 2~Chil-
dren! and 3~Adults!. The listener’s age at the time of the first
session is indicated in each panel. The filled symbols indi-
cate total masking~dB difference between signal threshold in
quiet and in the presence of the distracter! for a fixed number
of distracter components. Horizontal lines represent total
masking when the signal was presented in broadband noise.
The open symbols shown in Fig. 2 for two of the listeners
represent data from a retest series of sessions conducted ap-
proximately one month after the first series of sessions had
been completed. Only two of the children were available for
such retests.

The data from both adults and children are characterized
by large individual differences. Consider first the data from
the children ~Fig. 2!. Note that the maximum amount of
masking varies over at least a 20 dB range~roughly 65–85
dB!, and although the maximum occurs with from 10–100
distracter components for each listener, there are dramatic
differences in the shape of the function relating masking to
number of distracter components. It seems clear that even
eight listeners cannot adequately represent the range of pos-
sible performance in preschool children. Note also that the
replications suggest improved performance~smaller amounts
of masking! in both cases. This result is consistent with pre-
vious observations~Oh and Lutfi, 1998! and probably repre-
sents a practice effect. For the adults, the maximum total
amount of masking ranges from 30 to 60 dB for those same
distracters.

Next consider the results from the adult listeners~Fig.
3!. Just as in the group of children, maximum masking varies
over at least a 20 dB range and there are large individual
differences in the shape of the function relating masking to
number of distracter components. Most remarkable in the
adult data is the fact that half of the listeners appear to be the
kind of ‘‘low-threshold’’ listeners described by Neff and De-
thlefs ~1995! and by Oh and Lutfi~1998!. These listeners do
not demonstrate masking with random multitone complexes
in excess of that produced by a broadband noise. In Fig. 3,
these are the listeners~SSO, SNK, SQW, and SSH! who
produced functions that remained at or below the horizontal
line. In the previous studies the proportion of ‘‘low-
threshold’’ listeners was relatively low, but in this study at
least half of the listeners appeared to be in the ‘‘low-
threshold’’ category. The reasons for this might relate to the
combination of two procedural features in this study that
could allow listeners to focus attention on the target stimu-
lus. First, an unmasked cue was presented on every trial, and
second, the stimulus level did not change adaptively, hover-
ing near threshold, but according to a staircase rules that
guarantee a large proportion of suprathreshold trials. Of
course, given the small number of listeners tested, it is also
possible that the results reflect nothing more than sampling
variability.

Finally, consider the differences between the data pro-
duced by the children and by the adults. The children dem-
onstrated only slightly~about 3 dB on average! greater
amounts of masking with the broadband noise~horizontal
lines! than the adults. Since masking with a fixed, broadband
noise masker is assumed to involve primarily energetic
masking, this result suggests some similarity between adults
and children in energetic masking. However, in most condi-
tions involving a random, multitone distracter, children pro-
duced considerably more masking than the adults. One strik-
ing difference can be observed for distracters consisting of
only two components. All of the adult listeners showed
masking less than that produced by the broadband noise, but
all but one of the children show masking more than 20 dB
greater than that produced by broadband noise. A similar
statement could be made about distracters consisting of 200
components. It is also important to note the potential impact
of procedural factors on the results from the children. Chil-

TABLE II. Adults’ thresholds~dB SPL! in quiet and broadband noise and
CoRE model parameters,n ~number of auditory filters! and W ~attentional
bandwidth in kHz!, for best fits to the thresholds from the random, multitone
masker conditions.

ID Quiet Noise n W

SSJ 0.4 34.7 1 2
SSH 24.5 32.5 1 1
SQW 23.8 36.2 1 1
SUA 22.3 32.9 1 2
SSX 23.1 34.3 1 2
SUC 20.2 29.3 5 3
SNK 3.2 29.1 1 1
SSO 23.6 35.1 1 1
Mean 21.7 33.0
95% C.I. 23.9;0.5 30.8;35.2
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dren and adults were tested with the same procedure. Thus, it
is possible that the cue and the nonadaptive trial structure
might have helped both children and adults to focus attention
on the target and in this way reduce informational masking.
The implication is that without those procedural features
both children and adults might have produced more informa-
tional masking. Unfortunately the data presented here do not
allow resolution of this issue.

Figure 4 summarizes the data. Mean amounts of mask-
ing are shown~* symbols! for both adults~dashed line! and
children ~solid line!, along with means from a related study
~Oh and Lutfi, 1998, dotted line!. Data from each individual
listener in the present study are also shown~filled symbols
for children and open symbols for adults!. This figure high-
lights three features of the data from this study. First, the
large individual differences are obvious. In many conditions
the range of masking is more than 30 dB for both adults and
children. Although there is little overlap of the data from
children and adults, it is clear that conclusions based on
mean data are not warranted. Second, the differences be-
tween the adult and child data are greatest with distracters
consisting of small numbers of components. Third, the adult
data from this study are different from the data obtained in
previous studies, especially for distracters consisting of small
numbers of components.

IV. DISCUSSION

This study measured the ability of preschool children to
detect a fixed frequency tone embedded in a multitone dis-
tracter with frequencies that varied randomly on each presen-
tation. The fact that nearly all psychometric functions as-
ymptoted at 100% correct attests to the attentiveness of the
children. Nevertheless, large elevations in thresholds with
random distracters were observed in all children. The dis-
tracters produced 65–83 dB of masking when they were
comprised of 10–40 components. With adult listeners the
threshold elevations were generally much lower, although
individual differences were quite large.

As reported in previous studies, young children’s thresh-
olds are higher than those from adult listeners in most audi-
tory detection and discrimination tasks. The rather surprising
result of this study is the magnitude of this difference when
a signal is presented with a distracter that varies randomly on
each presentation. When a pure tone or complex signal is
presented in quiet or in the presence of stationary narrow-
band or wideband noise, adult–child detection threshold dif-
ferences are relatively small, ranging from 4 dB to 10 dB
~Allen and Wightman, 1992; Allenet al., 1989; Elliott and
Katz, 1980; Jensen and Neff, 1993!. When a single, fixed
level, random frequency distracter tone is added to a broad-

FIG. 2. Individual masking functions
for eight preschool children. Each
circle represents total masking
~masked threshold minus quiet thresh-
old! for a fixed number of distracter
components. Error bars indicate 95%
confidence intervals estimated accord-
ing to maximum likelihood techniques
described by Bush~1963!. Horizontal
lines represent total masking for
broadband noise samples. The unfilled
circles and dashed lines indicate data
from conditions replicated one month
after the completion of the main ex-
periment. The age of the child at the
time of first session is specified in
each panel.

FIG. 3. Individual masking functions for eight adults.
Each circle represents total masking~masked threshold
minus quiet threshold! for a fixed number of distracter
components. Error bars indicate 95% confidence inter-
vals computed as for Fig. 2. Horizontal lines represent
total masking for broadband noise samples. The listen-
er’s age is provided in each panel.
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band noise, adult–child differences are at least 25 dB~Allen
and Wightman, 1995!. The result from this study show that
adult–child differences can be more than 50 dB when a mul-
titone distracter varies at random on each presentation.

In this section, we examine possible sources for the
adult–child differences. Age-dependent changes in anatomy
of physiology seem improbable. There is some evidence that
the auditory system continues developing after birth. For in-
stance, animal studies suggest that there are systematic
changes in the tonotopic organization in the cochlea as a
function of age~Lippe and Rubel, 1983!. Also, there are
age-dependent changes in the anatomy of the ear~e.g., ear
canal size! that continue even after age five~Schneideret al.,
1986!. Nevertheless, these anatomical developments occur
early and most auditory structures are adult-like at birth. It
appears unlikely, therefore, that the large differences we ob-
tained between preschool children and adults~and the large
differences within groups! could derive from structural and
functional immaturities in the auditory peripheral system.
Also, given the fact that most estimates of the bandwidth of
the auditory filter do not seem to change from preschool to
adulthood~Hall and Grose, 1991; Schneideret al., 1990!, we
expect relatively small adult–child differences in energetic
masking, those being caused by differences in the ‘‘effi-
ciency’’ parameter of the common filter model of masking.
Rather we suspect that the differences between adults and
preschool children in performance in this study mainly result
from differences in informational masking. In order to quan-
tify these differences, we applied a model that has been used
successfully to quantify differences in informational masking
in adults.

The component-relative-entropy (CoRE) model:Results
from studies similar to that reported here have been shown to
be well predicted by the CoRE model~Lutfi, 1993!. In the
model, listeners are assumed to adopt a maximum-likelihood
decision rule. Informational masking is thought to result
from an imperfect implementation of the decision rule,
which can be described as a failure to ignore irrelevant in-
formation that varies on each presentation. The CoRE model

was applied to the mean data in the present study. Figure 5
~top panels show mean data! shows the agreement between
the predictions of the model and the total masking averaged
over individual listeners in each age group. The total mask-
ing predicted by the CoRE model~solid line! is the dB sum
of the estimates of energetic~dashed line! and informational
masking ~dotted line!. The process of estimating energetic
and informational masking is described in detail in the analy-
sis section of Oh and Lutfi~1998!. Briefly, a three-parameter
ROEX filter ~Pattersonet al., 1982! was applied to estimate
the amount of energetic masking produced by distracters in a
given experimental condition. The same values of filter pa-
rameters are used for the children and the adults, since the
bandwidth of the auditory filter does not seem to change
from preschool to adulthood~Hall and Grose, 1991;
Schneideret al., 1990!. The differences in the estimates of
energetic masking between the adults and children are as-
sumed to arise from differences in the efficiency of the de-
tection process~K!. For our purposes here the value ofK was
chosen such that the signal threshold predicted by the model
would converge near the mean threshold obtained from the
listeners for the broadband noise condition~cf. Patterson

FIG. 4. The total masking for individual listeners in each age group~chil-
dren: filled circles, adults: open circles!. The mean functions are indicated
by the solid and dashed lines~with means marked by* ! for children and
adults, respectively. The dotted line represents the mean data obtained from
11 adults reported in Oh and Lutfi~1998!.

FIG. 5. The total masking and the predictions of the CoRE model for the
average child~upper left panel! and average adult~upper right panel!. The
total masking and predictions for the ‘‘best’’~STU and SNK! and ‘‘worst’’
~SSU and SUC! listeners in each age group are in the middle and lower
panels, respectively. For the purpose here, ‘‘best’’ and ‘‘worst’’ refer to
least and most amounts of informational masking. The error bars indicate 1
standard error. The predictions of the model for the total masking~solid
line! are given by adding the estimates of energetic~dashed line! and infor-
mational masking~dotted line!.
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et al., 1982!. As shown in this figure, the estimates of ener-
getic masking~dashed line! from the mean data in the two
age groups are similar.

The estimates of informational masking~dotted line! de-
pend on two free parameters of the model@see Eq.~8! in Oh
and Lutfi ~1998!#. They are the width of the ‘‘attentional
band’’ ~W!, and the number of independent auditory filters
~n! from which information is integrated within the atten-
tional band. The attentional bandwidth determines the basic
shape of the masking function~function relating total mask-
ing to number of distracter components!. The number of au-
ditory filters serves as a scaling factor on the masking func-
tion: larger amounts of informational masking are predicted
as n increases. With best-fitting choices for the two param-
eter values, informational masking estimated by the CoRE
model is 30–50 dB in the children and less than 5 dB in the
adults. The best fitting parameter values areW57 kHz and
n57 for the children, while they areW51 kHz andn51 for
the adults. Since the basic shape of the masking function is
the same for children and adults, the results suggest that
children may monitor the outputs of many auditory filters
that are irrelevant to the task. The masking functions for half
of the adults~low-threshold listeners! show little informa-
tional masking. Thus, those results are consistent with the
predictions of the traditional auditory filter model wherein
masking is determined by the energy at the output of a single
auditory filter centered at the signal frequency~see Patterson,
1976!. Overall, the agreement between the obtained and the
predicted amount of total masking is good in both groups.
This suggests that the discrepancy between children and
adults derives primarily from differences in attentional fac-
tors rather than differences in the functioning of the auditory
periphery~e.g., Viemeister and Schlauch, 1992; Wightman
and Allen, 1992!. The extent to which those attentional fac-
tors may have interacted with procedural details~e.g., the
presence of the cue and the nonadaptive trial structure! is
unclear.

Care must be taken in interpreting the values ofW re-
ported here as an estimate of the listener’s true attentional
bandwidth. For a number of reasons, large changes in the
value of W have a relatively small effect on the predicted
shape of the masking function; in effect, serving to shift the
peak of the function slightly to the right or left. Because of
the relative insensitivity ofW as an estimate of listener at-
tention, we refrain from drawing any inferences about child–
adult differences in performance based on this parameter.

The model was also applied to the individual data. Fits
of the model to the data from two adults and two children are
shown in Fig. 5. These specific listeners were selected from
each group to represent the most~‘‘worst’’ ! and least
~‘‘best’’ ! amounts of informational masking obtained from
the group. The model fits reveal that the difference between
the children and the adults can be explained primarily by
differences in the parametern, the number of auditory filters
over which the listener integrates information within the at-
tentional band. The best fitting values ofn and W for indi-
vidual adult and child listeners are given in Tables I and II.
Compared to the adults the children seem to integrate infor-
mation over a larger number of auditory filters.

The modeling results are encouraging since they allow
us to quantify the reduced auditory processing capabilities of
children that are often attributed to immaturity of attentional
mechanisms or poor attentional control~Allen and Wight-
man, 1994; Allen and Wightman, 1995; Stellmacket al.,
1997; Wightman and Allen, 1992!.

V. SUMMARY

~1! A preschool child’s ability to listen selectively to a
fixed-frequency signal in the presence of multitone distract-
ers was severely degraded in conditions in which the dis-
tracters varied on each presentation. The total masking ob-
served in children was as much as 83 dB for distracters with
10–40 components.

~2! Data from both children and adults were character-
ized by large individual differences, such that statements
about overall adult–child differences in performance in any
one condition seem unwarranted.

~3! Both the individual and the group masking functions
were well described by the CoRE model with two free pa-
rameters, suggesting a means by which the effects of atten-
tional factors in children and adults can be quantified.

ACKNOWLEDGMENTS

The authors would like to thank Dr. Doris Kistler, Sara
Conzemius, Jen Junion Dienger, and the teachers at the Wa-
isman Center Early Childhood Program for their contribu-
tions to the research. This research was supported by grants
from the National Institutes of Health~Grants Nos. R01
HD23333 and R01 CD01262-9!.

ANSI ~1989!. ANSI S3.9-1989, ‘‘American National Standard specification
for audiometers’’~American National Standards Institute, New York!.

ANSI ~1987!. ANSI S3.9-1987, ‘‘American National Standard specification
for instruments to measure aural acoustic impedance and admittance~aural
acoustic immittance!’’ ~American National Standards Institute, New
York!.

Allen, P., Wightman, F. L., Kistler, D. L., and Dolan, T. R.~1989!. ‘‘Fre-
quency resolution in children,’’ J. Speech Hear. Res.32, 317–322.

Allen, P., and Wightman, F. L.~1992!. ‘‘Spectral pattern discrimination by
children,’’ J. Speech Hear. Res.35, 222–233.

Allen, P., and Wightman, F. L.~1994!. ‘‘Psychometric functions for chil-
dren’s detection of tones in noise,’’ J. Speech Hear. Res.37, 205–215.

Allen, P., and Wightman, F. L.,~1995!. ‘‘Effects of signal and masker
uncertainty on children’s detection,’’ J. Speech Hear. Res.38, 503–511.

Bush, R. R.~1963!. ‘‘Estimation and evaluation,’’ inHandbook of Math-
ematical Psychology: Volume I,edited by R. D. Luce, R. R. Bush, and E.
Galanter~Wiley, New York!, p. 441.

Elfenbein, J. L., Small, A. M., and Davis, J. M.~1993!. ‘‘Developmental
patterns of duration discrimination,’’ J. Speech Hear. Res.36, 842–849.

Elliott, L. L., and Katz, D. R.~1980!. ‘‘Children’s pure tone detection,’’ J.
Acoust. Soc. Am.67, 343–344.

Hall, J. W., III, and Grose, J. H.~1991!. ‘‘Notched-noise measures of fre-
quency selectivity in adults and children using fixed-masker-level and
fixed-signal-level presentation,’’ J. Speech Hear. Res.34, 651–660.

Irwin, R., Ball, A., Kayt, N., Stillman, J., and Rosser, J.~1985!. ‘‘The
development of auditory temporal acuity in children,’’ Child Dev.56,
614–620.

Jensen, J. K., and Neff, D. L.~1993!. ‘‘Development of basic auditory
discrimination in preschool children,’’ Psychol. Sci.4, 104–107.

Lippe, W., and Rubel, E. W.~1983!. ‘‘Development of the place principle:
Tonotopic organization,’’ Science219, 514–516.

Lutfi, R. A. ~1993!. ‘‘A model of auditory pattern analysis based on
component-relative-entropy,’’ J. Acoust. Soc. Am.94, 748–758.

2894 2894J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Oh et al.: Informational masking in preschool children



Neff, D. L., and Dethlefs, T. M.~1995!. ‘‘Individual differences in simulta-
neous masking with random-frequency, multicomponent maskers,’’ J.
Acoust. Soc. Am.98, 125–134.

Neff, D. L., and Green, D. M.~1987!. ‘‘Masking produced by spectral
uncertainty with multicomponent maskers,’’ Percept. Psychophys.41,
409–415.

Oh, E. L., and Lutfi, R. A.~1998!. ‘‘Nonmonotonicity of informational
masking,’’ J. Acoust. Soc. Am.104, 3489–3499.

Patterson, R. D.~1976!. ‘‘Auditory filter shapes derived with noise stimuli,’’
J. Acoust. Soc. Am.59, 640–654.

Patterson, R. D., Nimmo-Smith, I., Weber, D. L., and Milroy, R.~1982!.
‘‘The deterioration of hearing with age: Frequency selectivity, the critical
ratio, the audiogram, and speech threshold,’’ J. Acoust. Soc. Am.72,
1788–1803.

Pollack, I.~1975!. ‘‘Auditory informational masking,’’ J. Acoust. Soc. Am.
57, S5.

Schneider, B. A., and Trehub, S. E.~1992!, ‘‘Source of developmental
changes in auditory sensitivity,’’ inDevelopmental Psychoacoustics,ed-
ited by L. A. Werner and E. W. Rubel~APA, Washington, DC!, pp. 3–46.

Schneider, B. A., Trehub, S. E., Morrongiello, B. A., and Thorpe, L. A.

~1986!. ‘‘Auditory sensitivity in preschool children,’’ J. Acoust. Soc. Am.
79, 447–452.

Schneider, B. A., Morrongiello, B., and Trehub, S. E.~1990!. ‘‘The size of
the critical band in infants, children, and adults,’’ J. Exp. Psychol.16,
642–652.

Spiegel, M. F., Picardi, M. C., and Green, D. M.~1981!. ‘‘Signal and
masker uncertainty in intensity discrimination,’’ J. Acoust. Soc. Am.70,
1015–1019.

Stellmack, M. A. Willihnganz, M. S., Wightman, F. L., and Lutfi, R. A.
~1997!. ‘‘Spectral weights in level discrimination by preschool children:
Analytic listening conditions,’’ J. Acoust. Soc. Am.101, 2811–2821.

Trehub, S. E., Schneider, B. A., and Henderson, J. L.~1995!. ‘‘Gap detec-
tion in infants, children, and adults,’’ J. Acoust. Soc. Am.98, 2532–2541.

Viemeister, N. F., and Schlauch, R. S.~1992!. ‘‘Issues in infant psychoa-
coustics, inDevelopmental Psychoacoustics, edited by L. A. Werner and
E. W. Rubel~APA, Washington, DC!, pp. 191–209.

Wightman, F. L., and Allen, P.~1992!. ‘‘Individual differences in auditory
capability among preschool children,’’ inDevelopmental Psychoacoustics,
edited by L. A. Werner and E. W. Rubel~APA, Washington, DC!, pp.
113–133.

2895 2895J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Oh et al.: Informational masking in preschool children



Using statistical decision theory to predict speech intelligibility.
I. Model structure
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This article introduces a new model that predicts speech intelligibility based on statistical decision
theory. This model, which we call the speech recognition sensitivity~SRS! model, aims to predict
speech-recognition performance from the long-term average speech spectrum, the masking
excitation in the listener’s ear, the linguistic entropy of the speech material, and the number of
response alternatives available to the listener. A major difference between the SRS model and other
models with similar aims, such as the articulation index, is this model’s ability to account for
synergetic and redundant interactions among spectral bands of speech. In the SRS model, linguistic
entropy affects intelligibility by modifying the listener’s identification sensitivity to the speech. The
effect of the number of response alternatives on the test score is a direct consequence of the model
structure. The SRS model also appears to predict the differential effect of linguistic entropy on filter
condition and the interaction between linguistic entropy, signal-to-noise ratio, and language
proficiency. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1371971#

PACS numbers: 43.66.Ba, 43.71.An, 43.71.Es@RVS#

I. INTRODUCTION

Macroscopic models of speech recognition are tools for
research and engineering. They aim to predict the average
intelligibility of a large amount of speech input from mea-
surable parameters of the transmission system, the hearing
acuity of the listener, and the linguistic entropy~van Rooij
and Plomp, 1991! of the speech material. Macroscopic mod-
els are distinguished from microscopic models, which look at
details of the signal such as voice-onset time and formant
transitions. Macroscopic models analyze the long-time-
average power spectrum of the speech, where the average is
taken across many talkers and speech materials. Most mac-
roscopic models disregard all phase information and only
analyze power spectra of signals that are considered to be
stationary. One exception is the speech transmission index
~Steeneken and Houtgast, 1980; see also clause 5.2 in ANSI
S3.5, 1997!, which analyzes the modulation spectrum in ad-
dition to the power spectrum.

Whereas macroscopic models may seem crude, they
have proven to be extremely useful in the design of commu-
nication systems. The successful development of the Ameri-
can telephone system in the first decades of the last century
was based in part on a macroscopic model of speech recog-
nition that became known as the articulation index~AI;
French and Steinberg, 1947; Beranek, 1947; Fletcher and
Galt, 1950!. The need for reliable communication under ad-
verse listening conditions, as encountered in military appli-
cations, was the driving force behind efforts to simplify and
standardize the articulation index. As a result, an easily ap-
plicable method was devised~Kryter, 1962a! and tested
~Kryter, 1962b!. This method became the basis for the stan-
dardized AI procedure~ANSI S3.5, 1969!. More recently,
the standard has been replaced by the speech intelligibility
index, SII ~ANSI S3.5, 1997!, which reintroduced some of

the concepts embodied in earlier AI models and imple-
mented new ones. One other model, the speech transmission
index ~STI; Steeneken and Houtgast, 1980!, is based on the
AI, but derives speech-to-noise ratios from modulation-
transfer functions. The STI is frequently used in room acous-
tics.

The usefulness of macroscopic speech-recognition mod-
els in other fields is still under debate. Rankovic~1991! stud-
ied whether the AI could be used for hearing-aid fitting. She
found that maximizing the AI resulted in suboptimal fits.
However, her finding may only reflect that the AI in its cur-
rent form is not suitable for this application~Dubno et al.,
1989; Kammet al., 1985!. A more appropriate model of
speech intelligibility may allow the selection of an ‘‘opti-
mal’’ hearing-aid setting. Finally, macroscopic speech-
recognition models may influence the development of
automatic-speech-recognition algorithms by directing atten-
tion to the fact that speech does not have to be broadband to
be highly intelligible~Allen, 1994; Lippmann, 1996!.

Although the articulation-index-based procedures are
very successful in predicting intelligibility in many listening
conditions, they have several shortcomings that warrant a
search for alternatives. As discussed further below, one such
shortcoming is the AI model’s inability to account for syn-
ergetic and redundant interactions among the various spectral
regions of the speech spectrum. This article introduces the
structure of a model that was designed to account for these
synergetic and redundant interactions. To appreciate the util-
ity of the new model, it is useful to contrast it with the
established AI models. In doing so, the meaning of syner-
getic and redundant band interaction will be explained.

The main purpose of AI models is to predict perfor-
mance in speech-recognition tests in which the speech sig-
nal’s audibility is manipulated by filtering, masking, and/or
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adjustments of the overall speech level. As part of the pre-
diction, the AI—an intermediate variable that is a measure of
speech intelligibility—is derived from the audibility of the
speech signal in a number of adjacent spectral regions
~speech bands!. Each band makes a contribution to the AI
that is independent from the AI contributions of the other
bands. Speech-test scores expressed as percentage of correct
responses are derived from the AI through a transformation
that is test-material and test-format specific. Different trans-
formations must be used when the number of items in the set
of test stimuli changes. Different transformations must also
be used for different levels of constraints placed upon the
message set. For example, low-predictability sentences re-
quire a different transformation than high-predictability sen-
tences. Consequently, a large set of transformation functions
is needed to accommodate the large number of possible
speech-material/test-format combinations. With the excep-
tion of a transformation for open-set phoneme recognition in
a nonsense context~Fletcher and Galt, 1950!, all of these
transformations are derived empirically.

The idea that frequency bands contribute independently
to AI results from the observation that the probability of
erring in the recognition of a phoneme in a broadband listen-
ing condition is ~nearly! equal to the product of the error
probabilities that are measured when the speech bands that
form the broadband condition were tested in isolation. A
combination rule that is based on multiplication of the error
probabilities indicates that the errors in the individual bands
are independent. When the error probability in a broadband
condition is less than the product of the error probabilities in
the individual subbands, the bands interact with synergy.
Conversely, when the error probability in the broadband con-
dition is larger than the product of the error probabilities in
the individual bands, the bands are considered to carry re-
dundant information.

The articulation index has been developed and verified
for listening situations in which the speech signal is audible
in one contiguous frequency region, as in low-pass, high-
pass, or single-bandpass filtered speech. It is not valid for
multiple disjoint passbands. The ANSI~1969! standard states
that the articulation index will not provide a valid estimate of
intelligibility when the long-term speech spectrum goes
through a series of peaks and valleys with average slopes
exceeding 18 dB/oct. Similarly, sharply filtered noises that
create disconnected speech bands are excluded from the
scope of the revised ANSI standard~ANSI, 1997!. When the
audible speech spectrum is partitioned into two or more
spectrally disjoint frequency bands~e.g., when the mid-
frequency part of the speech spectrum is blocked out by a
band-stop filter! intelligibility systematically exceeds the
predictions made by AI models~Kryter, 1962b; Grant and
Braida, 1991!. Moreover, Chinget al. ~1998! found that in
hearing-impaired listeners the measured intelligibility in a
broadband condition is larger than predicted from the
summed contributions of octave bands within the same band-
width. However, the same was not true in normals. Together,
these findings indicate that synergetic interactions may occur
among spectrally disjoint bands of speech.

One particularly impressive example of synergetic inter-

action was reported by Warrenet al. ~1995!. They tested the
intelligibility of everyday sentences filtered into single
speech bands or into two widely separated bands. When the
speech was presented in a1

20-oct-wide band centered at 370
Hz, only 0.9% of all keywords were reported back correctly.
When the speech was presented in a1

20-oct-wide band cen-
tered at 6000 Hz, 10.4% of all keywords were recognized
correctly. When both bands were presented simultaneously,
the score increased dramatically to 27.8% correct keyword
recognition. Multiplication of the error rates for the two in-
dividual bands yields a predicted recognition of just 11.2%
for the two bands presented together. Clearly, the low-
frequency band, whose intelligibility contribution in isolation
is very small, contributes significantly to intelligibility when
presented in conjunction with the high-frequency band. Ar-
ticulation index models cannot produce synergy by raising
the AI value because the total AI is the sum of the band AIs,
which are determined independently. Therefore, AI models
attempt to account for synergetic interaction by adjusting the
form of the transformation between AI and test score. How-
ever, the transformation cannot be adjusted freely to account
for synergetic interaction between speech bands because the
form of the transformation must also account for the increase
in test score that results from audibility increases in any
given band. Such constraints ultimately led to the exclusion
of listening conditions that produce strong synergetic inter-
actions from the scope of the AI.

Recently, Steeneken and Houtgast~1999! proposed a
modification of the speech transmission index~STI! that is
equally applicable to the articulation index. In this modifica-
tion, the contribution to the articulation index by each octave
band of speech can be lowered depending on the contribution
of the adjacent lower-frequency band. Whereas this approach
can model the redundant band interaction between adjacent
octave bands, it cannot account for the synergetic band in-
teraction discussed above.

The goal of the present work is to develop a model that
can accurately predict intelligibility in listening conditions
with multiple, spectrally disjoint speech bands—conditions
excluded from the scope of AI models. To do so, the model
must be able to predict synergetic interaction between speech
bands. In addition, the model should account for the depen-
dence of test scores on the number of response alternatives
given to the listener without having to resort to empirical
correction functions. Finally, the effect of linguistic entropy
on the test score should be modeled by simple, intuitive re-
lations.

To these ends, a model structure based on statistical de-
cision theory was examined. The application of statistical
decision theory to speech recognition was first investigated
by Green and Birdsall~1958!. The current model combines
their ideas with the framework of a model for discrimination
of broadband signals, which was described by Durlachet al.
~1986!. For brevity, the model to be introduced in this article
will be referred to as the speech recognition sensitivity~SRS!
model, because it involves the calculation of a sensitivity
index that describes the listeners’ identification sensitivity to
speech.

The next section of this article outlines the structure of
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the SRS model. In Sec. III we discuss the model behavior
and show that the model can predict several phenomena de-
scribed in the literature. In particular, it will be shown that
the SRS model predicts~a! synergetic interaction between
frequency bands as measured by Warrenet al. ~1995!, ~b!
interactions between listening condition, test material, and
size of the response set as described by Kryter~1962a!, and
~c! interactions between linguistic entropy and filter condi-
tion as measured by Hirshet al. ~1954!. The SRS model also
appears to predict the interaction among linguistic entropy,
signal-to-noise ratio~SNR!, and language proficiency of the
listener. Results of SRS-model fits to data collected by the
authors are presented in a companion article~Müsch and
Buus, 2001!.

II. MODEL STRUCTURE

Durlachet al. ~1986! suggested a model structure for the
discrimination of stationary broadband sounds. The emphasis
of their model was on cross-channel processing, with a focus
on processing central to the auditory periphery. Durlach
et al.’s ~1986! model was cast in the framework of statistical
decision theory and their ideas are applicable to a macro-
scopic model of speech recognition. The speech signal is
considered to be stationary, because only the long-term av-
erage of the speech spectrum is analyzed. In general, the
speech signal is broadband and the model combines the
speech information across different bands. Signal processing
central to the auditory periphery is included in the model to
account for the effects of linguistic entropy on speech intel-
ligibility. The modeling of peripheral and central auditory
processes is facilitated by statistical decision theory, which
Green and Birdsall~1958! have shown to be an appropriate
framework for speech recognition models. Their reasoning is
outlined below.

A. Applicability of statistical decision theory to
speech recognition

The concept of statistical decision theory implies the
existence of an ‘‘ideal’’ signal, which is the speech wave-
form the listener expects to hear. If the talker and listener
share the same linguistic background, the talker will attempt
to produce an ‘‘ideal’’ signal. However, due to limitations in
the accuracy of articulation, the actual speech only approxi-
mates this ideal signal. The difference between the ideal sig-
nal and the signal actually produced is a production-related
noise. Together with noises introduced in the transmission
channel and/or the listener’s auditory system, this noise de-
termines the intelligibility of the signal. Intelligibility de-
pends on the relation between the power of the ideal signal
and the power of the combined noises.

Green and Birdsall~1958! verified the appropriateness
of this approach by showing that performance in a closed-set
word-recognition task changes with the number of response
alternatives as predicted by optimal decision theory. They
proposed a simple model in which each word of the test set
is represented by a unique waveform, the ideal signal. All
word-defining waveforms are assumed to be orthogonal to
one another. The receiver cross correlates the received word
with a template of every expected word. If the talker pro-

duced the ideal signal and the transmission channel and the
receiver did not add noise to the signal, the correlation be-
tween the presented waveform and any template would be
zero with the exception of the correlation between the signal
and the template of the target word, which would be one.
This results because the waveforms in the test set are all
orthogonal. In this example, listeners were expected to dis-
criminate among words and only words were valid response
alternatives. Because each test item to be recognized is
thought to be represented by a unique template, the templates
were at the word level. Had the test been to discriminate
among speech sounds of a different level~e.g., if the listeners
had to discriminate among phonemes or among syllables!,
the templates would have been at the corresponding level
~i.e., phoneme or syllable templates!.

In practice, however, the receiver only has access to a
noise-degraded version of the ideal representation. As a con-
sequence, the correlations will vary from presentation to pre-
sentation. Each correlation becomes a random variable.
These correlations can be transformed such that all random
variables have zero means, except for the correlation be-
tween the signal and the target template, whose mean is
greater than zero~Green and Birdsall, 1958!. The variance of
all random variables is constant and is determined by the
power of the interfering noises. These simple concepts allow
statistical decision theory to be used for determining how
well the signals can be discriminated. According to Green
and Birdsall’s~1958! model, which assumes an optimal de-
tector, the probability that the presented word is identified
correctly is equal to the likelihood that the transformed cor-
relation between the signal and the target template is larger
than the transformed correlation between the signal and any
other template. Clearly, this likelihood diminishes as the
noise power increases and decreases as the number of tem-
plates with which the signal is correlated increases.

If the noises, whose origin will be described later, have
Gaussian distributions, listeners’ performance is described
by their sensitivity,d8, which is the mean of the distribution
of the transformed correlations for the target word measured
in units of standard deviation of the random variables. The
dependence of performance on the number of templates,M,
for any d8 is easily quantified~Hartmann, 1998! as

Pc5E
2`

`

f SN~x,d8,1!•FN
M21~x,0,1! dx, ~1!

wherePc is the proportion of test items identified correctly,
f SN(•,d8,1) is the Gaussian probability density function with
meand8 and unit variance, andFN(•,0,1) is the cumulative
Gaussian probability function with zero mean and unit vari-
ance. The sensitivity indexd8 is the ratio of the mean of the
transformed correlation between the signal and the target
template to the standard deviation of the performance-
limiting noise. Examples of transformations generated by Eq.
~1! are shown in Fig. 1. If Eq.~1! predicts how measured
performance changes with the number of templates,M, one
would conclude that Green and Birdsall’s~1958! assumption
of mutually orthogonal ideal signals is appropriate for the
prediction of speech intelligibility.
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Miller et al. ~1951! measured the proportion of mono-
syllabic words identified correctly as a function of SNR for
various sizes of the test set. As expected, Milleret al.’s
~1951! data show that performance increases with SNR and
that performance at any given SNR increases as the size of
the test set decreases. For example, 27% of all words drawn
from a known set of 256 words were reported back correctly
at a SNR of29 dB. The proportion of correct responses
increased to 63% and 97% when the size of the stimulus set
was reduced to 32 and 2, respectively. Green and Birdsall
~1958! assumed that the number of templates with which the
listeners correlated the perceived signal was equal to the
number of test items in the word list. They inverted Eq.~1!
to find, for each SNR and stimulus-set sizeM, the d8 that
corresponded to the measured performance. When thed’s for
the various test-set sizes were plotted as a function of SNR,
Green and Birdsall~1958! found that the data points could be
summarized by a single curve. This indicates that Eq.~1!
provides a good description of the effect of test-set size.
Accordingly, Green and Birdsall~1958! concluded that the
one-of-M-orthogonal-signals hypothesis was a good approxi-
mation of a forced-choice speech-recognition task.

An evaluation of the one-of-M-orthogonal-signals hy-
pothesis was necessary, because it is known that the pre-
sumed ideal speech waveforms are not orthogonal. If the
waveforms were in fact orthogonal, all incorrect responses
for any target would be distributed uniformly among all in-
correct alternatives, which they are not~Miller and Nicely,
1954!. Instead, confusions in discrimination tests show dis-
tinct clusters, indicating that some items are more often con-
fused than others. This implies that the ideal waveforms are
partially correlated, and that the correlation between some
waveforms is higher than the correlation between others.
Correlations between the ideal signals are equivalent to non-
zero means of the decision variables for some nontargets
when a given target is presented. Green and Birdsall’s~1958!
results indicate that these deviations are small compared to
the variances of the variables and can be ignored as long as
one is only interested in the overall percentage of correct
recognition.

The structure of the proposed model as well as the pre-

sumed sources of the performance-limiting noises will be
described in the remainder of this section. The SRS model
can be divided into three stages. The first stage models in-
formation processing in the auditory periphery. Here, the
mean of the transformed correlation between the signal and
the target template as well as the powers of the production-
related noises, acoustic maskers, and noises generated in the
auditory periphery are derived from the listening condition
and the listener’s hearing acuity. The second stage models
the effects of linguistic entropy on speech intelligibility. The
third stage models the effect of the number of response al-
ternatives in the test on test results. In the following, each
stage will be discussed in detail.

B. First stage of the model: Auditory periphery

The SRS model assumes that the auditory representation
of the received signal is correlated with internal templates of
every expected word. The correlations are random variables
that can be transformed such that their mean is zero for cor-
relations between the signal and nontarget templates and
greater than zero for the correlation between the signal and
the target template. The mean transformed correlation be-
tween the signal and the target template is an important vari-
able in the SRS model and will be called the congruence
index,D. It is a measure of how well, on average, the audi-
tory representation of the received waveform matches the
listener-internal template. In the signal-detection framework,
the congruence index can be considered to be the expected
value of the decision variable for the target.

Note that development of the model does not require
specification of the internal representation, nor does it re-
quire the transformation between correlation coefficient and
decision variable to be known. As long as equal-variance,
normally distributed decision variables corresponding to
each possible response can be assumed to exist and these
variables are mutually orthogonal, signal-detection theory
provides a framework for predicting the overall percentage
of correct responses. Green and Birdsall~1958! showed that
correlations between the speech signal’s time waveform and
the template can be transformed into random variables. We
used their argument to motivate the model presented in the
previous subsection and will, for the sake of a consistent
terminology, continue to refer to the property that gives rise
to the random variable as the correlations between the signal
and the templates. Of course, the internal representation is
unlikely to be a simple waveform, because similar percepts
can result from very different waveforms. A more likely
model for deriving the correlation coefficients may be tem-
plate matching with frequency-specific envelope patterns as
proposed by Dauet al. ~1996! in their auditory-processing
model. However, even such a complex representation does
not offer provisions for normalizing the templates and/or the
internal representation of the signal in frequency and time,
which is necessary to accommodate different speakers and
speaking rates. A complete model of speech perception re-
mains elusive and is far beyond the scope of the present
work. The important point is that the internal representation
of each speech token reasonably can be described by a set of

FIG. 1. The relation between the sensitivity index,d8, and the probability,
p, of correct recognition. This relation is described by Eq.~1!. The param-
eter is the number of response alternatives,M.
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normally distributed random variables that are, at least ap-
proximately, orthogonal.

Speech is a broadband signal whose energy is distrib-
uted over most of the audible frequency range. Accordingly,
the SRS model assumes that contributions to the congruence
index, D, are distributed in frequency. Its density along the
critical-band-rate scale is described by a congruence-index
density function,d(z). Thus, the congruence index in the
frequency bandi that extends fromzL( i ) to zH( i ) is

D~ i !5E
zL~ i !

zH~ i !
d~z! dz. ~2!

Becaused(z) describes the distribution of speech cues
across frequency, we assume it to be proportional to the im-
portance density function of articulation theory. In particular,
d(z) is assumed to be proportional to the SII’s band-
importance function for ‘‘various nonsense syllable tests
where most of the English phonemes occur equally often’’
~ANSI, 1997, p. 19, function ‘‘NNS’’ in Table B.1!. Specifi-
cally, the congruence-index density is defined asd(z)
519* NNS(z), where NNS(z) is the continuous importance-
density function on a critical-band-rate scale that is derived
from the critical-band importance function of Table B.1,
ANSI ~1997!. The scale factor was chosen so that the aver-
age of the congruence indexes in 1-Bark-wide bands is unity.

One source of variance is assumed to be the speaker’s
production of the speech. Although the speaker attempts to
produce the ‘‘ideal’’ signal, deviations occur due to limita-
tions of the speaker’s articulatory apparatus. These devia-
tions from the ideal signal can be modeled as noise, which is
added to the ideal signal. We call this noise the production
noise. The power of the production noise,sp

2, is also distrib-
uted across frequency. This noise was introduced in Sec.
II A. Its power-spectrum density,sp

2(z), is assumed to be
proportional to the square of the density of the congruence
index:

sp
2~z!5Kd2~z!. ~3!

Note that if the production noise is Gaussian, the proportion-
ality constant can be interpreted as a sensitivity index:dp8
5A1/K. The assumption of proportionality between the con-
gruence index and the production noise amplitude reflects
the idea that any articulation errors that change the informa-
tion in a particular narrow frequency region will be reflected
to a similar extent in adjacent frequency regions. Accord-
ingly, the information in adjacent narrow frequency bands
will be redundant, which dictates that an ideal, noiseless re-
ceiver should not improve its performance when the width of
a narrow band is increased slightly. The constancy ofdp8
reflects this notion.

The production-noise components at different critical-
band rates are assumed to be partially correlated. Their cor-
relation is high when the components are spectrally close and
decreases with increasing spectral separation. The correlation
between two noise components atz1 andz2 is described by

r ~z1 ,z2!5e2a~z22z1!2
~4!

wherea.0. Accordingly, the power of the production noise
in a spectral band extending fromzL( i ) to zH( i ) is

sp
2~ i !5KE

zL~ i !

zH~ i !E
zL~ i !

zH~ i !
r ~z1 ,z2!d~z1!d~z2! dz1 dz2 . ~5!

As bandwidth increases, the production-noise power in the
band also increases. The rate at whichsp

2( i ) increases with
bandwidth diminishes with increasing bandwidth because
r (z1,z2) decreases withuz22z1u.

For any frequency band, the ratioD( i )/sp( i )5dp8( i ),
which describes the speech band’s inherent potential for in-
telligibility, can be calculated. For narrow bands, the
congruence-index density is nearly constant over the width
of the band and the correlation between the majority of the
noise components in the band is nearly unity. For such bands
the band sensitivity is nearly independent of bandwidth
@dp8( i )'dp8# and independent of the band’s location in the
spectrum. Thus, although the congruence-index density var-
ies across frequency, the inherent potential for intelligibility,
dp8( i ), of narrow bands does not. This reflects our assump-
tion that the accuracy with which speech is produced is con-
stant across frequency. It should be noted that this assump-
tion does not prevent the full model from predicting a
frequency dependency of the intelligibility of a narrow band
with constant width. As will be shown later, the noises that
arise from other sources modify the relation betweenD( i )
and the intelligibility.

The dependence of the correlations between production
noises on band separation@Eq. ~4!# implies that the intelligi-
bility contributions of two bands are combined less effec-
tively when the bands are spectrally close than when they are
spectrally remote. This trend is in agreement with experi-
mental results~e.g., Kryter, 1960; Mu¨sch and Buus, 2001!
and has been the target of a recent proposal for a modified
STI ~Steeneken and Houtgast, 1999!.

Clearly, speech intelligibility is affected by the audibil-
ity of speech. Numerous experiments have shown that for
any given bandwidth, intelligibility increases with audibility
over a dynamic range of approximately 30 to 36 dB~e.g.,
French and Steinberg, 1947; Kryter, 1962a!. In the SRS
model, the dependence of intelligibility on audibility is a
result of an additional variance,sN

2 , in the representation of
the signal. This variance is the result of a combination of
external acoustical noise and noise generated in the auditory
periphery. It is large when the SNR, as defined later, is low
and small when the SNR is high. The SNR is a function of
critical-band rate. At any critical-band rate, the SNR is the
difference in dB between the excitation level generated by
speech energy at that critical-band rate and the excitation
level generated by the combination of masking sounds and
an internal noise floor that accounts for the absolute thresh-
old of hearing. The variance associated with these noises in a
frequency band extending fromzL( i ) to zH( i ) is calculated
as

sN
2 ~ i !5E

zL~ i !

zH~ i !
f 2
„SNR~z!… dz, ~6!

where f 2(•) is a function that decreases monotonically with
increasing SNR and is zero for SNRs exceeding 30 dB.
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C. Second stage of the model: Linguistic entropy

The sensitivity index at the output of the first stage is
determined entirely by the audibility of the speech signal and
the accuracy with which it is produced. It is independent of
the linguistic entropy of the speech signal and of the size of
the response set.

It is well known that speech-recognition performance
depends on the phonological, semantic, contextual, and situ-
ational constraints placed upon the spoken message. The au-
dibility needed to achieve a given recognition performance
increases systematically as the entropy of the speech material
increases~van Rooij and Plomp, 1991!. High-predictability
sentences are recognized more accurately than low-
predictability sentences~Kalikow et al., 1977!. Words in
sentences are better understood than words in isolation
~Miller et al., 1951!. In general, intelligibility increases as
the constraints placed upon the message increase. The SRS
model seeks to account for this effect by modifying the vari-
ance of the distributions of the decision variables such that
the distributions get wider as the message entropy increases.
The variance of the distributions is manipulated by introduc-
ing an additional noise. Because the effect of message en-
tropy on intelligibility is thought to be related to cognitive
processes, the noise is referred to as cognitive noise. Its
power,scog

2 , is large when there are few constraints on the
speech signal~e.g., nonsense syllables! and small when there
are many constraints~e.g., high-predictability sentences!.
Notice that the power of the cognitive noise is determined
only by the linguistic entropy of the speech signal. It is in-
dependent of the listening condition and size of the response
set.

The assumption of a central~or ‘‘cognitive’’ ! noise has
been made in other contexts~Durlach and Braida, 1969;
Durlachet al., 1986; Oxenham and Buus, 2000!. It is a rea-
sonable assumption in the context of speech recognition. Pol-
lack ~1959a,b! concluded that word recognition in a task that
involved memorization was better described by a model that
assumed a fading trace of a sensory impression than by a
model that assumed categorization. The fading of the
memory is often assumed to be the result of noise during
rehearsing. Accordingly, the finding of a ‘‘trace mode’’ im-
plies the existence of cognitive noise in the context of speech
recognition.

In a different study, Pollack~1964! investigated why
words with a higha priori probability of occurrence were
recognized better than words with a lowa priori probability
of occurrence. He found that the performance differences did
not result from a response bias, but reflected a genuine sen-
sitivity difference (Dd8) that resulted from the differenta
priori probabilities of occurrence. Thed8 for words with
high a priori probability of occurrence was higher than the
d8 for words with low a priori probability of occurrence.
This finding is reminiscent of the effects of a decision vari-
ance that depends on the entropy of the speech material.
Based on information gained from the speech signal preced-
ing a certain passage, the listener has an expectation as to
what the signal of that passage might be. Given that this
expectation is correct, it will increase the recognition of the

passage. This situation is equivalent to Pollack’s~1964!
study, in which the knowledge of an increaseda priori prob-
ability of one word increased the listener’s ‘‘readiness’’ for
recognizing that word~reflected in an increasedd8!. The
SRS model achieves such increases ind8 by varying the
cognitive-noise power. A high degree of phonological and
contextual constraints, corresponding to a higha priori prob-
ability of occurrence, requires a small cognitive-noise power
to yield a highd8. Cases with few constraints in the speech
signal are modeled by a high cognitive-noise power, which
reduces thed8.

D. Third stage of the model: Optimal detector

As was observed by Milleret al. ~1951!, listeners’ per-
formance in any given listening condition increases as the
number of response alternatives decreases@see also Kryter
~1962a! and Pollack~1959a!#. This effect is modeled in the
third stage of the model, which is an optimal detector that
predicts performance from the sensitivity index at the output
of the second stage of the model. The detector’s performance
is described by Eq.~1! and illustrated in Fig. 1. This stage is
independent of the listening condition and the test material
used and depends entirely on the number of response alter-
natives.

It should be noted that the noise power’s dependence on
the congruence index does not preclude the use ofd8 to
characterize recognition performance. Clearly, the sensitivity
index is only a valid measure of detectability if the noise
power that is observed when the signal is present equals the
noise power when the signal is absent. This restriction is met
in the present model. For a certain listening condition and
response-set size,M, the classifier calculates the decision
variable in each ofM dimensions. The noise powers are as-
sumed to be equal in all dimensions and are determined by
the listening condition. They are independent of the item
presented. Because the classifier compares the decision vari-
ables across the individual dimensions, and all dimensions
are exposed to the same noise, the assumptions that underlie
the use ofd8 are likely to be valid. The noise power changes
only when the listening condition changes—i.e., when the
signal audibility changes and/or when the cognitive-noise
power changes due to the use of different test materials.

E. Discrete approximation

It is often convenient to approximate the integrals in
Eqs.~2!, ~5!, and~6! by summations across contributions of
discrete frequency channels. When a discrete approximation
is made, thed8 at the input to the detector@Eq. ~1!# can be
expressed as

d85
( iD~ i !

A( isN
2 ~ i !1( i( j„r ~ i , j !sp~ i !sp~ j !…1scog

2
, ~7!

where the summation indexesi and j cover all channels that
contribute signal and noise to the sensitivity index. In gen-
eral, only bands that make significant contributions to intel-
ligibility will be used by the listener. To decide which chan-
nels will be included in the formation ofd8, several criteria
are conceivable. A particularly simple one that allows good
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predictions of the data by Mu¨sch and Buus~2001! includes
all channels whose SNR exceeds a specified critical value.

In this approximation, the production-noise components
within one channel are assumed to be 100% correlated and
d(z) is assumed to be constant across the width of a channel.
With this assumption,D( i )5d( i )•„zH( i )2zL( i )… @see Eq.
~2!# andsp( i )5D( i )/dp8 @see Eq.~5!#. The error introduced
by this approximation will be small when the channels are
not wider than the equivalent rectangular width of the corre-
lation function @Eq. ~4!#. The coefficientsr ( i , j ) of the
between-channel correlations are determined by Eq.~4!,
wherez1 and z2 are the critical-band rates of the channels’
center frequencies. The model structure is illustrated in
Fig. 2.

F. Model parameters

As evident from the preceding discussion, the SRS
model has a number of functions and parameters that must
be determined to provide predictions of the performance ob-
tained with a given transmission system, speech material,
and response paradigm. They include~a! the congruence-
index density function,d(z); ~b! the inherent potential for
intelligibility, dp8 ; ~c! the frequency range across which the
production noises are correlated as characterized bya in Eq.
~4!; ~d! the relation between signal-to-noise ratio and the
audibility-related noise power,f 2

„SNR(z)…; and ~e! the
cognitive-noise power,scog

2 . Initial fits to the data discussed
in Sec. III provided parameter estimates that varied relatively
little across data sets. Although the fits necessarily are some-
what better if parameters are varied as needed to obtain the

best possible fit for each individual study, the parameters
must be fixed to provide a model that is generally useful.
Therefore, a single set of parameters is used to fit the data
from all these studies and a data set presented in a compan-
ion article~Müsch and Buus, 2001!, except thatscog

2 and the
number of response alternatives are allowed to vary as dic-
tated by the different speech materials and response para-
digms used in these studies.

Throughout this article and the companion article
~Müsch and Buus, 2001!, predictions by the SRS model were
obtained withd(z)519* NNS(z), where NNS(z) is SII’s
band-importance function for phonetically balanced non-
sense syllable tests~ANSI, 1997!, as discussed in Sec. II B.
The inherent potential for intelligibility,dp8 is set to 3.5 and
the equivalent rectangular bandwidth of the correlation func-
tion given by Eq.~4! is set to 3.2 Barks, corresponding to a
a50.0766.

The function governing the audibility-related noise
power, f 2

„SNR(z)…, was approximated by a piecewise linear
function: f 2

„SNR(z)…5a@min$SNR(z),30 dB%230 dB#,
wherea520.032. If the SNR in a particular band is very
poor, the audibility-related noise may become so large that
including it in the decision decreases performance. To avoid
this artifact, the model predictions exclude bands with SNRs
less than220 dB. It should be noted that these functions and
parameters may change as the SRS model is applied to data
from new experiments designed to test the validity of spe-
cific functions and parameter values. Nevertheless, the
present set of functions and parameters provide good fits to
the data examined so far and are likely to be useful for pre-
dicting the outcome of a variety of speech-recognition ex-
periments.

III. MODEL PREDICTIONS

A. Synergy

The structure of the SRS model differs considerably
from that of AI models. Whereas it maintains some premises
underlying AI models—such as frequency specificity and the
assumption that intelligibility is determined by audibility—
the SRS model combines information across frequency in a
way that is fundamentally different from that used in AI
models. As outlined in the Introduction, the AI works on the
assumption that the probability of incorrectly identifying a
phoneme in a broadband condition can be described by the
product of the error probabilities in the speech bands com-
prised by the broadband condition. This implies that the
speech bands are assumed to contribute independently to
phoneme recognition.1 In contrast, the SRS model combines
the informationavailable in the channels prior to making any
decision. In general, this strategy will lead to predictions that
differ from those derived by combiningdecisionsthat were
based on the information in individual bands.

The assumption of independent band contributions pre-
vents AI models from predicting redundant or synergetic in-
teraction. In contrast, synergy and redundancy can be simu-
lated by the SRS model, even in the absence of band
interactions that result from spread of masking.

FIG. 2. Model structure~N-channel discrete approximation!. In each ofN
channels, there is a congruence index,D( i ), and a production-related vari-
ance,sp

2( i ), whose power is derived from the congruence index by means
of Eq. ~3!. The difference in dB between the long-term average excitation
evoked by the speech signal and the excitation evoked by the combination
of external acoustic maskers and the internal excitation-noise floor is trans-
formed by Eq.~6! into a sensory variance,sN

2 ( i ). In each channel, this
variance is added to the congruence indexes and the production-related vari-
ance. According to some criterion, a subset of the channels is selected and
their congruence indexes and noise components are combined. The variance
introduced by the cognitive processes involved in speech recognition is
added to the combined signals. The power of this cognitive noise is deter-
mined by the linguistic entropy of the speech. An optimal detector@Eq. ~1!#
correlates the ideal signal with each ofM templates~the response alterna-
tives!.
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1. Method

To show the SRS model’s ability to account for syner-
getic interaction, data presented by Warrenet al. ~1995! are
predicted. As outlined in the Introduction, they found that a
narrow speech band centered at 370 Hz, whose intelligibility
in isolation is very low, increases the intelligibility of a nar-
row speech band centered at 6000 Hz dramatically when the
bands are presented simultaneously. The mean scores~black
hexagons! and standard errors obtained by Warrenet al.
~1995! are replotted in Fig. 3.

Warrenet al. ~1995! presented listeners with unknown
everyday sentences and instructed them to repeat each sen-
tence as accurately as possible. The reported scores are the
proportions of correctly identified keywords. Because listen-
ers were free to choose any word, the number of response
alternatives equals the size of the listeners’ active vocabu-
lary. Both this data set and the data described in Sec. III B
are well described if we assume the size of the listener’s
active vocabulary to be 8000. The power of the audibility-
related noise was set to zero because the presentation level
was assumed to be such that the entire dynamic range of the
speech signal was audible. Two parameters will be freely
adjusted to fit the six data points. One parameter is the power
of the cognitive noise,scog

2 . The other is a factor that seeks
to compensate for the finite slopes of the filters used by War-
renet al. ~1995!. Warren and Bashford~1999! showed that a
considerable number of speech cues are provided by signal
components on the skirts of the filters~i.e., outside the nomi-
nal bandwidth!. To account for the contribution of the filter
skirts, the congruence indexes derived by integrating the
congruence-index density function over the nominal width of
the bands was increased by a constant factor, which was
chosen to optimize the fit to the data.

The data were also predicted using the SII model~ANSI,
1997!. It should be noted that this listening condition is be-
yond the stated scope of the SII, because it contains multiple
sharply filtered bands of speech. The level in the speech
bands was assumed to be high enough so that the entire
dynamic range of the speech signal was audible. The SII

could therefore be calculated as the integral of the impor-
tancedensityfunction over the widths of the speech bands.
The width of the speech bands was assumed to be the nomi-
nal width of the bands widened by a constant factor. Both
assumptions are in agreement with those made for the SRS
model predictions. The importance density function was de-
rived from the importance function for ‘‘short passages of
easy reading material’’~ANSI, 1997, Table B.1, p. 18!. The
transformation between SII and intelligibility, which is not
specified in the standard, was modeled by

Pc5100•~12102SII/p!. ~8!

The parameterp was selected to minimize the mean-
squared error between the predicted and the measured scores.

2. Results

As shown by the open circles in the left panel of Fig. 3,
the SRS model provides an excellent account of the large
amount of synergetic band interaction seen in Warrenet al.’s
~1995! data. For the1

20-oct bands, the predictions are close to
the data and the synergy is at least as large as that observed.
For the 1

3-oct bands, the SRS model predicts a very large
synergy, but it is slightly less than that observed. Neverthe-
less, the good agreement between the data and predictions
indicates that the SRS model is capable of predicting even
quite extreme cases of synergy obtained with widely sepa-
rated bands of speech.

The predictions shown in the left panel of Fig. 3 were
obtained by multiplying theD i for the nominal passbands by
a factor of 1.41. The finding that the effective bandwidth is
larger than the nominal bandwidth is consistent with Warren
and Bashford’s~1999! finding that information at frequen-
cies on the skirts of the filter contributes considerably to the
recognition performance. The best-fitting cognitive noise
power isscog

2 50.0056.
The open circles in the right panel of Fig. 3 show the

predictions of the SII model. Because of the shape of the
importance function for easy reading material, the SII pre-
dicts that the band at 6 kHz should contribute less to intelli-
gibility than the band centered at 370 Hz. Moreover, the
amount of synergy predicted by the SII model is much
smaller than that predicted by the SRS model and that seen
in the data. The best-fittingp in Eq. ~8! was 0.4. The choice
of the broadening factor did affect the SII predictions, but
did not substantially affect the goodness of fit achievable.
Thus the broadening factor was set equal to that used in the
SRS predictions.

B. Performance as a function of response-set size,
speech material, and SNR

Because the SRS model is developed to predict intelli-
gibility in listening conditions for which AI models are not
suitable, differences between predictions with the SRS
model and AI models are expected in some listening condi-
tions. The general trends predicted by AI models, however,
should also be reflected in the SRS model’s behavior. In this

FIG. 3. Percentage of correctly identified keywords in everyday sentences.
The black hexagons are scores reported by Warrenet al. ~1995!. The error
bars span6one standard error. The open circles in the left panel represent
predictions by the SRS model. The open circles in the right panel represent
predictions by the SII model. The listening conditions were either single
bands, centered at 370 and 6000 Hz, or dual bands, composed of the two
single bands. The bandwidth of the individual bands was either

1
20 octave or

1
3 octave. The dual-band conditions show large amounts of synergetic inter-
action.
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section it will be shown that the SRS model can predict a set
of empirically derived transformation functions that are used
in AI models.

An important step in intelligibility predictions with AI
models is the transformation of the calculated AI value into a
predicted performance level. This transformation depends
heavily on the speech material used and the size of the re-
sponse set. It is always determined empirically, except for
open-set phoneme recognition in a nonsense-syllable con-
text, where the transformation is a direct result of the as-
sumption that the speech bands contribute independently to
intelligibility. Because the transformations are so dependent
on the details of the test, many—sometimes conflicting—
transformations have been published. Perhaps the most-
widely accepted set of transformations is published in Fig.
15 of Kryter ~1962a!. That set encompasses transformations
to be applied when the speech material is a phonetically bal-
anced~PB! word list with 32, 256, or 1000 items, as well as
transformations to be used in nonsense-syllable tests in
which the syllables are drawn from a list of 1000 syllables.2

1. Method

To examine whether the SRS model can predict the
transformations obtained by Kryter~1962a!, the model was
made to predict performances encompassing nine AI values
by manipulating the SNR of unfiltered speech that is pre-
sented in speech-shaped noise. A low SNR corresponds to a
small AI and a high SNR corresponds to a large AI.

Whereas the response-set size is given for at least some
of the conditions examined by Kryter~1962a!, the cognitive-
noise powers have to be estimated. A cognitive-noise power
of scog

2 50.0056 accounted for Warrenet al.’s ~1995! data.
They used everyday sentences. The variance introduced by
the cognitive processes involved in the recognition of iso-
lated words is expected to be larger and is arbitrarily set to
scog

2 50.01. The variance introduced by the cognitive pro-
cesses involved in the recognition of nonsense syllables is
expected to be even larger and is arbitrarily set toscog

2 51.
In the SRS model, different SNRs are reflected by dif-

ferent values ofsN
2 ( i ). A high SNR corresponds to a small

sN
2 ( i ) and a low SNR corresponds to a highsN

2 ( i ). To en-
sure that possible errors in the valuessN

2 ( i ) would not ob-
scure the ability of the SRS model to account for the recog-
nition performance obtained with different speech materials
and response-set sizes,sN

2 ( i ) were estimated directly from
Kryter’s transformation functions. For nine AI values~AI
50.1 to 0.9! the percentage of correctly understood PB
words drawn from a list of 256 PB words was read from
Kryter’s ~1962a! Fig. 15 and the correspondingd’s were
found by inverting Eq.~1!. Subsequently, the audibility-
related noise powers,sN

2 ( i ), that yielded thesed’s were de-
termined. Because onesN

2 ( i ) can be selected for each AI
value, the fit can be made perfect. These audibility-related
noise powers are related to their corresponding SNRs by Eq.
~6!. It should be noted that whenf 2

„SNR(z)… is chosen as
described in Sec. II F ~i.e., f 2

„SNR(z)…
5a@min$SNR(z),30 dB%230 dB#, where a520.032!, the
resulting SNRs are significantly smaller than SNRs usually
associated with this range of AIs. This indicates that a

piecewise-linear representation off 2
„SNR(z)… may be too

simple to account for the relation between SNR and the
power of the audibility-related noise. With all parameters in
stage one and two fixed, performances in recognition tests
involving PB-word lists of lengthM532, 1000, and 8000
are predicted by setting the parameterM in Eq. ~1! ~stage
three! to its correct value. The prediction forM58000 was
made to account for the possibility that listeners may be
unable to maintain a response set that matches the stimulus
set when the number of stimulus words is large, e.g., 1000,
or even unknown to the listener. In these cases, the response
set may consist of the listener’s entire active vocabulary,
possibly excluding items that do not match lexical con-
straints implied by the stimulus set. To predict the perfor-
mance in a nonsense-syllable recognition task, the power of
the cognitive noise is set toscogInonsense

2 51 while all other
parameters remain unchanged.

2. Results

Figure 4 shows the predictions obtained in this manner
~symbols! together with the transformations in Kryter’s
~1962a! Fig. 15 ~lines!. The black squares indicate the pre-
dictions for PB words drawn from a list of 256. Because one
free parameter—the masking-noise power,sN

2 ( i )—was
available for each predicted value, the fit could be made
perfect and the symbols fall exactly on the curve. The stars
show the predictions for PB-word recognition whenM
532. Considering that there were no free parameters to ob-
tain these fits, the agreement between the predictions and the

FIG. 4. Transformation between AI and predicted test performance for pho-
netically balanced words~PBW! and nonsense syllables drawn from lists
with 32, 256, and 1000 items. The curves are replotted from Fig. 15 of
Kryter ~1962a!. The symbols indicate predictions by the SRS model. See
text for details.
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curve is impressive. The predictions for PB-word recognition
whenM51000 are shown by the small black circles. These
predictions are substantially above the curve for 1000 PB
words. When the calculations are repeated withM58000,
the predictions indicated by the large black circles are ob-
tained. These predictions approximate Kryter’s~1962a!
transformation for lists of 1000 PB words quite well. Al-
though there are clear differences between the predictions
and the curve, the trend of Kryter’s~1962a! transformation is
captured by the model predictions.

When the cognitive noise power is increased to model
the recognition of nonsense syllables, the predictions indi-
cated by the small open circles (M51000) and large open
circles (M58000) are obtained. Again, the predictions for
M58000 match Kryter’s~1962a! curve reasonably well. The
difference between the SRS-model predictions for PB words
(M58000) and nonsense syllables (M58000) is compa-
rable to the differences between Kryter’s~1962a! curves for
1000 test stimuli, except that the difference predicted by the
SRS model appears slightly smaller than that between
Kryter’s curves at AIs of 0.1 and 0.2. Considering that
Kryter’s ‘‘relations are only approximate’’~Kryter, 1962a, p.
1697!, the SRS-model predictions are very good. Slightly
different fits could have been obtained had different model
parameters been selected, but the overall quality of the fit
would not have changed substantially.

3. Discussion

Listeners’ performance in speech-recognition tasks with
large stimulus sets appears to be described better whenM is
assumed to be larger than the stimulus set. No significant
discrepancy betweenM and the size of the stimulus set is
found when small stimulus-set sizes are used. A similar ef-
fect was observed by Green and Birdsall~1958!. They of-
fered the explanation that performance may be determined
by the number of response alternatives rather than the num-
ber of stimulus alternatives. When the stimulus set is small
and known to the listener, the listener will only consider
responses that are members of the stimulus set. When tested
with a test list of 1000 words, the list is not known to the
listener. The listener’s active vocabulary contains all words
on the list, but also other words. Because the listener is un-
familiar with the list, the received signal is compared with
representations of the entire active vocabulary, which effec-
tively makes the response set open. Some incorrect responses
will not be members of the stimulus set. This implies that the
number of response alternatives will often be larger than the
number of stimulus alternatives when the listener is unfamil-
iar with the stimulus set. In Eq.~1!, the parameterM repre-
sents the number of response alternatives considered by the
listener. When the SRS model is applied to open-set or
quasi-open set speech recognition, the number of response
alternatives available to the listener must be estimated. The
simulation of Kryter’s~1962a! transformations suggests that
the size of the listener’s active vocabulary is approximately
8000 words. This is in agreement with the assumption made
in Sec. III A to model Warrenet al.’s ~1995! data.

Supporting evidence for this interpretation has been
found by Pollack~1959a!, who showed that performance in a

closed-set word-recognition task is determined by the num-
ber of response alternatives rather than the number of stimu-
lus alternatives. In addition, data presented in a companion
paper~Müsch and Buus, 2001! indicate that the same is true
for consonant discrimination.

C. Effect of interaction between filter condition and
linguistic entropy on performance

The present model also predicts a phenomenon that can-
not be explained easily by AI-based models. The transforma-
tions in Fig. 4 reflect the AI models’ assumption that every
level of linguistic entropy~e.g., nonsense syllables, meaning-
ful words, and sentences! has its own fixed relation between
test score and AI. This assumption implies the existence of
fixed relations among the test scores obtained with speech
materials that differ in linguistic entropy. In other words, if
two different listening conditions yield identical percentages
of correct responses for one kind of material—e.g., nonsense
syllables—they should also yield identical performance for
another kind of speech material—e.g., words.

This implication is in conflict with data by Hirshet al.
~1954!, who measured the intelligibility of nonsense syl-
lables and polysyllabic words under two types of listening
conditions. In one type, unfiltered speech was presented in a
fixed-level white-noise masker. Intelligibility was manipu-
lated by adjusting the speech level to different SNRs. In the
second type of listening condition, fixed-level speech was
presented in quiet and intelligibility was manipulated by
high-pass and low-pass filtering the speech signal. When
word-recognition scores were plotted as a function of
syllable-recognition scores, the data showed that filtering
produced a different relation between the two test scores than
did masking. A masking condition and a filtering condition
that yielded identical syllable-recognition scores yielded
quite different word-recognition scores. The curves Hirsh
et al. ~1954! used to summarize the data in their Fig. 10 are
replotted in Fig. 5. The dashed curve summarizes the data for
the filter conditions and the solid curve summarizes the data
obtained in the wideband masking condition. The need for
two different curves indicates that the relation between AI
and predicted score depends not only on the speech material
and size of the response set, but also on the listening condi-
tion. Such a dependence, of course, runs counter to the AI’s
objective of being an intelligibility descriptor that is indepen-
dent of listening condition. The speech intelligibility index,
SII ~ANSI, 1997!, attempted to remedy this shortcoming by
using different band-importance functions for different
speech materials~Pavlovic, 1993!. Consequently, the SII
model does predict that the SII of any listening condition—
except those with a SII of unity—changes when a different
test material is used.

To test whether different band importance functions can
account for the interaction between filter condition, linguistic
entropy, and performance, the SII model was applied the
data by Hirshet al. ~1954!. Two SII values were calculated
for each filter ~or masking! condition. One SII value was
based on the importance function for the W-22 word list
~ANSI, 1997!. The other was based on the importance func-
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tion for nonsense syllables~ANSI, 1997!. The resulting SII
values were transformed into their corresponding intelligibil-
ity scores and plotted in the right panel of Fig. 5. Because the
transformation between SII and intelligibility is not specified
in the ANSI standard, the transformations were derived from
the data.3 The SII predicted that the low-pass condition~open
circles! and the broadband condition~black squares! should
be summarized by one function and the high-pass condition
~open triangles! by a separate function. This is at odds with
the data, which show that the high- and low- conditions were
summarized by the same function~dashed line! and the
wideband condition by a separate function~solid line!.
Clearly, the predictions with the SII model do not reflect the
trend in the data.

1. Analytical derivation

The interaction between linguistic entropy and listening
condition observed by Hirshet al. ~1954! can be explained
by the SRS model. First consider a qualitative analysis.

To demonstrate that the SRS model can account for the
phenomena observed by Hirshet al. ~1954!, one needs to
show that equality between thed’s for nonsense-syllable rec-
ognition in filter and wideband conditions,

dfilter8nonsense5dwideband8nonsense ~9!

implies that in a word-recognition taskd’s are larger in the
filter conditions than in the wideband conditions. That is,

dfilter8word.dwideband8word . ~10!

Using the discrete approximation in Eq.~7! together with the
fact thatscog is fixed for a given speech material, squaring
and simplifying, allows Eqs.~9! and ~10! to be written as

scognonsense

2 ~DF
22DW

2 !5DW
2 sF

22DF
2sW

2 , ~11!

and

scogword

2 ~DF
22DW

2 !.DW
2 sF

22DF
2sW

2 , ~12a!

respectively, when the substitutions

sF
25 (

i PF,W
(

j PF,W
~spi

spj
r i j !1 (

j PF,W
sNj

2 , ~12b!

sW
2 5 (

i PW
(
j PW

~spi
spj

r i j !1 (
j PW

sNj

2 , ~12c!

DF
25 (

j PF,W
D j

2, ~12d!

and

DW
2 5 (

j PW
D j

2 ~12e!

are made. Because the transmission systems~F for a filtered
system,W for a broadband system with added noise! are the
same for the two speech materials,DF andDW maintain their
values between Eq.~11! and Eq.~12a!. The setW encom-
passes all channels of the model and the setF encompasses
only those channels that fall into the filter’s passband~i.e., F
is a subset ofW, F,W!. If scogIword

2 5AscogInonsense
2 (A.0)

is substituted in Eq.~12a! one can solve forA and show that

A,
DW

2 sF
22DF

2sW
2

scognonsense

2 ~DF
22DW

2 !
, ~13!

where the fact thatF,W, which implies (DF
22DW

2 ),0, was
used. Combining Eqs.~11! and ~13!, it follows that A,1,
which indicates that the power of the cognitive noise in tests
involving word material is smaller than the power of the
cognitive noise in tests involving nonsense syllables. This is
in agreement with the assumptions of the SRS model.4 Thus,
a qualitative explanation for Hirshet al.’s ~1954! results is
inherent in the structure of the SRS model.

2. Quantitative analysis

a. Method. The curves used by Hirshet al. ~1954! to
summarize their results will be predicted with the SRS
model. They tested six high-pass and six low-pass condi-
tions. The high-pass filters and the low-pass filters had the
same cutoff frequencies, which weref c5200, 400, 800,
1600, 3200, and 6400 Hz. The level of the unfiltered speech
was 95 dB SPL. For the purpose of modeling, it is assumed
that the filters’ cutoff was infinitely steep so that channels in
the filter’s stop bands contribute neither signal nor noise to
the overall sensitivity index. Hirshet al. ~1954! also tested
speech in white-noise maskers of four different levels at four
SNRs~15, 21, 27, and213 dB!. They found that the test
score obtained for any fixed SNR varied with overall masker
level. Recently, Dubnoet al. ~2000a,b! showed that the de-
crease in intelligibility that occurs when the masker level is
increased while the SNR is kept constant is accounted for by
increased masking. Thus, if audibility is kept constant, per-
formance appears to be independent of level over a wide
range of levels. In keeping with this finding, the SRS model
predicts an effect of masker level only to the extent that
spread of masking increases with level, as long as the masker
levels are high enough to elevate the absolute threshold over
the entire range of speech frequencies. Because we are more

FIG. 5. The intelligibility of polysyllabic words in various listening condi-
tions is plotted as a function of nonsense-syllable intelligibility. The curves
are replotted from Fig. 10 of Hirshet al. ~1954!. They used the dashed curve
to summarize the data obtained under high-pass and low-pass filtering, and
the solid curve to summarize the data obtained under masking. The symbols
indicate model predictions. The left panel shows predictions with the SRS
model and the right panel shows predictions with the SII model. Open
circles represent low-pass filtering, triangles represent high-pass filtering,
and black squares represent wideband conditions. The shaded area in the
lower left indicates the performance range that is below chance perfor-
mance.
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interested in testing the model structure of Fig. 2 than the
excitation pattern model used to derive the excitation SNR in
the SRS model, we made predictions for only one masker
level ~50 dB SPL!. To fit the curves in Fig. 5, the powers of
the cognitive noises,scogInonsense

2 andscogIward
2 , were used as

free parameters.
b. Results. The predictions shown by the symbols in Fig.

5 were obtained withscogInonsense
2 550 andscogIword

2 58. They
follow the general trend of the curves very well. Clearly, the
SRS model can account for the finding that the relation be-
tween scores obtained with nonsense syllables and with
words depends on whether recognition performance is re-
duced by filtering or by masking.

c. Discussion. Although the two values for cognitive
variances used to account for Hirshet al.’s ~1954! data fol-
low the expectation that the cognitive noise should increase
with the entropy of the speech material, they are significantly
higher than the variances obtained in the other fits. This may
have to do with the test paradigm used in Hirshet al.’s
~1954! study. They used lists of 25 polysyllabic words and
50 nonsense syllables, which were shuffled and interspersed
with 50 monosyllabic words, 75 bisyllabic words, and sev-
eral sentences. The predictions of polysyllabic-word recog-
nition and nonsense-syllable recognition are made withM set
to 25 and 50, respectively. To take advantage of the re-
stricted response-set sizes, the listener had to decide in every
trial to which list the speech token belonged. The cognitive
effort involved in making this decision may explain the en-
larged cognitive variances.

The shaded area in the lower left corner of Fig. 5 shows
the area of the plot in which performance is worse than ex-
pected from guessing alone. Hirshet al.’s ~1954! curves start
at the origin of the graph and pass through this area. The
curves one would draw to summarize the model predictions,
on the other hand, start more nearly at the upper right corner
of the shaded area and would be more in line with expecta-
tions from chance performance. Thus, it appears that the de-
viation between Hirshet al.’s ~1954! curves and the predic-
tions reflect that the SRS model accounts for chance
performance, whereas the curves drawn by Hirshet al.
~1954! do not. Altogether it is clear that the SRS model is
capable of predicting how the relation between recognition
scores for words and for nonsense syllables depends on
whether the intelligibility is degraded by noise or by filter-
ing.

D. Interaction between linguistic entropy, SNR, and
language proficiency

The SRS model also explains interactions between lin-
guistic entropy and SNR in native and non-native listeners.
These effects were not yet modeled quantitatively and only a
discussion of the qualitative effects is presented here.

Pollack ~1964! measured the recognition accuracy of
words with high and lowa priori probability of occurrence
in a closed-set word-recognition test. As mentioned earlier,
he found that thed8 for words with higha priori probability
of occurrence is higher than thed8 for words with a lowa
priori probability of occurrence. Moreover, he observed that
the rate at whichd8 increases witha priori probability of

occurrence depends on the SNR. At low SNRs, when speech
is barely audible, thea priori probability of occurrence has
only a very small effect ond8. The effect ofa priori prob-
ability on d8 increases as the SNR increases. This trend is
predicted by the SRS model. As SNR decreases, the variance
in the auditory periphery,sp

2( i )1sN
2 ( i ), increases due to an

increasedsN
2 ( i ). Consequently, the total variance at the in-

put of the detector,sp
2( i )1sN

2 ( i )1scog
2 is affected less in

relative terms by a given change inscog
2 when the SNR is

low than when it is high. The reduced effect of changes in
scog

2 on the overall variance is reflected in a smaller change
of d8. A similar trend was observed by Dubnoet al. ~2000a!,
who measured recognition of words embedded in sentences
with high- and low-contextual constraints as a function of
SNR. Their results show that performance increases faster
with SNR in the high-predictability condition than in the
low-predictability condition. The performance difference is
smallest at the low SNRs and increases with SNR. The SRS
model predicts this trend owing to the assumption of a cog-
nitive noise.

Further support comes from a study by Mayoet al.
~1997!, who measured the intelligibility of words in high-
and low-predictability sentences as a function of SNR in
native and non-native listeners. Using speech babble as a
masker, they also found that in any listening condition their
native listeners performed better with the high-predictability
sentences than with the low-predictability sentences. The
performance-intensity functions for high-predictability sen-
tences were steeper than the performance-intensity functions
for low-predictability sentences, and the functions were more
nearly equal at the low SNRs. This is in agreement with
Dubno et al.’s ~2000a! finding and with predictions of the
SRS model.

In addition, Mayoet al. ~1997! measured the intelligibil-
ity of words in high- and low-predictability sentences as a
function of SNR in non-native listeners, who were highly
proficient in English. At any SNR, native listeners performed
better than non-native listeners. The slopes of the non-native
listeners’ performance-intensity functions for low- and high-
predictability sentences did not differ significantly and were
shallower than the slopes of the native listeners’
performance-intensity functions for low-predictability sen-
tences. This indicates that non-native listeners were less able
than native listeners to take advantage of contextual informa-
tion in adverse listening conditions. Similar findings were
reported by Florentine~1985!.

These relationships can be explained by the SRS model
if it is assumed that the power of the cognitive noise is larger
in non-native listeners than in native listeners. When the cog-
nitive noise is increased, the relative change in the overall
noise power caused by any given change in the power of the
audibility-related noise is reduced. Thus, increased cognitive
noise produces a reduced rate of improvement of recognition
performance with increasing SNR. In other words, the
performance-intensity functions are predicted to be shal-
lower in non-native listeners than in native listeners if the
cognitive noise is enlarged in non-native listeners.

There are several reasons to assume that the noise power
is larger in non-native listeners than in native listeners. An
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obvious assumption is that non-native listeners are less fa-
miliar with the lexicon and the linguistic constraints of the
language than native listeners. This causes them to devote
more cognitive effort to the speech recognition task, which
introduces a larger cognitive variance. Experiments with
speech recognition under divided attention appear to support
this interpretation~Boothroyd, 2000!.

Regardless of where the additional noise originates, the
assumption of increased noise in non-native listeners’ speech
perception allows the SRS model to predict qualitatively the
differential effect of linguistic entropy, SNR, and language
proficiency on speech-recognition performance.

IV. CONCLUSIONS

The SRS model, which is presented in this article, ap-
pears capable of predicting a wide range of data in the lit-
erature. None of these data are easily predicted in the frame-
work of the articulation index. The primary strengths of the
SRS model are that it can predict interactions between lis-
tening condition and the linguistic entropy of the speech ma-
terial, account for redundancy in the speech signal, and pre-
dict synergetic interaction among disjoint bands of speech.
The latter listening conditions are excluded from the scope of
the AI ~ANSI, 1969! and the SII~ANSI, 1997!. The effect of
linguistic entropy on intelligibility is modeled by a single
variable, which is a measure of the variance introduced by
the cognitive processes involved in speech recognition. In
addition, the structure of the SRS model accounts for the
effect of the number of available response alternatives on test
performance.

Approximate values of the parameters contained in the
SRS model can be derived from the data considered in this
article and the companion paper~Müsch and Buus, 2001!:

~1! The inherent discriminability of the phonetic information
in naturally produced speech appears to be well de-
scribed by a sensitivity index ofdp853.5 within some
narrow band.

~2! The contribution to the congruence index appears to be
well described by the importance-density function for
nonsense syllables of the SII~ANSI, 1997!. The SRS
model employs a scaled version with a scale factor cho-
sen to make the average congruence-index in a 1-Bark-
wide band equal to unity. The scale factor can be chosen
arbitrarily, because the model’s predictions are unaltered
if d, scog, sN , and sp are all multiplied by the same
factor.

~3! The fit to Warrenet al.’s ~1995! data indicates that the
variance introduced by the cognitive processes involved
in the recognition of everyday sentences is around
scogIsentences

2 50.006. Kryter’s ~1962a! transformations
between AI and intelligibility are well described by the
SRS model when it is assumed that variances introduced
by the cognitive processing of isolated words and non-
sense syllables arescogIPW-words

2 50.01 andscogInonsense
2

51, respectively. These values are internally consistent
and provide an estimate of the cognitive variances in-
volved in speech recognition.

~4! The cognitive variances needed to account for Hirsh
et al.’s ~1954! data are significantly higher than those
obtained in the other fits. This may have to do with the
test paradigm used in Hirshet al.’s ~1954! study.

~5! The fits to the data of Warrenet al. ~1995! and the trans-
formations of Kyter~1962a! indicate that in open-set rec-
ognition tasks listeners match the received signal to a set
of M58000 templates.
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1Independence is meant in an information-theoretical sense. There might be
band interaction due to a physical interaction between the bands that results
from the spread of excitation. At low levels, where there is no spread of
excitation, all AI models—with the exception of Fletcher and Galt’s~1950!
method—assume that the bands are truly independent. The AI model by
Fletcher and Galt~1950! does predict that synergetic interaction between
bands may exist. In Fletcher and Galt’s~1950! model, the sum of the Als
obtained in two single-band conditions does not equal the AI obtained in
the dual-band condition, even in the absence of mutual masking. However,
this interaction is too small to account for the synergetic interaction ob-
served in speech tests.

2A transformation for sentence material, also included in Kryter’s~1962a!
Fig. 15, could not be modeled because the size of the response set was
unclear.

3To derive the transformation between SII and intelligibility, which is not
specified in the standard, the measured word intelligibility scores of Hirsh
et al. ~1954! were plotted as a function of SII calculated with the W-22
importance function. Equation~8! was fitted to these points and taken as the
transformation between SII and intelligibility for word material~best-fitting
p50.22!. Likewise, the measured intelligibility scores for nonsense syl-
lables~Hirsh et al., 1954! were plotted as a function of the SII calculated
with the importance function for nonsense syllables~ANSI, 1997!, and the
function generated by the best-fittingp (p50.81) was taken as the trans-
formation between SII and intelligibility of nonsense syllables.

4To satisfy A.0, one needs 1,DW
2 /DF

2,sW
2 /sF

2, which is the only con-
straint on the model parameters.
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Using statistical decision theory to predict speech
intelligibility. II. Measurement and prediction
of consonant-discrimination performance
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The speech recognition sensitivity~SRS! model@H. Müsch and S. Buus, J. Acoust. Soc. Am.109,
2896–2909~2001!# was tested by applying it to consonant-discrimination data collected in this
study. Normally hearing listeners’ abilities to discriminate among 18 consonants were measured in
58 filter conditions using two test paradigms. In one paradigm, listeners chose among all 18 stimuli.
In the other, response alternatives were restricted to the correct response and eight consonants that
were randomly selected among the 17 incorrect response alternatives. The effect of the number of
response alternatives on performance can be described by statistical decision theory. Most filter
conditions included one or more sharply filtered narrow bands of speech. Depending on the
selection of bands, listeners’ performance in multi-band conditions falls short of, equals, or exceeds
the performance expected from multiplication of the error rates in the individual bands. The
performance advantage in multi-band conditions increases with average band separation. The SRS
model provides a good fit to the data and predicts the data more accurately than does the speech
intelligibility index. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1371972#

PACS numbers: 43.66.Lj, 43.71.Es, 43.71.Gv@RVS#

I. INTRODUCTION

In a companion article, Mu¨sch and Buus~2001! intro-
duced the speech recognition sensitivity~SRS! model, which
uses statistical decision theory to predict speech intelligibil-
ity from the audibility spectrum of the speech signal, the
linguistic entropy ~van Rooij and Plomp, 1991! of the
speech, and the number of response alternatives. They
showed that the SRS model accounts for several sets of data
from the literature that cannot be explained easily with
articulation-index-~AI ! based models~French and Steinberg,
1947; Beranek, 1947; Fletcher and Galt, 1950; Kryter, 1962;
ANSI, 1969, 1997!. The SRS model and AI-based models
combine the information in distinct spectral bands in funda-
mentally different ways. As a result, the SRS model can
predict synergetic band interactions that AI-based models
cannot account for. The SRS model also predicts the effects
of interactions between linguistic entropy and filter condition
on test scores. In addition, the SRS model appears to predict
the effects of interactions among linguistic entropy, signal-
to-noise ratio, and language proficiency on test scores. These
effects cannot be explained by the AI models. Finally, the
effect of the number of response alternatives on test perfor-
mance, which must be determined empirically in
articulation-index-based models, is described by the model
structure. In short, the SRS model appears able to account
for several phenomena that the articulation-index-based
models, at best, have difficulty explaining.

A detailed explanation of the SRS model and its under-
lying assumptions is given in Mu¨sch and Buus~2001!.
Briefly, the SRS model assumes that listeners correlate an
auditory representation of the received signal with memo-

rized templates of ‘‘ideal’’ representations of speech signals.
All ideal signal templates are assumed to be mutually or-
thogonal. The ideal signal matches exactly one of the tem-
plates, and the correlation between this template and the
ideal signal is unity. The correlation between the ideal signal
and all other templates is zero. If the listener received the
ideal signal, performance would be perfect. In practice, how-
ever, only a noise-degraded version of the signal is available
and the correlations between the noise-degraded signal and
the templates become random variables. These random vari-
ables can be transformed into decision variables with equal
variances and means that are zero for the nontarget templates
and larger than zero for the target template. In the following,
the mean value of the transformed correlation between the
auditory representation of the signal and the target template
is called the congruence index,D. After correlating the rep-
resentation of the received signal with all templates, the de-
tector selects the template with the highest congruence index
as the received signal. Performance depends, among other
things, on the relation between the variance of the trans-
formed random variables and the congruence index.

The model includes three sources of performance-
limiting noises. One is related to the speech-production pro-
cess. It arises because any utterance produced by a speaker
only approximates the ideal template. The difference be-
tween the ideal signal that the talker attempts to produce and
the waveform actually produced is a production-related
noise.

The second noise source is related to the audibility of
the speech signal. When the speech signal is clearly audible
~i.e., more than 30 dB above threshold! intelligibility is
maximal and no additional variance is introduced. As audi-
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bility decreases, an additional variance is introduced to
model the associated decrease of intelligibility.

The third noise source models the effect of linguistic
entropy on intelligibility. Spoken messages with a high de-
gree of sequential redundancy~e.g., sentences! require less
audibility than messages with little redundancy~e.g., isolated
words! to be recognized with equal accuracy~Miller et al.,
1951!. To account for this effect, the model assumes an ad-
ditional variance whose magnitude depends on the linguistic
entropy of the speech material. The additional variance is
small when the message has a high degree of redundancy and
the variance is large when the redundancy in the message is
small.

Predicted performance also depends on the number of
response alternatives considered by the listener. For any lis-
tening condition, performance increases as the number of
response alternatives decreases~Miller et al., 1951!. In
forced-choice,M-alternative speech-recognition tests, the
number of response alternatives is assumed to be equal to the
number of stimulus alternatives if the listener is aware of all
possible stimuli. In open-set recognition tasks, or if the lis-
tener is unaware of the test set, the number of response al-
ternatives is assumed to equal the size of the listener’s active
vocabulary, possibly reduced to include only groups of items
~e.g., nouns or two-syllable words! from which the stimuli
are chosen.

One reason for adopting this model structure is its ability
to account for redundant and synergetic interactions among
spectral components of speech~speech bands!. When evalu-
ating redundancy or synergy, we will follow classical AI
concepts, according to which speech bands are considered to
contribute independently to intelligibility. Independence
means that the probability of erring in the recognition of a
phoneme in a broadband listening condition equals the prod-
uct of the error probabilities that are measured when the
speech bands that form the broadband condition are tested in
isolation. When the error probability in a broadband condi-
tion is less than the product of the error probabilities in the
individual subbands, the bands interact with synergy. Con-
versely, when the error probability in the broadband condi-
tion is larger than the product of the error probabilities in the
individual bands, the bands are considered to carry redundant
information.

Articulation-index-based models of speech intelligibility
~French and Steinberg, 1947; Beranek, 1947; Fletcher and
Galt, 1950; Kryter, 1962; ANSI, 1969, 1997! provide little
flexibility to account for synergetic and redundant interac-
tions among speech bands, because they are based on the
assumption that speech bands contribute independently to the
AI. Because band interactions are most noticeable when the
speech spectrum is restricted to a few, spectrally disjoint
speech bands, such conditions are excluded from the scope
of the standardized AI models. To test the validity of the
SRS model, which was designed to overcome this limitation,
the experiment reported in this article focuses primarily on
listening conditions that fall outside the stated scope of stan-
dardized AI models~ANSI, 1969, 1997!.

To test the dependence of intelligibility on the number
of response alternatives that is inherent in the SRS model

structure, the experiments were performed with two response
paradigms, which differed only in the number of response
alternatives available to the listener. The second part of this
article considers the ability of the SRS model and the speech
intelligibility index ~SII, ANSI, 1997! to account for the
data.

II. MATERIAL AND PROCEDURE

Listeners’ ability to discriminate among 18 consonants
presented in a consonant-vowel~CV! context was tested in
58 filter conditions. Listeners were instructed to ignore the
vowel identity and to report only the perceived consonant. In
the first part of the experiment, all 18 possible consonants
were offered as response alternatives. In the second part of
the experiment, the same stimulus set was tested under the
same filter conditions, but the number of response alterna-
tives was reduced to nine consonants by eliminating nine
response alternatives selected at random among all 17 incor-
rect response alternatives on any given trial. Therefore, all 18
consonants were equally likely to be valid responses. This
response paradigm allows distinguishing between the effects
of stimulus-set size and response-set size.

A. Test conditions

Each filter condition is composed of one or more one-
critical-band-wide passbands. With a few exceptions, the
bands in multiple-band conditions are spectrally separated by
stopbands that are one or more critical bands wide. The
speech level in each band is expressed by means of the band
attenuation introduced by the filter. The long-term average
speech level of theunfilteredspeech at the input of the filter
was held constant at 80 dB SPL throughout the experiment.

The audibility of any speech band was desired to be
independent of the presence or absence of other speech
bands. To this end, those parts of the speech spectrum that
were removed by filtering were replaced by noise whose
spectrum was shaped to match the average speech spectrum
for normal vocal effort as defined in ANSI~1997! standard
S3.5. The masking produced by the noise can only approxi-
mate the masking that the speech bands it replaces would
have caused, because the masker must be steady in order not
to encode any speech information~Shannonet al., 1995!.
Therefore, the masking excitation caused by the noise is
steady, whereas the masking excitation caused by speech co-
varies with the short-term level of the masked speech band.
To avoid masking the low-level consonants, the constant
masker level must be lower than the long-term average
speech level, which is dominated by the level of the vowels.
On the other hand, the masker level should approximate the
long-time average speech level to simulate the spread of ex-
citation that would have resulted during vowel presentation.
To balance these opposing goals, the level of the speech-
shaped noise masker was set to 40 dB SPL.

This masker was modified for every filter condition by
inserting spectral notches that mirrored the passbands of the
speech in that filter condition. The speech spectrum and the
masker spectrum in each condition were complements that
spanned the entire range of the speech spectrum without
overlapping.
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The edge frequencies of the passbands, as well as the
band attenuations for every filter condition, are listed in
Table I. Each row, identified by a condition number, repre-
sents one filter condition. The header specifies the edge fre-
quencies of the passbands. The critical-band rates at the
lower and upper edge frequencies are noted left and right of
the slash, respectively.1 Note that the bands listed in the
header are adjacent and range from 1 to 21.2 Barks~100 to
8000 Hz!.

The bands represented by each column are 1 Bark wide,
with the exception of the bands corresponding to the left-
most and right-most columns, which are 3 and 2.2 Barks
wide, respectively. The numbers in the table represent the
attenuation in dB of the speech signal in the bands relative to
the level of the original speech within that band. Empty cells
indicate that the speech in these bands was removed and
replaced by speech-shaped noise. For example, in filter con-
dition 25, the speech signal is restricted to the critical-band
rates between 9 and 10 Barks and between 15 and 16 Barks.
The speech level in these bands is attenuated 8 dB in the low
band and 10 dB in the high band relative to the levels in
these bands when the overall speech level is 80 dB SPL.
Listening conditions marked with an asterisk were tested
with twice as many repetitions as the unmarked conditions.

B. Test material

The test material was provided by researchers at the
University of California, Los Angeles~UCLA!, who re-
corded 18 consonants in the context of three vowels for two
male and two female talkers~16-bit resolution and 16-kHz
sampling frequency!. The consonants are listed in Table II.
Each talker spoke each consonant eight times in conjunction
with the vowels /a/, /i/, and /u/. Thus, 1728 tokens were
recorded. All tokens were rms equalized so that the unfil-
tered speech was always at the same level. The rms equal-
ization keeps the intensity of the vowels nearly constant and
the natural differences among the intensities of the conso-
nants are maintained. The masker duration in each trial was
2046 ms, and the syllables, which were shorter than the
masker, were temporally centered in the masker.

C. Test procedure

Listeners sat in a sound-attenuating booth wearing head-
phones through which the speech and masker were presented
to the right ear. Each experiment was divided into 280 blocks
~@58 unique filter conditions plus one repetition of 12 filter
conditions#34 talkers!. Each block consisted of 54 trials~18
consonants33 vowels!. Within a block of trials, every con-
sonant was presented three times, once with each vowel. All
tokens within a block of trials were spoken by the same
talker and processed by the same filter condition. For each
trial, the syllable that was presented was chosen at random
among the eight recordings of that syllable. After a
consonant-vowel pair had been presented, all valid response
alternatives were displayed on a computer screen inside the
booth. The response alternatives were represented by tran-
scriptions of the associated consonants~see Table II!. The
listeners indicated their selections by moving a cursor over

the appropriate response and hitting a key. Listeners were
given practice with unfiltered speech to ensure that they
could associate the perceived phoneme with the transcription
on the computer screen~see Table II!.

D. Listeners

Five young female adults whose first language is
American-English were recruited for the study. Their audio-
grams, acoustic reflexes, and tympanograms were clinically
normal. To be admitted to the study, listeners’ performance
for unfiltered speech presented in the quiet had to exceed
90% correct responses. One listener, who could not meet this
criterion after 2 h of practice, was not accepted into the
study. Thus, the data presented are for four listeners, who
participated in both parts of the experiment. All listeners
were paid for their time.

E. Signal processing

The signal was filtered digitally in the frequency domain
~TDT AP2! with a FIR filter whose coefficients were derived
in a two-step process. First, the filter’s transfer function was
specified in the frequency domain. The filter slopes were
linear on a critical-band-rate scale with slopes of2100 dB/
Bark towards low critical-band rates and 50 dB/Bark towards
high critical-band rates. To reduce the temporal distortion
introduced by the filters, the impulse response was win-
dowed in the time domain by a 20-ms Hanning window and
transformed back into the frequency domain where it was
multiplied with the discrete Fourier transform of the speech
signal. As a result of the windowing, the frequency response
is smoothed, but the deviations from the ideal transfer func-
tion are small.

The masker was generated digitally and mixed with the
signal before D/A conversion~TDT DD1!. The overall level
of the analog signal was adjusted~TDT PA4! and led to a
headphone buffer~TDT HB6!, which fed the right earpiece
of a Sony MDR-V6 headset.

III. RESULTS AND DISCUSSION

A. Effect of response-set size

1. Results

The filter conditions were selected to encompass a wide
range of performances and the average results span the range
from just above chance for the low-level single-band condi-
tions to near perfect in the wideband conditions. The scores
in all 58 filter conditions, averaged across all four listeners,
are listed in Table III for the two response paradigms. The
results for the individual listeners, together with the group
average, are shown in Fig. 1. The percentage of correct con-
sonant identifications is plotted as a function of the sensitiv-
ity index, d8. The solid lines show the theoretical relation
betweend8 and the percentage of correct responses. This
relation is described by

Pc5E
2`

`

f SN~x,d8,1!•FN
M21~x,0,1! dx ~1!
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TABLE I. Listing of the filter conditions used. Each row represents one filter condition. Each column specifies one potential passband. In each column
heading, the numbers to the left and right of the slashes specify the critical-band rates at the passbands’ lower and upper edges, respectively. The numbers in
the table represent the attenuation in dB of the signal in the bands relative to the unfiltered speech level. Empty cells indicate that the speech in these bands
was filtered out and replaced by speech-shaped noise. See text for details.

Filter
condition

Critical-band rates at band edges

1/4 4/5 5/6 6/7 7/8 8/9 9/10 10/11 11/12 12/13 13/14 14/15 15/16 16/17 17/18 18/19 19/21.2

1 25
2* 25
3 16
4* 8
5 0
6 25
7* 25
8 16
9* 8

10 0
11 25
12 30
13 40
14* 30
15 20
16* 10
17 0
18 30
19 30

20 25 25
21 25 30
22* 25 30
23 25 10
24 8 30
25* 8 10
26 25 30
27 25 30
28 25 25
29* 25 25
30 8 25
31 25 8
32* 8 8
33 25 25

34 30 30
35 30 30
36 30 30
37 25 30
38 25 30
39* 25 30
40 8 30
41 25 10
42* 8 10
43 25 30

44 25 25 30
45 25 25 30
46 25 25 30
47 8 8 10
48 25 25 30 30
49 25 25 30 30
50 25 8 10 30
51 25 25 25 30 30 30
52 25 25 25 30 30

53 25 25 25
54 30 30 30 30 30
55 30 30 30 30 30
56 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10
57 20 20 20 20
58 10 10 10 10 25 25 25 25
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~Hartmann, 1998!, wherePc is the proportion of consonants
identified correctly,f SN(•,d8,1) is the Gaussian probability
density function with meand8 and unit variance, and
FN(•,0,1) is the cumulative Gaussian probability function
with zero mean and unit variance. The relation depends on
the number of available response alternatives,M. The upper
curve is forM59 and the lower is forM518.

The filled circles show data obtained with the unre-
stricted response set of 18 consonants~part one of the ex-
periment! and the unfilled circles show the data obtained
when the response set is restricted to nine response alterna-
tives ~part two of the experiment!. The error bars show plus
and minus one standard error. Each graph holds 58 pairs of
data points. Each pair corresponds to one filter condition.
The SRS model predicts that for a given listener, the two
members of any pair have the same sensitivity index~i.e.,
they are aligned vertically!, because they differ only in the

number of response alternatives, which has no effect on the
congruence index or the powers of the performance limiting
noises. Each pair is plotted at thed8 that minimizes the sum
of the weighted squared vertical distances between the data
points and the solid lines. The weights were inversely pro-
portional to the standard error of the measurement.

Note that thed’s shown in Fig. 1 were not calculated by
the SRS model, but were selected for each listening condi-
tion to minimize the difference between the measured per-
formances and those predicted by Eq.~1!. This is justified,
because in this section we are only concerned with the accu-
racy of the transformation betweend8 and percent correct
and its dependence on the number of response alternatives.
In Sec. IV the data will be compared with predictions ob-
tained from the full SRS model; for the present discussion,

TABLE II. Consonants used in the discrimination task in notation of the International Phonetics Association
~upper row! and the corresponding representations on the response screen~bottom row!.

IPA symbol
b d g p t k m n s z b c f v Y Z $c #b

Representation on response screen
b d g p t k m n s Z sh SH f V th TH j ch

TABLE III. Consonant-identification performance in percent averaged
across four listeners. The condition identifier~column headed ‘‘ID’’! corre-
sponds to the filter condition in the left-most column of Table I. Scores in
the columnM518 were obtained with the full response set, and scores in
the columnM59 were obtained when the response set was limited to nine
alternatives.

Average consonant-identification performance~%!
ID M518 M59 ID M518 M59

1 17.4 32.2 30 30.0 46.1
2 11.5 19.5 31 34.6 48.4
3 18.4 31.6 32 35.6 50.5
4 23.7 38.0 33 32.2 43.9
5 25.2 42.6 34 56.7 66.2
6 10.4 16.3 35 51.7 60.9
7 13.9 21.6 36 40.5 51.5
8 21.2 30.1 37 44.7 55.3
9 27.0 42.5 38 41.0 51.7

10 28.9 41.0 39 44.5 55.3
11 18.4 25.5 40 48.4 62.8
12 19.7 28.4 41 47.5 64.1
13 20.9 29.7 42 54.9 69.6
14 33.3 45.4 43 50.3 60.5
15 35.5 54.2 44 45.4 56.7
16 37.9 53.8 45 51.5 63.3
17 35.0 51.3 46 52.5 67.7
18 30.2 42.6 47 65.4 79.4
19 26.6 38.1 48 64.2 74.2
20 25.9 39.0 49 77.3 84.6
21 34.5 43.3 50 80.6 89.7
22 43.8 56.1 51 78.9 84.8
23 52.4 65.7 52 79.7 88.9
24 53.6 64.4 53 29.6 44.6
25 60.9 73.1 54 30.6 48.6
26 42.6 54.4 55 68.9 80.3
27 43.6 53.2 56 92.7 96.6
28 16.7 27.5 57 55.1 66.0
29 20.8 35.0 58 78.5 86.7

FIG. 1. Consonant-recognition scores as a function of identification sensi-
tivity, d8. The top panel shows average data for the four listeners; the lower
panels show data for individual listeners. The unfilled symbols are forM
59 and the filled symbols are forM518. The lines are graphical represen-
tations of Eq.~1! @M59 ~upper line! andM518 ~lower line!#. See text for
details.
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the important point is that the effect of changing the number
of response alternatives clearly is modeled very well by
changingM in Eq. ~1!.

2. Discussion

An important assumption of the SRS model is that the
speech recognition sensitivity is related to test performance
by Eq.~1! and that the parameterM in Eq. ~1! is the number
of response alternatives considered by the listener. The data
presented here support this assumption. The SRS model pre-
dicts that for any given sensitivity~i.e., listening condition
and test material!, the performance decreases when the num-
ber of possible responses considered by the listener in-
creases, as described by Eq.~1!. This idea was first proposed
by Green and Birdsall~1958!, who applied it successfully to
data by Miller et al. ~1951!. Miller et al. ~1951! measured
the intelligibility of words drawn from phonetically balanced
lists of different sizes. For any listening condition, perfor-
mance decreased as the length of the list increased. For lists
with 2, 4, 8, 16, 32, and 256 words, Eq.~1! accounted well
for the performance change whenM equaled the length of
the list. For a list length of 1000 words, however, Eq.~1!
described performance better whenM was set to 4000 rather
than 1000. Green and Birdsall~1958! suggested that the per-
formance depended on the number of response alternatives
rather than on the number of stimulus alternatives. When the
stimulus set is small and known to the listener, the stimulus
set and the set of response alternatives considered by the
listener are identical. However, these sets dissociate when
the list is unknown to the listener or is so large that listeners
cannot memorize it accurately. In these cases, they compare
the internal representation of the received signal with the
representations of their entire active vocabulary, possibly re-
duced by lexical constraints implied by the test list. When
the list encompassed 1000 items, listeners were likely to re-
spond as if the response set were open. In these conditions,
therefore,M in Eq. ~1! must equal the size of the listener’s
active vocabulary, which was estimated to be 4000. Like-
wise, Müsch and Buus~2001!, who used the SRS model to
predict Kryter’s~1962! transformations between AI and per-
formance for different test-set sizes, concluded that condi-
tions employing test lists with 1000 items clearly were mod-
eled better whenM in Eq. ~1! was 8000 instead of 1000.

Green and Birdsall’s~1958! suggestion that intelligibil-
ity is determined by the number of response alternatives con-
sidered by the listener is supported by data from Pollack
~1959!. He varied the stimulus- and response-set sizes in a
word-recognition task independently and found that perfor-
mance depends strongly on the size of the response set and
much less on the size of the stimulus set.

The results of this study corroborate Pollack’s~1959!
finding. Because the stimulus sets were the same in both
parts of the experiment, the performance difference between
the two experimental conditions shows that the number of
response alternatives considered by the listener has a strong
influence on performance. Moreover, Eq.~1! appears to ac-
count for the effect of response alternatives on performance.
This is seen in Fig. 1, which shows that the difference in
performance between the two response paradigms are well

summarized by Eq.~1!. The ability of Eq.~1! to account for
the effect of the number of response alternatives on perfor-
mance is further illustrated in Fig. 2, which shows thed’s
derived from scores obtained with 18 response alternatives
plotted as a function of thed’s derived from the scores ob-
tained with nine response alternatives. Thed’s were related
to the test scores by inverting Eq.~1!. The proximity of the
points to the diagonals in Fig. 2 indicates that the perfor-
mance differences between the two test paradigms can be
explained by Eq.~1! if the parameterM is set to the number
of response alternatives given to the listener. This finding,
which holds for individual listeners as well as for the average
across listeners, indicates that thed8 in each filter condition
is independent of the number of response alternatives, which
is a basic assumption of the SRS model. Equation~1! is
based on the assumption that the mental templates of the
internal representations of the ‘‘ideal’’ signals are mutually
orthogonal. The fact that Eq.~1! can model the effect of the
number of response alternatives on performance also implies
that deviations from this assumption are small and can be
ignored if one is only interested in the overall identification
performance.

FIG. 2. Sensitivity index in the test condition withM518 response alter-
natives as a function of the sensitivity index withM59 response alterna-
tives for 58 filter conditions. The sensitivity index is derived from the ob-
served proportion of correct identifications by inverting Eq.~1!. The top
panel shows data derived from the average percentages of correct responses
across the four listeners. The lower four panels show data for individual
listeners.
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B. Synergetic and redundant band interactions

1. Results

The effect of redundant and synergetic band interaction
in the data collected for this study can be seen in Fig. 3,
which shows the extent to which the performances obtained
in the multi-band filter conditions~20 through 52! differ
from those calculated from the performances obtained for the
constituent single bands under the assumption that their error
probabilities multiply. The calculated performances were
transformed into rationalized arcsine units~rau; Studebaker,
1985! and subtracted from the actual multi-band perfor-
mance scores, which were also transformed into rau. This
difference is plotted as a function of the average spectral-
band separation for two sets of data. The filled circles show
data calculated from the average data for our four listeners.
The unfilled circles show the data calculated from predic-
tions by the SRS model. Positive differences indicate that the
bands interacted with synergy and negative differences indi-
cate that the bands carried redundant information. The re-
gression line for the listeners’ data~solid line! shows that
redundancy tends to decrease and synergy tends to increase
as the average band separation grows. The redundancy ap-
pears to be larger when the response-set size is small (M
59) than when the response-set size is large (M518).
These trends also are apparent in the data calculated from
predictions by the SRS model.~The SRS-model predictions
used to calculate the values for the unfilled circles in Fig. 3
are described in Sec. IV.!

2. Discussion

Figure 3 shows that disjoint speech bands combine with
synergy in some filter conditions but with redundancy in
other conditions. The likelihood that bands interact with syn-
ergy increases with their frequency separation.

Two factors are likely to be responsible for the shift
from redundant to synergetic interaction that accompanies an
increase in average band separation. The first factor pertains
to spread of masking and explains why redundant interaction
decreases as band separation increases. Although the bands
in the single-band condition were embedded in masking
noise to approximate the masking caused by the additional
bands in the multi-band condition, the effective masking of
any target band was likely to be stronger in the multi-band
condition than in the single-band condition. The difference in
effective masking between the two conditions decreases with
increasing band separation. If masking in the multi-band
condition exceeds masking in the single-band conditions, the
bands will appear to carry redundant information. Because
the masking difference decreases with increasing band sepa-
ration, the apparent redundancy produced by masking also
decreases with increasing band separation.

The second factor is related to the speech-production
process. The SRS model postulates the existence of a
production-related noise, whose spectral components are par-
tially correlated. As will be explained in the next section, the
correlation is assumed to decrease with increased spectral
separation. The power of a noise composed of partially cor-
related components decreases as the correlation among its
components decreases. Therefore, increased band separation
results in reduced overall variance. Reduced overall vari-
ance, in turn, leads to improved performance. Therefore, any
two bands with a given intelligibility will yield a higher
dual-band score when the bands are widely separated than
when they are close together.

This is reflected in Fig. 3, in which the multi-band ad-
vantage~calculated as the difference from the score obtained
by combining the single-band scores under the assumption of
band independence! increases with the average band separa-

FIG. 3. The difference~ordinate! between the performance obtained in a multi-band condition and that calculated by multiplication of the error probabilities
obtained for the individual bands is plotted as a function of average band separation~abscissa!. Performances are inrau. Positive differences indicate that the
bands interacted with synergy; negative values indicate that they carried redundant information. The filled circles show the redundancy/synergy calculated
from themeasuredperformances. The unfilled circles show the redundancy/synergy calculated from theSRS model predictions. The left and right panels are
for 18 and 9 response alternatives, respectively. The lines are the best-fitting regression lines. The solid lines are for the measured performances~filled circles!
and the dashed lines are for the SRS model predictions~unfilled circles!. The trends indicate that synergy increases with band separation. See text for details.
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tion. A two-way analysis of covariance@ANCOVA; Dz
~continuous variable! by number of response categories~two
levels: M59 andM518!# showed that the amount of syn-
ergy increased significantly as the average frequency separa-
tion between the disjoint speech bands increased
@F(1,62)528.3; p,0.0001#.

Although the effect of the number of response categories
and the interaction between the number of response catego-
ries and frequency separation were not significant (p
.0.05), the band interaction appears to depend on test for-
mat. The synergy seems larger when the number of response
alternatives is 18 than when it is nine. The explanation for
this phenomenon is likely to be found in the shape of the
curve that relatesd8 to performance@Eq. ~1! and Fig. 1#.
When the local slope of the curve increases over the range of
d’s encompassed by the single- and multi-band conditions,
synergy will tend to be larger than when the slope is nearly
constant over the region ofd’s encompassed by the single-
and multi-band conditions. Specifically, when thed’s for the
single bands fall onto the shallow part of the curve and the
d8 for the dual-band condition—which is always larger than
the d8 for the most intelligible single band—falls on the
steep part, the predicted intelligibility in the dual-band con-
dition will be larger than when the slope of the transforma-
tion function does not increase. Consequently, synergy is
more likely to be observed when the transformation function
steepens in the range ofd8 predicted by the model. AsM in
Eq. ~1! increases, the curves become shallower at smalld’s
and steeper atd’s that correspond to medium performance
levels. Consequently, the likelihood that bands interact with
synergy increases with the number of response alternatives
given the listening conditions used in the present study.

Steeneken and Houtgast~1999! recently proposed a
modification of the Articulation Index in which the contribu-
tion to the Articulation Index by each octave band of speech
can be lowered depending on the contribution of the adjacent
lower-frequency band. This approach might model the re-
dundant band interaction between adjacent octave bands, but
it cannot account for the synergetic band interaction seen in
Fig. 3.

IV. MODEL PREDICTIONS

In this section, the discrete approximation of the SRS
model ~Müsch and Buus, 2001! and the SII model~ANSI,
1997! will be applied to the data.

A. Method

1. SRS model

The discrete approximation of the SRS model requires
that the speech spectrum be described by the band levels of a
set of adjacent spectral bands. Accordingly, the speech spec-
trum is divided into 19 bands. All bands are one critical band
wide, with the exception of the band at the highest frequen-
cies, which is 2.2 Barks wide. The SRS model derives the
recognition sensitivity,d8, as

d85
( iD~ i !

A( isN
2 ~ i !1( i( j„r ~z~ i !,z~ j !!sp~ i !sp~ j !…1scog

2
, ~2!

where the summation indexesi and j run over all bands. For
every band the congruence index,D( i ), the power of the
production noise,sp

2( i ), and the power of the audibility-
related noise,sN

2 ( i ), must be determined. In addition, the
power of the cognitive noise,scog

2 , and the correlation,
r ( i , j ), between the production noises in the bands centered
at z( i ) and z( j ) must also be defined. The SRS model as-
sumes that the correlation is described by the formula

r „z~ i !,z~ j !…5e2a„z~ i !2z~ j !…2, ~3!

where the parametera can be adjusted freely. In the present
article and the companion article~Müsch and Buus, 2001!, a
is set equal to 0.0766, which yields a 3.2-Bark equivalent
rectangular bandwidth of the correlation function.

The congruence indexes,D( i ), in the individual bands
are derived from the congruence-index density,d(z), as

D~ i !5E
zL~ i !

zH~ i !
d~z! dz. ~4!

The congruence-index density is comparable to the
frequency-importance function of the articulation index. As
in the companion article,d(z) is assumed to be proportional
to the band-importance function ‘‘NNS’’~ANSI, 1997,
Table B.1!, which is valid for ‘‘various nonsense syllable
tests where most of the English phonemes occur equally of-
ten’’ ~ANSI, 1997, p. 19!. In particular, d(z)
519* NNS(z), where NNS(z) is the continuous importance-
density function on a critical-band-rate scale that is derived
from the critical-band importance function of Table B.1,
ANSI ~1997!. The scale factor is convenient because it en-
sures that the average congruence index of a one-critical-
band-wide band of speech is one.

The power of the production-related noises in any band
is determined by the congruence index and the band articu-
lation sensitivity,dp8( i ):

sp
2~ i !5„D~ i !/dp8~ i !…2. ~5!

The band articulation sensitivity,dp8( i ), is assumed to be
independent of frequency when the bands are narrower than
the 3.2-Bark equivalent rectangular width~ERW! of the cor-
relation function@Eq. ~3!#, as is true for the present data.
Consequently, the production-related noises in all bands are
defined by specifying only one free parameter,dp8 , which is
set equal to 3.5 in accordance with the value used in the
companion paper.

The audibility-related noise powers in the bands are de-
rived from the signal-to-noise ratios~SNR! in the bands. In
any band, the SNR is taken as the difference in dB between
the excitation generated by the average speech energy in that
band and the masking excitation in the band. The overall
masking excitation in a band is calculated as the intensity

2917 2917J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 H. Müsch and S. Buus: SRS model consonant discrimination



sum of three component excitations. One component is the
excitation generated by any acoustic masker that is presented
together with the speech. The masker can have spectral com-
ponents in the target band~direct excitation! and/or in remote
bands~spread of excitation!. Another masking component is
the excitation generated by speech in neighboring bands that
spreads into the target band. The third component is the ex-
citation of an internal noise floor, which is included to ac-
count for the absolute threshold of hearing.

An excitation-pattern model that employed RoEx filters
~Patterson, 1976; Glasberg and Moore, 1990! spaced at 0.1-
Bark intervals was used to calculate the band excitations.
The excitation caused by the acoustic masker was calculated
separately from the masking excitation generated by the
speech in neighboring bands. The excitation pattern of the
speech signal was calculated from the average speech spec-
trum of the test syllables. The average was taken across all
recorded syllables.

When the SNR is larger than 30 dB, the intelligibility
predicted by the model is determined only by production
accuracy, bandwidth, and the variance introduced by the
cognitive processes involved in speech recognition.
Audibility-related variance is assumed to be absent because
the entire dynamic range of the signal is audible. As the SNR
decreases, additional variance is introduced to model the in-
telligibility reduction that is associated with the reduced au-
dibility. Below 30 dB SNR, the power of the audibility-
related variance is assumed to be linearly related to the SNR.
As SNR decreases,sN

2 increases:

sN
2 ~ i !5a@min„SNR~ i !,30…230#. ~6!

The rate,a, at whichsN
2 changes with SNR is the same as

that used in the companion article,20.032. Finally, the
power of the cognitive noise,scog

2 , was set to unity, which is
the same value used to predict Kryter’s~1962! transforma-
tion functions between A1 and nonsense-syllable recognition
performance in the companion article~Müsch and Buus,
2001!.

2. SII model

The SII model is defined in ANSI~1997!, which states
that ‘‘the scope of the standard is limited to@...# communi-
cation conditions which do not include multiple, sharply fil-
tered bands of speech or sharply filtered noise’’~ANSI,
1997, p. 1!. Although the standard does not define sharply
filtered bands of speech, it seems reasonable to assume that
most of the filter conditions tested in this article are excluded
from the scope of the SII model. Despite this limitation, the
SII model is applied to the data in order to provide a refer-
ence for judging the fitting accuracy of the SRS model.

The SII was calculated with the13-oct-band procedure in
accordance with the ANSI standard, except that the actual
speech spectrum rather than the standard speech spectrum
was used. The same importance-density function that was
used to form the congruence-density function of the SRS
model was used for the SII calculation.

B. Results

Figure 4 shows the predictions obtained with the SRS
model together with predictions by the SII model. The sym-
bols in the panels on the left show the measured scores as a
function of calculated SII. The symbols in the panels on the
right show the measured scores as a function of the calcu-
lated recognition sensitivity. The filled symbols are for lis-
tening conditions with only one passband. The unfilled sym-
bols are for listening conditions with multiple, spectrally
disconnected passbands. These conditions are excluded from
the scope of the SII.

Because the SII and the recognition sensitivity,d8, both
are independent of the number of response alternatives, ev-
ery data point in the upper panels has a corresponding data
point at the same SII~or d8! in the lower panels. A similar
correspondence exists in the horizontal direction. Every data
point in the left column, in which test scores are plotted as a
function of SII, can also be found in the right column, in
which the same scores are plotted as a function ofd8.

The solid lines are the transformations that relate SII
~left panels! and d8 ~right panels! to the predicted perfor-
mance. The scatter of the data points around these lines is a
measure of the models’ prediction accuracy. For the SRS
model, the curves are graphical representations of Eq.~1! for
M518 ~top! andM59 ~bottom!. These transformations are
specified by the SRS-model’s structure and cannot be ad-
justed to match the data. Transformations between SII and
predicted test score, on the other hand, are left unspecified by
the ANSI ~1997! standard and must be defined by the user to
match the data. The transformations used here are modifica-
tions of transformations between AI and open-set phoneme
identification in a nonsense-syllable context that were pro-
posed by Fletcher and Galt~1950!. These transformations are
a direct result of the assumption that bands contribute inde-
pendently to intelligibility. They were modified to account
for correct guessing. The lowest expected performance de-
pends on the size of the response set,M. The proportion,Pc ,
of correctly identified consonants is

Pc512S 12
1

M D •102~SII/p!, ~7!

where M is the size of the response set andp is a fitting
constant, which is presumed to account for the listener’s pro-
ficiency in speech recognition~Ching et al., 1998!. Two
curves, one forM59 and one forM518, were fitted to
minimize the mean squared error between the predictions
and the curves. Because the same group of listeners served in
both parts of the experiment, the parameterp is the same for
both curves (p50.82).

C. Discussion

The SRS model appears to account better for this set of
data than the SII model. The data points scatter more widely
around the transformation curves for the SII model than for
the SRS model. The root-mean-square difference between
the measured scores and the predicted scores, expressed in
rationalized arcsine units~rau; Studebaker, 1985!, is 6.5 rau
for the SRS model and 11.3 rau for the SII model. Thus, the
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SRS model almost halves the average difference between
measured and predicted performance in the SII model.

Both models show significant differences between the
predictions and the measured scores. The 95%-confidence
interval ~two-sided one-samplet test! of 35 data points in-
cludes the transformation of the SRS model, whereas in the
SII model the same is true for only 31 data points. If the
discrepancies between the measured scores and the predic-
tions were due only to measurement error, the 95% confi-
dence intervals of 110 data points were expected to overlap
with the transformation curves. Significant differences be-
tween measured and predicted scores were expected because
both the SRS and the SII model are macroscopic models that
do not use the time course of the signal for their predictions.
Nevertheless, based on the long-term average power spec-
trum of the speech alone, the SRS model predicts average
intelligibility to within 6.5 rau of its measured value. This
means that the predicted intelligibility generally will be

within 6.5% of the obtained performance when the perfor-
mance is moderate~30 to 70% correct! and even closer for
performances outside this range.

The SRS model’s better performance is not surprising,
because the SII is only expected to account for listening con-
ditions with one contiguous passband. This restriction is met
only in the filter conditions that are represented by the filled
symbols in Fig. 4. The conditions represented by the unfilled
symbols are excluded from the scope of the SII. Moreover,
only one parameter, specified in Eq.~7!, could be adjusted
freely for the SII prediction, whereas four parameters were
varied to produce the fit for the SRS model. Of course, many
aspects of the SII model are based on empirical fits of that
model’s structure to other sets of data during the develop-
ment of the SII model. These implicit parameters include the
rate at which SII grows with SNR and the importance-
density function. The corresponding parameters in the SRS
model had to be selected based on the data of this study and

FIG. 4. Predictions of consonant discrimination in 58 listening conditions with two response paradigms. The left column shows predictions with the SII model
and the right column shows predictions with the SRS model. The top panels are for the first part of the experiment in which the full response set of 18
consonants was available on every trial. The bottom panels are for the second part of the experiment in which the response set was restricted to nine
consonants. The lines in the left panels are transformation functions between SII and percentage of correct responses. The lines in the right panels are
transformation functions betweend8 and percentage of correct responses calculated from Eq.~1!. The filled circles represent filter conditions with one narrow
passband. The unfilled squares represent filter conditions with two disjoint passbands. The unfilled triangles are for conditions with three or more disjoint
passbands. The filled diamonds are for wideband conditions. Accordingly, all unfilled symbols show data that are outside the scope of the SII. The errorbars
show61 standard error. See text for further explanation.
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a study presented in the companion article~Müsch and Buus,
2001!.

Altogether, the SRS model predicts a large set of data
points with few parameters. The data obtained in the present
study together with a variety of data from the literature~see
Müsch and Buus, 2001! has yielded a preliminary set of
parameter values, which allow it to make good predictions of
the present data as well as a variety of data from the litera-
ture. Some of these data cannot be predicted easily with AI-
based models~Müsch and Buus, 2001!. Moreover, the pre-
diction accuracy of the SRS model surpasses that of the SII
model for the present data.

V. CONCLUSIONS

Consonant-discrimination performance was measured in
58 filter conditions using two test paradigms. Most filter con-
ditions included two or more sharply filtered narrow bands of
speech. The test paradigms differed only in the number of
response alternatives available to the listener. The measured
performance was modeled using the SII model~ANSI, 1997!
and the discrete approximation of the SRS model~Müsch
and Buus, 2001!.

The consonant-discrimination data show that listeners
extract cues from speech in distinct spectral bands that are
either redundant, independent, or interact with synergy as
defined by the relation between measured error rates and
error rates obtained as the product of error rates for indi-
vidual narrow bands. The likelihood that listeners combine
speech cues in different bands synergistically increases with
the spectral separation between the bands and with the num-
ber of response alternatives available to the listener.

The data confirm that when the number of stimulus al-
ternatives is fixed, changing the number of response alterna-
tives strongly affects recognition performance. The data also
show that changes in recognition performance caused by
changes in the number of response alternatives are well de-
scribed by the 1-of-M decision rule@Eq. ~1!# that is part of
the SRS model.

Four model parameters of the SRS model were chosen
to give good fits to the data presented here and to data from
the literature~Müsch and Buus, 2001!. The present data ap-
pear to be modeled better by the SRS model than by the SII
model. The model’s ability to predict a wide range of data
with a consistent set of model parameters makes it likely that
universal model parameters, which could be used in any lis-
tening condition, can be found. To establish this set of uni-
versal parameters, the model must be fit to a wider range of
speech materials, response paradigms, and listening condi-
tions.
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Psychophysical recovery from single-pulse forward masking
in electric hearing
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Psychophysical single-pulse forward-masking~SPFM! recovery functions were measured for three
electrodes in each of eight subjects with the nucleus mini-22 cochlear implant. Masker and probe
stimuli were single 200-ms/phase biphasic current pulses. Recovery functions were measured at
several masker levels spanning the electric dynamic range of electrodes chosen from the apical,
middle, and basal regions of each subject’s electrode array. Recovery functions were described by
an exponential process in which threshold shift~in mA! decreased exponentially with increasing
time delay between the masker and probe pulses. Two recovery processes were observed: An initial,
rapid-recovery process with an average time constant of 5.5 ms was complete by about 10 ms. A
second, slow-recovery process involved less masking than the rapid-recovery process but
encompassed much longer time delays, sometimes as long as several hundred milliseconds.
Growth-of-masking slopes for the rapid process depended upon time delay, as expected in an
exponential recovery process. Unity slopes were observed at a time delay of 0 ms, whereas
progressively shallower slopes were observed at time delays of 2 ms and 5 ms. Many recovery
functions demonstrated nonmonotonicities or ‘‘facilitation’’ at very short masker-probe delays~1–2
ms!. Such nonmonotonicities were usually most pronounced at low masker levels. Time constants
for the rapid-recovery process did not vary systematically with masker level or with electrode
location along the implanted array. Most subjects demonstrated rapid-recovery time constants less
than 7 ms; however, the subject with the longest duration of deafness prior to implantation exhibited
clearly prolonged time constants~9–24 ms!. Time constants obtained on basal electrodes were
inversely related to word recognition scores. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1371762#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ts, 43.64.Me@SPB#

I. INTRODUCTION

This paper describes psychophysical forward-masking
recovery functions obtained in human cochlear implant lis-
teners using a specific stimulus paradigm in which both
masker and probe stimuli are single, biphasic current pulses.
We refer to this paradigm as ‘‘single-pulse forward mask-
ing’’ ~SPFM!. SPFM recovery functions are of interest be-
cause they are thought to reflect the refractory characteristics
of underlying peripheral auditory nerve fibers~ANFs!. Be-
cause neural degeneration is likely to alter ANF refractory
properties, SPFM recovery functions may provide an indica-
tion of peripheral auditory neural status in cochlear implant
patients and may help to explain differences in subjects’ per-
formance on psychophysical and speech recognition tasks. It
is important to distinguish SPFM from pulse-train forward
masking ~PTFM!, which uses longer duration probe and
masker signals, since the two paradigms yield recovery func-
tions with quite different characteristics~Donaldson and Nel-
son, 1999!. Although differences between SPFM and PTFM
are not well understood, it is likely that SPFM provides a
more direct measure of short-term recovery processes than
PTFM ~Donaldson and Nelson, 1999! and that SPFM is less

affected than PTFM by central auditory phenomena such as
temporal pattern recognition~Blamey and Dooley, 1993!.

Physiological SPFM recovery functions have been re-
ported in animals with implanted electrode arrays~Sty-
pulkowski and van den Honert, 1984; Milleret al., 1993;
Zhou et al., 1995! and in human cochlear implant listeners
~Brown et al., 1990; Abbas and Brown, 1991; Brownet al.,
1996; Honget al., 1998!. Such functions are obtained by
presenting two identical current pulses in close succession
and measuring the amplitude of the neural response to the
second pulse as a function of inter-pulse time delay. In gen-
eral, reported functions follow an exponential time course of
recovery with time constants less than 5 ms. Animal studies
indicate that recovery time constants vary with spike-
initiation site and with the morphological characteristics of
fibers in deafened ears~Stypulkowski and van den Honert,
1984; Miller et al., 1993; Zhouet al., 1995!. An intriguing
aspect of some physiologic SPFM functions is the existence
of level-dependent nonmonotonicities at very short time de-
lays ~,2 ms! ~Stypulkowski and van den Honert, 1984;
Miller et al., 1993!.

Brown et al. ~1996! obtained both physiological and
psychophysical SPFM functions in a group of human co-
chlear implant listeners. Psychophysical and physiological
functions had similar recovery characteristics in many sub-
jects, suggesting that psychophysical SPFM measures are

a!Author to whom correspondence should be addressed. Electronic mail:
dan@tc.umn.edu
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primarily determined by mechanisms operating at the level
of the eighth nerve. In some subjects, psychophysical recov-
ery was slower than physiological recovery, suggesting that
central factors may secondarily affect psychophysical mea-
sures of SPFM in some listeners.

In an earlier study, Brown and Abbas~1990! demon-
strated an inverse correlation between recovery time con-
stants obtained from physiological SPFM functions and
scores on word and sentence recognition tasks, although a
later report failed to confirm that relationship~Brown et al.,
1999!. These interesting findings suggests that SPFM time
constants could provide an index of peripheral auditory sta-
tus in individual cochlear implant patients. To our knowl-
edge, the relationship between psychophysical SPFM recov-
ery characteristics and speech recognition has not yet been
evaluated.

In summary, the existing literature indicates that SPFM
is a potentially important phenomenon in electric hearing
and warrants further investigation. The present study was
designed to examine characteristics of psychophysical SPFM
recovery functions, including the general form of the SPFM
recovery function, the dependence of recovery function
shapes on masker level, and the extent to which recovery
characteristics vary across cochlear implant listeners and re-
gions of the implanted array. Recovery functions were ob-
tained from apical, middle and basal electrodes in each sub-
ject for masker levels ranging from 25 to 75% of the masker
dynamic range, and were analyzed using an exponential
model of recovery. Slopes of growth-of-masking functions
derived from SPFM recovery functions were also evaluated.

II. METHODS

A. Subjects

Subjects were eight post-lingually deafened adults im-
planted with the Nucleus mini-22 electrode array and
receiver/stimulator. Table I displays relevant information for
each subject, including age at implantation, etiology of deaf-
ness, duration of hearing loss prior to implantation, duration
of implant use prior to participation in the study, and perfor-
mance on the NU-6 monosyllabic word test in quiet.

Psychophysical recovery functions were measured for
each of three test electrodes per subject. Test electrodes were
distributed across the electrode array, with one electrode near
the apical end of the array, one electrode near the middle of
the array, and a third electrode near the basal end of the
array.1 All subjects were stimulated in bipolar mode, using
an electrode separation of 1.5 mm~BP11 mode! or the nar-
rowest separation greater than 1.5 mm that would allow
maximum acceptable loudness to be achieved at realizable
current amplitudes. Table II lists the specific electrode pairs
evaluated in each subject and corresponding bipolar separa-
tions.

B. Stimuli and procedures

1. SPFM recovery functions

Experiments were controlled by a microcomputer con-
nected through a parallel port to a specialized cochlear im-
plant interface~Shannonet al., 1990!. Stimuli were single,
biphasic current pulses with a per-phase duration of 200ms,
and a delay between phases of 44ms. Figure 1 illustrates the
stimulation protocol used to obtain SPFM recovery func-
tions. As shown in the figure, a single ‘‘masker’’ pulse was
presented first, followed at some time delay by a single

TABLE I. Subjects. Subject identifying code, gender, age when tested for the present study, etiology of
deafness~implanted ear!, duration of bilateral severe-to-profound hearing loss prior to implantation, depth of
electrode array insertion~mm from the round window, with 25 mm representing complete insertion!, duration
of implant use prior to the study, and percent-correct score on the NU-6 monosyllabic word test in quiet. NU-6
scores were obtained at a presentation level of 65 dB SPL with subjects using their own speech processor
programmed in the MPEAK~subject EJQ! or SPEAK ~all other subjects! speech processing strategy.

Subject
code M/F Age Etiology of deafness

Dur.
~years!

Depth
~mm!

CI
use

~years!
NU-6
~% C!

AGF m 79 Noise exposure; progressive SNHL 25 20 8 6
AMB m 56 Familial progressive SNHL 1 25 7 68
CJP m 31 Maternal rubella; progressive SNHL ,1 23 2 70
DAW f 59 Otosclerosis 10 25 1 40
EJQ f 54 Mumps; progressive SNHL 9 22 10 0
GPB m 59 Meningitis ,1 25 2 28
JPB m 61 Progressive SNHL 4 24 9 70
RFM m 66 Meniere’s disease 1 22 10 24

TABLE II. Test electrodes. Subject identifying code, test electrodes and
their bipolar separations. Electrode numbers increase from apex to base
~research electrode numbering system, denoted by an ‘‘r’’ before electrode
number!. Each electrode pair is referred to in the text by the higher-
numbered~more basal! electrode. Bipolar separation refers to the distance
between the active and reference electrodes in a given electrode pair. These
separations were 1.5 mm~BP11!, 2.25 mm~BP12!, 3.0 mm ~BP13! or
3.75 mm~BP14!.

Subject code
Test electrodes

~Bipolar separation!

AGF r12 ~BP12! r16 ~BP11! r21 ~BP11!
AMB r06 ~BP12! r12 ~BP12! r20 ~BP12!
CJP r05~BP12! r12 ~BP12! r19 ~BP12!
DAW r04 ~BP11! r17 ~BP11! r21 ~BP13!
EJQ r06~BP13! r11 ~BP13! r17 ~BP13!
GPB r05~BP11! r12 ~BP11! r20 ~BP11!
JPB r07~BP14! r11 ~BP14! r16 ~BP14!
RFM r05 ~BP11! r15 ~BP11! r20 ~BP11!
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‘‘probe’’ pulse. The current amplitude of the masker pulse
was fixed, and for a particular time delay, the amplitude of
the probe pulse was varied adaptively to determine masked
threshold. By varying the time delay between masker and
probe pulses in different adaptive tracks, a recovery function
was defined. In this report, time delay~ms! is measured be-
tween masker offset and probe offset~Fig. 1 inset!, masker
and probe amplitudes are specified in microamperes~mA! of
current, and masked thresholds for the probe are specified in
terms of threshold shift~TS! in mA, i.e., the amplitude dif-
ference between the masked threshold of the probe (Ap) and
the unmasked threshold of the probe in quiet (A0p).2

2. Absolute thresholds and maximum acceptable
loudness levels

Prior to obtaining recovery functions for a particular
electrode, absolute detection threshold~THS! and maximum
acceptable loudness level~MAL ! were determined for the
single-pulse stimuli. THS was measured with a 3-interval
forced choice~3IFC! adaptive procedure similar to that used
for measuring masked thresholds~described below!. MAL
was measured with an ascending method of limits procedure
in which single pulses, presented at a rate of 2/s, were slowly
increased in amplitude until the subject indicated that loud-
ness had reached a ‘‘maximum acceptable’’ level. Estimates
for two consecutive ascending runs were averaged to obtain
a single measure of MAL. THS and MAL were measured at
the start of each test session for the particular electrode to be
evaluated in that session. Values reported here represent the
average of all measures obtained across sessions.

3. Masked thresholds

Forward-masked thresholds were obtained using a 3IFC
adaptive procedure. The masker pulse was presented in each
of three listening intervals. The probe pulse was presented in
one of the three intervals, chosen randomly from trial to trial,
at some fixed time delay following the masker pulse. The
subject’s task was to choose the ‘‘different’’ interval by
pressing the appropriate button on a three-button computer
mouse. Stimulus intervals were cued on a video monitor, and

correct-answer feedback was provided after each trial. The
amplitude of the probe pulse was initially set 0.5 dB to 4 dB
~depending on the dynamic range of the test electrode! above
the anticipated masked threshold. For the first four reversals,
probe level was altered according to a 1-down/1-up stepping
rule, with step size equal to 1 dB~about 6 current step units
$CSUs%!.3 These initial reversals quickly moved the adaptive
procedure into the target region for masked threshold. After
the fourth reversal, step size was reduced, typically to one-
fourth of the initial step size, and a 3-down/1-up stepping
rule was assumed. This stepping rule estimates the stimulus
level corresponding to 79.4% correct discrimination~Levitt,
1971!. Step size was constant for all remaining trials. Trials
continued until a total of 12 reversals occurred. The mean of
the final 8 reversals was taken as the masked threshold esti-
mate.

Masked thresholds were determined in this manner for 9
time delays from 1 ms to 256 ms, in octave steps, to define a
complete forward-masking recovery function. Each point on
the recovery function was based on the average of 3 to 5
forward-masked threshold estimates. Data were obtained in
sets, where a single set included one adaptive track at each
time delay. Three to five sets were obtained with the order of
time delays alternated for consecutive sets~short-to-long
time delays alternated with long-to-short!. This allowed any
learning effects to be distributed across time delays. Most
recovery functions were completed within a single test ses-
sion. At the end of a session, absolute threshold for the probe
pulse was re-measured to insure that no significant shifts in
unmasked threshold had occurred due to auditory fatigue.

Recovery functions were obtained in this manner at sev-
eral masker levels distributed across each electrode’s dy-
namic range. Four or five masker levels were assessed for
electrodes with large dynamic ranges; fewer masker levels
were assessed when dynamic ranges were small. Only 1 or 2
masker levels were tested in five electrodes. For one subject
~AMB !, three masker levels were tested per electrode but
only one or two of these produced sufficient threshold shift
to allow fitting with exponential functions.

III. RESULTS

A. Characteristics of individual SPFM recovery
functions

1. Exponential function fits

Least-squares regression procedures were used to fit in-
dividual recovery functions with the equation

~Ap2A0p2C!5K•e2t/t, ~1!

whereAp is the forward-masked threshold of the probe~mA!,
A0p is the unmasked probe threshold~mA!, t is the masker-
probe time delay~ms!, t is the time constant of recovery
from forward masking~ms!, andK andC are constants. The
constantC was included in Eq.~1! to accommodate residual
masking~incomplete recovery! observed in some recovery
functions at moderate or long masker-probe delays. Such re-
sidual masking is commonly observed in acoustic forward-
masking experiments~Abbas and Gorga, 1981; Markman,

FIG. 1. Schematic diagram of the stimulus protocol used to measure single-
pulse forward-masking recovery functions.
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1989; Oxenham and Moore, 1995!, but is not well under-
stood.

As described below, many recovery functions in the
present study exhibited two separate components, one at
short time delays (t,10 ms) and the other at longer time
delays (t.10 ms). In later descriptions of the data, these
components are referred to as the ‘‘rapid’’ and ‘‘slow’’ re-
covery processes, respectively. Equation~1! was used to fit
each process independently over the subset of time delays for
which it appeared to dominate the overall recovery function.
In most cases, the break-point between processes occurred at
a time delay of about 10 ms. For convenience, fitting param-
eters for the rapid-recovery process are specifiedt, K, and C,
and fitting parameters for the slow-recovery process are
specifiedt2, K2, andC2.

2. Rapid- and slow-recovery processes

SPFM recovery functions for one subject~CJP! are
shown in Fig. 2. These functions are typical of functions
obtained from five of the eight subjects tested in the present
study ~CJP, DAW, EJQ, JPB, and RFM!. Several general
characteristics are demonstrated by recovery functions in the
left panel of Fig. 2, which were obtained from CJP’s apical
test electrode~r05!. First, note that two distinct recovery pro-
cesses are evident, a rapid-recovery process at short time
delays~,10 ms!, and a slower process at longer time delays
~.10 ms!. Both the rapid and slow components are well
described by the exponential recovery process given in Eq.
~1!. Time constants for the rapid process~t! range from 2.3
ms to 6.5 ms for masker levels ranging from 14 to 68% of
dynamic range. This particular electrode has a large dynamic
range~20.2 dB!; thus, masker levels encompass a large range
of current amplitudes~183–576mA!. Only a small amount
of masking is involved in the slow-recovery process, and
there is almost no residual masking at the longest time de-

lays. Fitted time constants for the slow-recovery process~t2!
varied from approximately 40 ms to 120 ms for different
masker levels. Only the time constant~39.5 ms! for the high-
est masker level~68% DR! is indicated in the figure.

The center and right panels of Fig. 2 show correspond-
ing data for subject CJP’s middle and basal test electrodes,
respectively. Note that the amount of masking for the slow-
recovery process varies across electrodes, even though all
three electrodes show similar time constants~3–6 ms! for the
rapid-recovery process. This suggests that the rapid- and
slow-recovery processes are independent or only weakly re-
lated, and may stem from different physiological mecha-
nisms.

3. Facilitation at short time delays

For most electrodes, the rapid-recovery process was well
described by a decaying exponential function defined by Eq.
~1!; however, clear departures were sometimes observed.
The most common departure was a nonmonotonicity at short
time delays~1–2 ms! that resulted in masked thresholds that
were lower than those predicted by the exponential function.
We refer to this nonmonotonic behavior as ‘‘facilitation.’’
As discussed later, facilitation could stem from the same
peripheral phenomenon underlying nonmonotonicities in 8th
nerve SPFM recovery functions~Stypulkowski and van den
Honert, 1984; Milleret al., 1993!, or could reflect subjects’
use of loudness cues at very short masker-probe delays. Fa-
cilitation is demonstrated by CJP on electrode r05 at the
lowest masker level~left panel in Fig. 2!, on electrode r12 at
all masker levels but more so at the lower levels~center
panel!, and on electrode r19 at the two lowest masker levels
~right panel!. Nineteen of the twenty-four electrodes tested in
the present study exhibited facilitation at the shortest time
delays for one or more masker levels, with the largest facili-
tation usually occurring at the lowest masker levels. When

FIG. 2. Single-pulse forward-masking recovery functions as a function of the time delay between masker offset and probe offset. Data are from subjectCJP,
who demonstrated short time constants for the rapid-recovery process~t ,7 ms! as well as relatively short time constants for the slow-recovery process. Each
panel contains recovery functions for a single electrode~apical, middle, and basal electrodes, from left to right!. Error bars indicate 1 standard deviation from
the mean. The parameter is masker level, expressed in the legend as the percentage of the dynamic range available on each electrode. Dynamic range for each
electrode is given within the panel. Time constants are indicated byt for each rapid-recovery function and byt2 for the slow-recovery function obtained at
the highest masker level.
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facilitation was clearly present, masked thresholds at the
shortest time delays were excluded from exponential curve
fits. This occasionally left too few remaining data points at
short masker-probe delays to permit meaningful fits to be
obtained, as was the case for electrode CJPr05 at the lowest
masker level.

4. Atypical functions

Although five of eight subjects demonstrated recovery
functions similar to those shown in Fig. 2, three subjects
demonstrated distinctly different SPFM recovery character-
istics. Figure 3 shows the recovery functions for one such
subject, AGF, who demonstrated unusually long time con-
stants for the rapid-recovery process, especially on his
middle electrode, r16~t523–37 ms!. Slow-recovery pro-
cesses were not evident in this subject’s data; however, elec-
trode r16 showed substantial residual masking at long time
delays. This could indicate that a slow-recovery process ex-
isted, but was not well defined within the range of time de-
lays evaluated. Note that considerable facilitation was ob-
served on r21. Also note that subject AGF has very poor
word recognition~Table I!, suggesting a possible relation-
ship between prolonged SPFM time constants and poor
speech recognition.

Figure 4 shows data for a second subject, GPB, who
exhibited atypical recovery functions. GPB’s time constants
for the rapid-recovery process were not unusual~2–7 ms!;
however, time constants for the slow-recovery process were
prolonged~.200 ms! for all three electrodes, and there was
substantial residual masking present at long time delays for
the apical and middle electrodes~r05 and r12!. Note that
strong facilitation was evident for both the apical and basal
electrodes~r05 and r20! and that these electrodes exhibited
extremely small dynamic ranges~3.2 and 2.3 dB, respec-
tively!. Also notice that there is a clear demarcation between
rapid- and slow-recovery processes on the middle electrode
~r12!.

Figure 5 shows data for the third subject who demon-
strated unusual recovery functions, subject AMB. The no-
table aspect of these functions is the amount of facilitation
demonstrated at low masker levels and the fact that masked
thresholds were clearly lower than unmasked thresholds for
some conditions involving low masker levels and short time
delays. Time constants for the rapid-recovery process were
similar to those for CJP and other ‘‘typical’’ subjects. A
second recovery process was evident on the middle electrode
~r12! at the highest masker level, but there was no evidence
of a second recovery process on electrodes r06 or r20, or at
lower masker levels on r12.

B. Growth of masking

If an exponential model with a level-independent time
constant is appropriate for describing the single-pulse recov-
ery process, then the model should accurately predict the rate
at which single-pulse forward masking grows with masker
level at all time delays. To evaluate characteristics of growth
of masking~GOM! for the rapid-recovery process, parameter
K in Eq. ~1! was expressed as a linear function of masker
sensation level (Am2A0m), as follows:

K5b1n•~Am2A0m!. ~2!

Substituting Eq.~2! for K in Eq. ~1! yields the following:

~Ap2A0p2C!5@b1n~Am2A0m!#•e2t/t. ~3!

This shows that for a time delay oft50 ms, the growth rate
of masking is equal ton, and the sensitivity to masking is
equal tob. For other values oft, Eq. ~3! shows that the rate
of growth of masking is inversely related tot. Growth of
masking slopes were evaluated for several values oft in or-
der to determine if the expected dependence of growth rate
on t was actually reflected in the data.

They-intercept,K ~value att50!, of recovery functions
fitted with Eq. ~3! provides a measure of response growth
rate that is independent of the time constant. In Fig. 6~A!,

FIG. 3. Single-pulse forward-masking recovery functions, as in Fig. 2. Data for subject AGF, who demonstrated long time constants for the rapid-recovery
process~.7 ms!, and no clear slow-recovery process. Residual masking is evident at long time delays, which may reflect a slow-recovery process with an
exceptionally long time constant.
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values ofK for subjects’ rapid-recovery processes are plotted
as a function of masker level inmA to obtain growth-of-
masking~GOM! functions at a time delay of 0 ms. A solid
line with a slope of 1.0 is shown for reference. Data for most
electrodes can be described by straight line functions with
unity slopes over a wide range of masker levels, but in some
cases the measurement detail~only two data points! is insuf-
ficient to obtain a valid determination of slope. Although the
individual GOM functions in Fig. 6~A! tend to have similar
slopes, their origins vary considerably due to differences in
absolute threshold. Such differences are reduced by express-
ing masker level relative to absolute threshold, in sensation-
level units, as shown in Fig. 6~B!. Each GOM function in
Fig. 6~B! was fitted with Eq.~3! to determine its slope,n,
and sensitivity constant,b. The average slope,n, across elec-
trodes was 1.01 and the average sensitivity constant,b, was
66 mA.4 The average slope indicates that effective masking

due to a single-pulse masker tends to grow linearly with the
sensation level of the masker~in mA!. The average sensitiv-
ity constant suggests, by extrapolation, that single-pulse for-
ward masking begins when masker amplitude is slightly be-
low absolute threshold.

For time delays greater than 0 ms, Eq.~3! predicts that
GOM slopes will be shallower than the unity slope observed
at zero time delay, with slopes depending both upon the time
delay~t! and the time constant for recovery~t!. Figures 6~C!
and~D! show threshold shifts predicted by the fitted recovery
curves at time delays of 2 and 5 ms. In these panels, both
threshold shift and masker level are expressed as a percent-
age of the dynamic range~%DR! available on the test elec-
trode. This normalization, accomplished by dividing both
threshold shift and masker level by the dynamic range inmA,
makes changes in GOM slope more apparent across elec-
trodes with widely different dynamic ranges.

FIG. 4. Single-pulse forward-masking recovery functions, as in Fig. 2. Data for subject GPB, who demonstrated typical, short time constants for the
rapid-recovery process, but demonstrated unusually large amounts of masking at longer time delays together with extended time constants for the slow-
recovery process.

FIG. 5. Single-pulse forward-masking recovery functions, as in Fig. 2. Data for subject AMB, who demonstrated typical, short time constants for the
rapid-recovery process, but demonstrated particularly large facilitation effects at the shortest time delays, especially for the lower two maskerlevels. The
facilitation effect can be seen as an improvement in masked threshold as time delay becomes shorter than 2–4 ms, depending upon masker level.
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Average GOM slopes were 0.67 att52 ms @panel~C!#
and 0.37 att55 ms@panel~D!#. Values oft that would yield
these average slopes were computed to be 5.1 ms at both
time delays, which is close to the average measuredt of 5.5
ms. Conversely, this average value oft55.5 ms predicts
GOM slopes of 0.69 and 0.40, respectively, at time delays of
2 and 5 ms@Eq. ~3!#. These predicted slopes are very close to
the average slopes of 0.67 and 0.37 shown in Figs. 6~C! and
~D!. The similarity of predicted and measured values indi-
cates that the exponential recovery process adequately de-
scribes the data. Notice that the subject with the longest time
constant, AGF, exhibits the steepest GOM slope and the
greatest amount of threshold shift at 2 and 5 ms@Figs. 6~C!
and ~D!#. The steep GOM slope is a direct consequence of
this subject’s prolonged time constant, but the greater
amount of masking seems to be related to a relatively narrow
dynamic range. This suggests the possibility that subjects
with narrow dynamic ranges may be more susceptible to pro-
longed recovery from SPFM than those with wider dynamic
ranges.

C. Group tendencies in SPFM recovery functions

1. Summary of fitting parameters

Table III summarizes recovery function parameters for
all subjects and electrodes, for SPFM data obtained at the
highest masker level~.60% DR!. For each test electrode
~denoted by research electrode number, rEL!, threshold and
dynamic range for the single-pulse probe~or masker! stimu-
lus are shown, together with fitting parameterst, K, andC

for the rapid-recovery process. Exponential fits to the initial
rapid-recovery process were excellent, as evidenced by coef-
ficients of determination (r 2) that averaged 0.98 across all
three masker levels~22 s.e.50.965!. Values for t2 are
shown for 19~out of 24! electrodes that clearly demonstrated
a second slow-recovery process. Exponential fits to the slow-
recovery process were not as good, as evidenced by coeffi-
cients of determination that averaged 0.82 across all three
masker levels~22 s.e.50.757!. Table III also shows the rela-
tive amounts of masking present at a time delay of 2 ms,
which were estimated from the fitted recovery functions.
Amount of masking is expressed in terms of a percentage of
the dynamic range existing on each electrode~%DR!.

2. Masker level effects

The exponential model used to describe these data re-
sulted in time constants for the rapid-recovery process~t!
that were independent of masker level. As shown in Fig. 7,
values fort varied considerably across subjects, from 1.5 ms
to 37.3 ms, but for individual electrodes did not vary system-
atically with masker level. Thus, the exponential recovery
model defined by Eq.~1!, with a level-independent time con-
stant, appears to adequately describe the SPFM recovery pro-
cess. The average value oft across all subjects and elec-
trodes was 5.5 ms. Only two subjects~AGF and EJQ!
consistently demonstrated time constants that were longer
than 7 ms, the value 2 standard errors above the mean
~dashed line in Fig. 7!. As will be discussed later, these two
subjects also performed poorest on the NU-6 word recogni-

FIG. 6. Amount of masking as a func-
tion of masker level. Amount of mask-
ing ~threshold shift inmA! at a time
delay of 0 ms was obtained from the
intercepts~K! of exponential fits to the
rapid-recovery process of single-pulse
forward masking.Panel (A): Amount
of masking ~K! as a function of the
physical masker level inmA. A slope
of 1.0 is shown by the wide line.Panel
(B): Amount of masking~K! as a func-
tion of the relative level of the masker
above absolute threshold. The average
slope of the growth of masking at
td50 ms is shown by the wide line.
Panel (C): Amount of masking~TS’ in
% DR! calculated for a time delay of 2
ms, as a function of masker sensation
level expressed as % DR~mA!. The
average slope of the growth of mask-
ing at td52 ms~0.67! is shown by the
gray line. A slope of 1 is shown by the
black line. Panel (D): Amount of
masking~TS’ in % DR! calculated for
a time delay of 5 ms, as a function of
masker sensation level expressed as %
DR ~mA!. The average slope of the
growth of masking at a time delay of 5
ms ~0.37! is shown by the gray line. A
slope of 1 is shown by the black line.
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tion test~see Table I!. One subject~GPB! demonstrated time
constants close to 7 ms on one electrode, but time constants
for his other two electrodes were closer to the mean.

3. Effects of electrode location

To examine whether recovery function parameters dif-
fered for electrodes located in the apical, middle, or basal
regions of the electrode array, single factor repeated-
measures ANOVAs were performed for the measurest, K,
t2 and threshold shift att52 ms andt55 ms. None of the
resultingF ratios approached statistical significance. This in-
dicates that neither the recovery from SPFM nor the amount
of masking at any time delay varied consistently according to
electrode region. Repeated-measures ANOVAs similarly
showed that neither absolute threshold nor dynamic range
varied systematically with electrode location.

4. Correlations among fitting parameters

Comparisons were made between measures of dynamic
range~DR!, absolute threshold~THS!, maximum acceptable
loudness level~MAL !, and parameters of the SPFM recovery
functions ~t, K, C, t2, K2, and threshold shift at different
delay times!. There was a significant negative correlation
(R520.99; p,0.01! between DR and THS for the basal
electrodes, but that relationship was weaker for the middle
and apical electrodes~R520.63 and20.78, respectively!.
Correlations between DR and MAL were positive but not
significant for apical, middle, and basal electrodes~R
50.71, 0.10, and 0.57, respectively!. This suggests that
larger dynamic ranges are primarily determined by lower
THS levels rather than higher MAL levels. There were no
significant relations among the other parameters. The lack of

significant correlations between parameters of the rapid-
recovery process~t, K, C! and the slow-recovery process~t2,
K2! supports our earlier speculation that these two processes
operate independently and are governed by different physi-
ological mechanisms.

5. Correlations with word recognition scores

As mentioned earlier, Brownet al. ~1990! demonstrated
an inverse correlation between recovery time constants mea-
sured with an electrophysiological SPFM procedure and

FIG. 7. Time constants for the rapid-recovery process as a function of
masker level. Time constants were obtained from exponential fits of single-
pulse forward-masking recovery functions. The dashed line indicates two
standard errors above the mean. Time constants for outlying subjects are
identified in the legend with separate symbols, those for the rest of the
subjects are plotted as filled circles.

TABLE III. Recovery function parameters. Parameters obtained from exponential fits to single-pulse forward-
masked thresholds for each electrode at the highest masker level~Lm.60% DR!. ~See text.!

Subject
rEL

THS
~dB mA!

DR
~dB!

Lm
~% DR!

t
~ms!

k
~mA!

C
~mA! r 2

t2
~ms!

C2
~mA!

%DR
~td52ms!

AGF r12 55.1 3.1 68.3% 12.8 146.2 21.0 0.995 0.0 61
AGF r16 56.3 6.0 71.9% 23.6 416.0 100.0 0.990 100.0 74
AGF r21 55.0 4.1 75.2% 8.5 417.9 21.1 0.997 0.0 105
AMB r06 52.9 4.5 75.6% 4.1 176.0 13.0 0.990 0.0 41
AMB r12 51.0 6.3 75.8% 3.0 361.1 31.0 0.984 75.7 0.0 58
AMB r20 53.6 4.1 72.5% 2.4 265.6 219.5 0.943 219.5 34
CJP r05 42.6 18.6 67.9% 6.5 478.3 7.0 0.994 39.5 0.0 35
CJP r12 47.3 13.5 66.4% 4.0 492.5 89.5 0.999 34.2 0.0 45
CJP r19 40.5 18.8 78.2% 3.5 311.9 4.0 1.000 25.6 4.0 22
DAW r04 48.4 14.4 69.3% 3.4 1110.0 0.0 0.994 50.0 0.0 55
DAW r17 46.7 11.2 70.8% 1.7 556.8 23.0 0.997 55.8 0.0 34
DAW r21 47.6 12.4 82.3% 2.0 557.3 95.4 0.999 43.8 13.1 40
EJQ r06 48.8 12.6 75.5% 4.7 402.1 10.2 0.989 75.5 0.0 30
EJQ r11 48.7 12.4 76.7% 10.4 377.2 0.0 0.956 98.5 0.5 36
EJQ r17 48.9 8.8 74.3% 9.4 186.7 55.0 0.949 87.7 24.0 42
GPB r05 50.0 3.4 76.7% 5.9 134.4 23.0 1.000 345.3 0.0 79
GPB r12 44.0 9.1 70.5% 3.2 282.4 0.0 0.949 411.0 0.0 51
GPB r20 55.6 2.5 69.0% 6.6 162.8 39.0 0.989 389.5 0.0 78
JPB r07 47.8 6.5 76.7% 2.4 252.6 9.3 0.973 83.9 0.0 44
JPB r11 48.2 11.5 70.5% 2.0 491.4 57.2 0.999 23.5 1.6 33
JPB r16 49.8 8.2 79.7% 1.8 508.6 60.0 0.983 14.7 2.1 47
RFM r05 54.0 8.0 78.1% 2.6 672.3 18.5 1.000 43.1 0.0 44
RFM r15 44.2 11.4 84.6% 2.6 319.7 49.2 0.978 74.6 ¯ 45
RFM r20 51.2 7.0 80.7% 5.2 355.0 0.0 0.994 48.8 0.4 54
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speech recognition scores in a group of 10 users of the
Ineraid cochlear implant. To determine whether a similar re-
lationship existed for the present subjects, NU-6 word recog-
nition scores~Table I! were compared with SPFM time con-
stants for subjects’ apical, middle, and basal electrodes
~Table III!. An inverse relationship between word recogni-
tion andt was observed for all electrode locations; however,
a statistically significant correlation coefficient was obtained
only for the basal location~R520.89, p,0.01!. A scatter-
plot of the basal electrode data is shown in Fig. 8~A!. Com-
parable data are replotted from Brownet al. ~1990! in Fig.
8~B!.

IV. DISCUSSION

A. Exponential recovery process

An important finding of this study was that recovery
from psychophysical single-pulse forward masking can be
accurately described by recovery processes in which the
amount of threshold shift produced by a masker pulse recov-
ers exponentially in time. Two recovery processes were ob-
served, a rapid-recovery process and a slow-recovery pro-
cess. Our findings indicate that the rapid-recovery process
was dominant and could be measured from all test elec-
trodes. The rapid-recovery process required only a single
time constant to account for recovery data obtained over a
wide range of masker amplitudes. The average rapid-
recovery time constant across 24 electrodes in eight subjects
was 5.5 ms, with a standard error of 0.75 ms. This means
that approximately 95% of electrodes in a similar cochlear
implant population would be expected to demonstrate time
constants shorter than 7 ms. The slow-recovery process was
inconsistent across subjects and electrodes, with time con-
stants ranging from 20 to 400 ms, and in some cases was not
evident at all.

In this study, threshold shift was specified in terms of
microamperes of current. That is, the effect of the masker
was specified as a difference inmA between the forward-
masked threshold and absolute threshold. This differs from
the traditional approach in acoustic hearing that specifies
threshold shift as a ratio of masked threshold to absolute
threshold, i.e., in decibels. In electric hearing, dynamic
ranges are small and, therefore, threshold shift in decibels is
also small~,10 dB!. This predicts that good exponential fits
can be obtained whether threshold shift is expressed in deci-
bels or inmA. In fact, refitting the present data using decibels
of threshold shift produced similar time constants with only
slightly poorer fits. Even so, it seems appropriate to specify
threshold shift in terms of linearmA of current, since the
compressive nonlinearities in acoustic hearing are a product
of cochlear processes that are absent in electric hearing.

Loudness matches obtained in listeners with acoustic
hearing in one ear and electric hearing in the opposite ear
suggest that linear changes inmA of current are proportional
to decibels of acoustic sound pressure~Eddington et al.,
1978; Zeng and Shannon, 1992!. Thus, the use of linearmA
of current as the input to a more central adaptation mecha-
nism in electric hearing is consistent with the use of decibels
as the input to the same central adaptation mechanism in

acoustic hearing~Duifhuis, 1973; Nelson and Freyman,
1987; Nelson and Pavlov, 1989!.

Also note that we chose to describe the recovery process
as aneffectof the masker that recovers over time and not as
a decay in the physical amplitude of the masker. This is
because the recovery curves all tended to asymptote at abso-
lute threshold. None of the rapid- or slow-recovery curves
were well fit using an equation that described exponential
decay as a function of masker amplitude.

The exponential recovery process used to fit SPFM re-
covery curves, described by Eq.~3!, is essentially identical to
the recovery process used by Brownet al. to describe their
physiological ~1990, 1996! and psychophysical~1996! re-
covery curves. The principal difference is that Brownet al.
normalized their functions to the masked threshold at some
short time delay, thereby eliminating differences in the
amount of masking across subjects~normalization does not
affect time-constant estimates!, and they did not include a
constant~C! to describe residual masking at longer time de-
lays. Time constants~inverses of reported recovery slopes!
for their physiological data ranged from 4.5 to 12.2 ms
across 10 subjects. Time constants for their psychophysical
data for six electrodes in four subjects, estimated with our
fitting procedures, ranged from 2.2 to 14.7 ms.

In summary, both the form of the recovery curve de-
scribed by Eq.~3! and the range of time constants obtained
across subjects and electrodes in the present study, are con-
sistent with data from previous physiological and psycho-
physical studies. About three-fourths of recovery functions
reported in existing studies have time constants shorter than
7 ms, roughly similar to eighth-nerve refractory time con-
stants measured in normal and acutely deafened ears. The
remaining psychophysical functions have time constants
longer than 7 ms, perhaps indicating unusual amounts or
types of auditory nerve degeneration.

B. GOM slopes

GOM slopes in this study decreased with time delay as
expected in an exponential recovery process. Our analyses

FIG. 8. Scattergrams of speech scores and time constants~t! of SPFM
recovery functions. Panel~A! Data for basal electrodes of subjects in the
present study, for whom time constants were measured using a psychophysi-
cal ~PSY! SPFM procedure. Panel~B! Data for subjects from Brownet al.
~1990!, for whom time constants from monopolar basal electrodes of an
Ineraid cochlear implant were obtained using an electrically evoked action
potential~EAP! measure of SPFM recovery.

2929 2929J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 D. A. Nelson and G. S. Donaldson: Single-pulse forward masking



indicate that effective masking~amount of masking at zero
time delay! grows linearly with masker sensation level ex-
pressed inmA, and that GOM slope is determined by the
recovery time constant,t, and the time delay,t. This finding,
that GOM slopes can be predicted from the recovery time
constant, supports the validity of an exponential model for
describing SPFM recovery.

C. Residual threshold shift and the slow-recovery
process

One of the differences between previous work and the
present study is our use of aC constant to reflect residual
threshold shift and improve exponential fits to the SPFM
recovery curves. As indicated in Table III,C constants for
the rapid-recovery process ranged from 0 to 100mA. These
constants were typically associated with a clearly defined
slow-recovery process~e.g., CJP in Fig. 2!. In some cases,
however, substantial residual masking existed but no second
recovery process was apparent, perhaps because sufficiently
long time delays were not evaluated~e.g., AGF in Fig. 3!.
Examination of the Brownet al. ~1996! psychophysical re-
covery functions suggests that the use of an additive constant
might have improved some of their exponential fits~e.g.,
IS24 3–4 in their Fig. 12!. This was not true of their EAP
~electrically evoked action potential! recovery functions,
however, suggesting that threshold shifts at long masker-
probe time delays~residual masking or a well-defined slow-
recovery process! represent some form of adaptation origi-
nating central to the eighth nerve. Further evidence for this is
provided by the Brownet al. ~1996! finding that psycho-
physical SPFM functions exhibited slower recovery than
EAP SPFM functions in some subjects at time delays longer
than 2–5 ms. Although procedural differences in psycho-
physical and EAP forward-masking procedures could con-
tribute to such differences, both their findings and ours are
consistent with the existence of two recovery processes, an
initial rapid process associated with eighth-nerve relative re-
fractoriness, and a second slower process that may be asso-
ciated with more central adaptation.

D. Level-independent time constants

The present study represents the first thorough examina-
tion of the level dependence of the recovery time constant in
SPFM. From Fig. 7 it is clear that there were no systematic
changes in time constant across masker levels, either within
or across subjects and electrodes. That is, time constants in
this study were level independent. A similar finding was re-
cently reported by Honget al. ~1998!, who found that recov-
ery time constants were unaffected by masker level as long
as masker level exceeded probe level. This was generally the
case in our study, and in those instances where probe level
did exceed masker level the differences were small. Thus,
findings of the two studies are consistent. Note, however,
that it would not be surprising to observe a masker-level
effect under conditions in which probe level substantially
exceeded masker level. In that circumstance, the probe could
excite a significantly larger population of auditory nerve fi-
bers than the masker and recovery functions might be less

affected by the refractory characteristics of individual neu-
rons excited by the masker than by the recruitment of new
fibers by the probe. Under more typical conditions in which
masker level exceeds or is similar to probe level, our data
indicate that an exponential recovery process with a level-
independent time constant adequately describes the rapid
process of SPFM recovery.

E. Electrode location effects

In the present study, SPFM recovery parameters did not
vary systematically with electrode location, suggesting that
underlying neural characteristics did not vary consistently
with cochlear location across subjects. This finding agrees
with Brown’s findings for EAP recovery functions~Brown
et al., 1996!. Note, however, that for individual subjects in
the present study, rapid-process time constants sometimes
showed large differences for apical, middle and basal test
electrodes~Table III!. Four subjects exhibited time constants
that were 2–2.7 times larger on one electrode than another
~AGF, GPB, RFM, and EJQ!, suggesting local differences in
neural survival along the cochlear partition. Additional evi-
dence for local effects of neural survival is provided by a
recent comparison of EAP recovery curves obtained with
monopolar and bipolar stimulation~Brown et al., 1996!. Mo-
nopolar stimulation produced nearly identical recovery func-
tions in a group of nine subjects, whereas bipolar stimulation
produced more variable function shapes in a group of 13
subjects~see their Fig. 8!. One interpretation of this finding
is that bipolar stimulation sampled more discrete regions of
the cochlear partition than monopolar stimulation, thereby
allowing local differences in neural survival to have a greater
influence on results.

F. Comparison with eighth-nerve recovery functions

Examination of physiological data from animals sup-
ports the hypothesis that the rapid-recovery process seen in
human SPFM functions reflects refractory properties of the
eighth-nerve response. Stypulkowski and van den Honert
~1984! measured EAP recovery functions in normal-hearing
and short-term deafened cats, and identified two components
of the EAP on the basis of latency-intensity characteristics:
The shorter-latencyN0 component was thought to arise from
stimulation of auditory nerve fibers’ central processes~ax-
ons!, whereas the longer-latencyN1 component was thought
to arise from fibers’ peripheral processes~dendrites!. Refrac-
tory functions were examined forN1 responses in normal-
hearing and ototoxically-deafened animals who were pre-
sumed to have normal dendrites and axons, and forN0
responses in laminectomized animals who were presumed to
have functional axons but no dendrites. BothN1 and N0
recovery functions showed complete or near-complete recov-
ery at masker-probe delays of 4 ms, consistent with recovery
time constants of about 2–3 ms. Milleret al. ~1993! identi-
fied two wave I components in the guinea pig EABR, analo-
gous to theN0 andN1 responses studied by Stypulkowski
and van den Honert~1984!. Recovery was significantly faster
for wave Ia~similar toN0, axonal stimulation! than for wave
Ib ~similar toN1, dendritic stimulation!, but exponential time
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constants for both waves were always less than 5 ms. Recov-
ery functions for short-term deafened animals in the Miller
et al. study were similar to those in normal-hearing animals,
but showed greater variability across individuals. Zhouet al.
~1995! measured EABR recovery functions in mice with
myelin-deficient auditory nerve fibers. The myelin-deficient
mice demonstrated slightly but significantly slower recovery
than normal controls; however, recovery time constants were
again about 2–3 ms for both myelin-impaired and normal
animals.

The similarity of SPFM time constants in normal and
short-term deafened animals, as well as most human sub-
jects, suggests that recovery characteristics at the level of the
eighth nerve are relatively insensitive to deafness-related
changes in fiber morphology and density. As discussed be-
low, an important exception to this may occur in the case of
long-term deafness. The human psychophysical data do not
allow differentiation of axonal versus dendritic excitation
mechanisms, as there are not clear differences among func-
tions with time constants less than 5 ms. However, the dis-
tribution of psychophysical time constants across electrodes
and subjects~mean 5.5 ms, with a standard error of 0.75 ms!
is broader than that seen in animals~typical range 2–3 ms!.
This could imply that the proportion of neural responses
stemming from axonal versus dendritic excitation varies
across subjects and electrodes, and that SPFM functions with
the shortest time constants involve only axonal excitation.

G. Extended time constants and long-term deafness

Most of Brown and Abbas’ subjects~Brownet al., 1990;
Abbas and Brown, 1991; Brownet al., 1996! evaluated with
physiological and psychophysical measures of SPFM
showed complete recovery at time delays of 4–6 ms~t,5
ms!, consistent with animal data described above. However,
a few showed noticeably slower recovery~t.10 ms!, similar
to that shown psychophysically by subject AGF in the
present study. It is possible that prolonged recovery times are
indicative of severe neural degeneration associated with
long-term deafness. Information regarding individual sub-
jects’ duration of deafness is not provided in Brown and
Abbas’ studies; however, our subject AGF was profoundly
deaf for 25 years prior to cochlear implantation, far longer
than other subjects in this study. Subject AGF was also the
oldest of our group~79 years!, suggesting that age could be
another factor contributing to prolonged recovery.

Physiologic factors that could account for prolongation
of SPFM time constants in long-term deafness involve the
recovery time constants of individual auditory nerve fibers
and the density of residual neurons in the region of electrical
stimulation. Recovery rates of individual fibers affect the
likelihood that fibers responding to the masker pulse will
respond again to the probe pulse at short time delays. In
subjects with long-term deafness, it is conceivable that de-
myelination of fibers’ axonal processes~Leake and Hradek,
1988! or reduced fiber diameters could prolong individual
fiber time constants~Paintal, 1966!, thereby contributing to
prolonged SPFM time constants. Neural density is likely to
influence the proportion of stimulated fibers that respond to
the masker and are in a refractory state when the probe pulse

occurs. The proportion of refractory fibers should vary in-
versely with the time constants measured in SPFM and, at
least intuitively, should vary inversely with neural density.
Thus, reduced neural density may also be associated with
prolongation of SPFM time constants. A number of human
and animal studies have shown that the density of functional
auditory neurons decreases following deafness, and that the
number of viable fibers may be severely reduced in some
cases of long-term deafness. Subjects with severe neural
depletion would also be those most likely to exhibit morpho-
logical changes resulting in prolonged recovery for indi-
vidual fibers, suggesting that both factors may operate in
tandem to prolong SPFM time constants. Subject EJQ’s
hearing loss was attributed to mumps, one of several viruses
that can cause severe cochlear damage~Schuknecht, 1974!
and associated neural degeneration. EJQ also demonstrated
prolonged rapid-recovery constants for two electrodes~t’s
more than two standard errors above the mean!, consistent
with the idea that prolonged time constants are indicative of
neural degeneration. An evaluation of SPFM recovery func-
tions in a larger population of cochlear implantees with vary-
ing durations of deafness and etiologies of hearing loss is
needed to further address this possibility.

H. Facilitation

The effect that we refer to a psychophysical facilitation
was observed for nearly all electrodes evaluated in the
present study at one or more masker levels. In general, fa-
cilitation was stronger at lower masker levels than at higher
masker levels; however, masker level did not have a system-
atic effect on the amount of facilitation observed for indi-
vidual electrodes.

It is interesting that nonmonotonicities similar to the fa-
cilitation seen here exist in the eighth-nerve measures of
SPFM described earlier, suggesting that facilitation may re-
flect some physiological phenomenon at the level of the
eighth nerve. Stypulkowski and van den Honert~1984! pro-
pose two mechanisms to explain this phenomenon with re-
spect to theirN1 recovery functions~p. 220!, both of which
depend on the existence of intact dendrites. However, it is
not clear whether the mechanisms they propose are consis-
tent with the Milleret al. data~1993!, in which nonmonoto-
nicities at 1–2 ms were observed for both wave Ia~presumed
axonal! and wave Ib~presumed dendritic! responses.

A second possible explanation for facilitation in the
present data involves loudness summation. Whiteet al.
~1984! observed in one subject that the loudness of two
equal-amplitude pulses increased considerably as inter-pulse
separation was reduced from 6 ms to 0.5 ms. This implies
that significant loudness summation can occur when two
pulses are presented in close succession. Consistent with
this, our subjects frequently reported using a loudness cue to
discriminate the signal interval at short time delays~1–2
ms!, but reported different perceptual cues~e.g., hearing two
separate pulses! at longer time delays. Because loudness
summation decreases with interpulse interval, this explana-
tion is consistent with our observation that facilitation was
greatest at the shortest time delays.
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Loudness summation can also account for the fact that
facilitation tended to be larger at lower masker levels than at
higher masker levels. At the short time delays where facili-
tation is observed, refractoriness prevents individual nerve
fibers from responding to both the masker and probe pulses;
thus, loudness summation can only occur when different
groups of fibers respond to the two stimuli. High-level
maskers elicit responses from a large proportion of stimu-
lated fibers, leaving few fibers to respond to the probe. In
contrast, low-level maskers excite a smaller proportion of
fibers, with the result that many fibers are available to re-
spond to the probe. Presuming that loudness summation in-
creases with the number of fibers responding to the probe,
then greater loudness summation should occur at low masker
levels, as seen in the present data. A similar relationship
between probability of response and loudness summation
was recently proposed by McKay and McDermott~1998!.

A related phenomenon has been observed in single-unit
neural responses to subthreshold pulse pairs~Eddington
et al., 1978; Butikofer and Lawrence, 1979; Dynes and Del-
gutte, 1995; Eddingtonet al., 1995!. When subthreshold
pulses are presented in pairs, with a short time delay between
them~,4 ms!, they can elicit a neural response even though
the pulses are up to 6 dB below their individual neural exci-
tation thresholds. Whether the physiological mechanisms un-
derlying the present demonstrations of suprathreshold facili-
tation are the same as those responsible for such
subthreshold facilitation is not known. However, it is inter-
esting that the largest suprathreshold facilitation is seen at
lower masker levels. Additional studies are needed to quan-
tify the facilitation effects observed here in SPFM, to deter-
mine whether they are related to subthreshold facilitation,
and to determine how such facilitation effects might modify
the perceptions of longer pulse trains.

I. Correlations with word recognition

A significant negative correlation was obtained in this
study between SPFM recovery time constants for basal elec-
trodes and word recognition scores. This finding echoes re-
sults previously reported for EAP measures of refractoriness
~Brown et al., 1990!, but is primarily due to the data for two
subjects ~AGF and EJQ! who demonstrated the lowest
speech scores. In addition, it is not clear why correlation
coefficients were not significant for middle and apical elec-
trodes. Evaluation of similar measures in a much larger
population of cochlear implant listeners is needed to clarify
possible relationships between SPFM time constants and per-
formance on speech recognition tests.

V. CONCLUSIONS

Recovery from single-pulse psychophysical forward
masking can be described by an exponential recovery pro-
cess in which the amount of threshold shift~in mA! produced
by a single-pulse masker recovers exponentially in time.
Time constants average 5.5 ms across subjects and elec-
trodes, with a standard error of 0.75 ms. Time constants are
independent of masker level and do not vary systematically

with electrode location. However, they can differ signifi-
cantly with electrode location in individual subjects.

Response to the masker grows linearly with masker
level ~in mA! at a time delay of 0 ms. Growth rates at longer
time delays are shallower than 1, and are determined by the
level-independent time constant. This behavior is consistent
with an exponential recovery process.

The addition of a constant residual threshold shift im-
proves the exponential fit to most SPFM recovery curves,
consistent with the existence of a second, slower recovery
process. In some cases, the slower recovery process is suffi-
ciently well defined to be fitted with a second exponential
process with a longer time constant.

The rapid-recovery process of psychophysical SPFM
has a time constant less than 5–7 ms, consistent with eighth-
nerve refractoriness. The slower recovery process exhibits
time constants that are too long to attribute to eighth-nerve
refractoriness and likely reflects more central processes.

Prolonged time constants for the rapid-recovery process
~.7 ms! may reflect altered mechanisms of neural excitation
associated with long-term deafness.

There is some evidence that prolonged SPFM time con-
stants are associated with poor speech recognition; however,
a larger data set is needed to better evaluate this possibility.
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1Facial nerve stimulation restricted electrode selection in two subjects~AGF
and DAW!. For these subjects, test electrodes were distributed across the
range of stimulable electrodes.

2The ordinate in Fig. 1 is shown in linear units~mAmps! of threshold shift to
illustrate that masked threshold recovers asymptotically to absolute probe
threshold, i.e., the recovery process involves the recovery of aneffect
~threshold shift! to zero, not the recovery of a physical stimulus down to
some physical reference. All later figures express masked thresholds in this
way ~i.e., they show threshold shift inmAmps on the ordinate!. The ab-
scissa in Fig. 1 is shown in linear units of time delay between masker and
probe to illustrate the exponential nature of the recovery process. Because
the range of time delays evaluated in this experiment is large, later figures
use a logarithmic scale to show time delay on the abscissa.

3A CSU is the smallest change in current realizable with the implanted
stimulator. The decibel step size corresponding to one CSU varies slightly
across the dynamic range and among individual implanted stimulators, but
is usually between 0.1 and 0.3 dB.

4Fittable SPFM recovery curves at two or more masker levels were obtained
from only seven of the subjects, because AMB’s recovery curves were only
well fit for the highest masker level. Of those seven subjects, one electrode
exhibited a negative slope~AGFr12!, which was not included in the aver-
ages across electrodes reported here.
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Amplitude modulation is an important parameter defining vertebrate acoustic communication
signals. Nesting male plainfin midshipman fish,Porichthys notatus, emit simple, long duration hums
in which modulation is strikingly absent. Envelope modulation is, however, introduced when the
hums of adjacent males overlap to produce acoustic beats. Hums attract gravid females and can be
mimicked with continuous tones at the fundamental frequency. While individual hums have flat
envelopes, other midshipman signals are amplitude modulated. This study used one-choice playback
tests with gravid females to examine the role of envelope modulation in hum recognition. Various
pulse train and two-tone beat stimuli resembling natural communication signals were presented
individually, and the responses compared to those for continuous pure tones. The effectiveness of
pulse trains was graded and depended upon both pulse duration and the ratio of pulse to gap length.
Midshipman were sensitive to beat modulations from 0.5 to 10 Hz, with fewer fish approaching the
beat than the pure tone. Reducing the degree of modulation increased the effectiveness of beat
stimuli. Hence, the lack of modulation in the midshipman’s advertisement call corresponds to the
importance of envelope modulation for the categorization of communication signals even in this
relatively simple system. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1373441#

PACS numbers: 43.66.Gf, 43.80.Lb@WA#

I. INTRODUCTION

Patterns of amplitude variation are known to play an
important role in bioacoustic communication~Bradbury and
Vehrencamp, 1998!. Vocalizations typically can be de-
scribed by amplitude fluctuations in the temporal envelope,
defining features such as call duration and inter-call inter-
vals, as well as the division of a vocalization into subunits
~e.g., syllables!. Behavioral responses to acoustic signals of-
ten depend on such species- or call-specific amplitude modu-
lations. Examples range from preferences for specific call
repetition rates in various frog species~review Gerhardt,
1988! to the inherent information content of the temporal
envelope in human speech~e.g., Shannonet al., 1995!.

In this paper we address the importance of envelope
modulation from a novel perspective. Nesting male plainfin
midshipman fish,Porichthys notatus, produce essentially un-
modulated, very long duration calls known as hums@Fig.
1~A!#. Hums are spectrally simple signals, consisting of a
fundamental~around 80–120 Hz! and several higher har-
monics. Hum fundamental frequency is linearly related to
temperature, and the variation among individuals at the same
site is quite small~mostly ,4 Hz; Brantley and Bass, 1994;
Bodnar and Bass, 1997; Basset al., 1999!. A single hum can
last for an hour or more and durations on the order of several
minutes are typical~Brantley and Bass, 1994; Basset al.,
1999!. Not only is the temporal envelope of a hum flat~fol-

lowing its onset ramp!, but the hum’s long duration makes it
probable that neither patterns of onsets and offsets nor the
entirety of a single hum is necessary for evoking a response.
Therefore, if envelope modulation plays a role in hum rec-
ognition, it is expected to be the absence of modulation
rather than any characteristic rate or shape that is important.

Hums attract gravid females to a male’s nest, where
spawning occurs~Ibara et al., 1983; Brantley and Bass,
1994!. In playback experiments, gravid females quickly ap-
proached, touched, and circled underwater loudspeakers
playing hum-like continuous tones~McKibben and Bass,
1998!. This robust phonotactic response provides a readily
observable behavioral measure for recognition of a signal as
a hum.

Although an individual hum has an essentially flat enve-
lope, midshipman acoustic communication does include at
least two distinct types of envelope modulation. First, nest-
ing males emit trains of short~50–200 ms! pulsed sounds,
known as grunts@Fig. 1~C!; Brantley and Bass, 1994#.
Grunts are associated with agonistic contexts and presum-
ably signal aggression. While only nesting males produce
grunt trains, both sexes sometimes produce isolated single
grunts. The second type of envelope modulation results from
the frequent occurrence of overlap between the hums of
nearby males. When two hums with slightly different funda-
mental frequencies overlap, the acoustic waveforms interfere
to produce beats at their difference frequency@df, Fig. 1~B!#.
Beats are amplitude and phase modulations that result from
the continual shifting in and out of phase of the two funda-
mentals. In this natural listening situation, a receiver would
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hear the summated beating waveform instead of the flat en-
velope of an individual hum.

A previous study demonstrated that certain pulse train
and beat stimuli can be recognized and responded to as if
they were hums~McKibben and Bass, 1998!. However,
grunt trains and pulsed stimuli timed to approximate a grunt
train were not effective. Also, the effectiveness of single-
source beat stimuli appeared to be limited by both beat rate
and depth of modulation. Here we build upon those results
by presenting a range of pulse train and beat stimuli and
testing the sufficiency of each to evoke a response. The spe-
cific goals are to examine functional behavioral sensitivity to
envelope modulation in midshipman and to determine the
role of envelope modulation or lack thereof in defining a
hum.

II. METHODS

A. Experimental animals

Gravid female midshipman fish were collected from
nests along Tomales Bay and San Quentin Point in Marin
County, California. Females enter nests only to spawn and
may have begun egg laying when collected. The fish used in
tests were sexed according to external morphology~see
Brantley and Bass, 1994; McKibben and Bass, 1998! and
had the swollen abdomens typical of gravid females. Indi-
vidual females (n5123) were measured and tagged with a
numbered plastic tab sutured just rostral to the dorsal fin.
Standard length ranged from 10.2–17 cm~mean 13.361.3
cm! and mass ranged from 14.7–66.8 g~mean 31.869.8 g!.
Fish were maintained, and all tests were conducted, at the
UC Bodega Marine Laboratory, Bodega Bay, CA. Fish were
kept in running seawater tanks at temperatures that varied
with the incoming water~9–12 °C! and offered live brine
shrimp and goldfish as food.

B. Experimental setup

The experimental set up and methods are generally the
same as previously described~McKibben and Bass, 1998!.
Tests were performed in an outdoor, 4-m diameter, concrete

tank with a water depth of 0.75 m. An underwater loud-
speaker~UW-30, University Sound! was placed near the cen-
ter of the tank facing the perimeter, 1.4 m from the front
wall, in order to minimize effects of reflections. The loud-
speaker was suspended from a PVC frame so that the center
of its face was 11 cm above the tank bottom. A second
‘‘dummy’’ speaker stood adjacent to the active speaker~32
cm center-to-center!, and was used only as a silent control.

Experiments took place during the midshipman breeding
season~May–August! and at night ~20:26–03:30 hours!,
which is when midshipman are normally most active. Two
red floodlights symmetrically placed on either side of the
tank permitted responses to be observed and videotaped.
During tests, the water temperature was 13.4–15.8 °C. How-
ever, for any given night and stimulus set presentation, the
temperature range was only 0.4 to 1.2 °C.

C. Stimuli

Stimuli were synthesized and played using SoundEdit 16
~Macromedia! running on a Macintosh 540c portable com-
puter. The signal was amplified with a battery-powered am-
plifier ~Nagra/Kudelski! and played through the UW-30
loudspeaker. Sound in the experimental tank was recorded
for analysis and calibration using a hydrophone~Cornell
Bioacoustics Research Program, Laboratory of Ornithology,
CBRP; response flat61 dB from 60 to.500 Hz! connected
to an AC voltmeter for direct output measurements and to a
portable computer~Macintosh Powerbook G3! for spectral
analysis ~using Canary, a sound analysis program from
CBRP!. Source levels were adjusted so that the sound pres-
sure was approximately 140 dBre 1 mPa ~measuring only
the ‘‘on’’ portion of the stimulus for pulse trains! 20 cm in
front of the speaker. This signal level is in the range of the
highest levels recorded from midshipman nests in the field
~Bass and Clark, in press; A. Bass and M. Marchaterre, un-
published observations!. In the experimental tank, sound
pressure attenuated quickly with distance from the source,
however, the gradient was continuous, with no apparent nulls
or maxima~McKibben, 1998; McKibben and Bass, 1998!.

The stimulus sets used in each of the seven experiments
are outlined in Table I. Pulsed stimuli~Experiments 1–3!
were constructed from 90 Hz tone segments of the specified

FIG. 1. Midshipman acoustic communication signals.~A! Segment of indi-
vidual hum envelope~2 s!. ~B! Beats resulting from concurrent hums~2 s!.
df is approximately 4 Hz.~C! Segment of grunt train~5 s!.

TABLE I. Experimental stimuli. Pulse train stimulus durations are given in
columns B–E aspulse duration@gap duration# in ms.

Experiment
Experiment

type

Stimulus

A B C D E

1 Pulse Tone 500@10# 500 @50# 500 @100# 500 @250#
2 Pulse Tone 750@25# 500 @10# 500 @25# 250 @10#
3 Pulse Tone 900@100# 800 @200# 700 @300#
4 Beat 100%

modulation
Tone 2-Hz df 4-Hz df 6-Hz df 10-Hz df

5 Beat 100%
modulation

Tone 0.5-Hz df 1-Hz df 2-Hz df

6 Beat 50%
modulation

Tone 2-Hz df 4-Hz df 6-Hz df 10-Hz df

7 Beat 25%
modulation

Tone 2-Hz df 4-Hz df 6-Hz df 10-Hz df
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duration with a linear ramp~approximately 30 ms! applied at
each end. The specified silent gap was appended to the pulse
and the resulting signal looped to produce an ongoing pulse
train. In Table I and figures, pulsed stimuli are given the
notation: pulse duration@gap duration#. The continuous tone
stimulus consisted of a continuous loop of the same 90-Hz
signal used to construct the pulses. Starting and ending volt-
ages for the looped segment were precisely matched so there
were no transients on playback.

Beat stimuli were synthesized by digitally mixing two
tones~f1 and f2! with a difference frequency~df! equal to f2
minus f1. The beat stimulus was then played out of a single
speaker. For all stimuli, f1 was 90 Hz; f1 and f2 synthesis
amplitudes were adjusted to compensate for the frequency
response of the speaker. For Experiments 4 and 5, f1 and f2
were equal in amplitude, resulting in a combined signal with
100% envelope modulation~peaks cancelled out at nulls and
summed to twice f1’s amplitude at maxima!. For Experiment
6, beats were synthesized with f2 attenuated by 50%~26 dB
re f1!. This reduced the envelope modulation correspond-
ingly. For Experiment 7, f2 was attenuated by 75%~212 dB
re f1!, resulting in 25% envelope modulation. For all four
beat experiments, the single tone stimulus consisted of f1
presented alone. Thus, the beat stimuli were higher in aver-
age amplitude than the tone stimulus, approximately 3 dB,
1.8 dB, and 1 dB higher for the 100%, 50%, and 25% modu-
lation stimuli, respectively. Each stimulus was looped for
continuous playback.

D. Testing protocol

In preparation for testing, fish were held in buckets of
water from the test tank and allowed to acclimate for at least
20 minutes. During the course of the night, water in the
holding buckets was repeatedly refreshed from the test tank
to maintain temperature and quality. Fish were tested indi-
vidually with a set of four or five stimuli, depending on the
experiment. Each stimulus of a set was presented in a sepa-
rate trial and repeat trials with the same fish were separated
by at least 30 minutes. The order of stimulus presentation
followed a randomized block design, so that the same or
similar numbers of fish were tested with each stimulus in
each temporal order.

For each trial, a fish was placed in a cylindrical mesh
release cage~30-cm diameter, approximately 60-cm from the
speakers! while the test signal was playing. When the fish
was near the bottom and facing toward the center of the tank
~in the direction of the speaker! it was released by manually
raising the cylinder. Responses were noted, and the move-
ments of the fish were described and videotaped for future
analysis. Scoring of positive responses followed a previously
established protocol~McKibben and Bass, 1998!. Most posi-
tive responses were unambiguous, involving touching of the
speaker and prolonged circling around and under the
speaker. Simply approaching the speaker or swimming
through the speaker frame were not clearly reactions to the
sound and were not considered responses. Trials ended either
when the fish had been at the speaker for several seconds and
the sound was turned off~an attempt to avoid habituation! or

when the fish swam out of the area between the release site
and the speakers.

E. Analysis

Final scoring of responses was based on analysis of the
videotapes by a person blind to the stimulus being presented.
Ninety-nine fish ~80.5% of all gravid females tested! re-
sponded to at least one stimulus~‘‘responsive’’ fish! and
were used in the analysis. Most fish were used for just one
experiment, however, six were used in two of the experi-
ments, but not for data that were combined or compared. For
each experiment, the Cochran Q test for related samples~Sie-
gel and Catellan, 1988! was applied to determine if there was
an overall significant effect of stimulus type on response
likelihood. Where such an effect existed, the McNemar
change test~Siegel and Catellan, 1988! was then used to
make comparisons between individual stimuli.

III. RESULTS

A. Pulse train stimuli

Results for Experiment 1 are shown in Fig. 2~A!. The
five stimuli consisted of a continuous tone and four different
pulse trains. The pulse trains were composed of 500-ms
pulses separated by silent gaps of 10, 50, 100 or 250 ms. All
18 fish responded to the continuous tone. Of these, 11~61%!
responded to the pulsed stimulus with 10-ms gaps, two to the
stimulus with 50-ms gaps, and one to the stimuli with the
two longest gap lengths.~This subject responded to all five
stimuli.! Overall, responses varied significantly with stimu-
lus type ~Cochran Q test, Q551.8, df54, chi-squarep
,0.001). The tone attracted a significantly higher number of
fish than any of the pulsed stimuli, and the 10-ms gap stimu-
lus was more effective than the pulsed stimuli with longer
gaps~McNemar change test,p,0.01).

Experiment 2 also tested fish with four different pulsed
stimuli and a continuous tone. In order to fill-in the region of
intermediate stimulus effectiveness, pulse durations were
250, 500 or 750 ms with gaps of 10 or 25 ms@Fig. 2~B!#. The
proportion of fish responding depended on the stimulus~Co-
chran Q test, Q524.3, df54, chi-squarep,0.001). All 15
fish approached the tone and, as was the case in Experiment
1, fewer fish responded to 500-ms pulses with 10-ms gaps~8
fish, 53%; McNemar change test,p,0.01). The three other
pulsed stimuli also attracted a smaller proportion of fish than
the tone ~McNemar change test,p,0.02). Among pulse
train stimuli, the 750@25# and 500@10# stimuli were more
effective than the 250@10# (p,0.05). Figure 2~C! plots the
combined results from Experiment 1 and Experiment 2. The
proportion of fish responding to 500-ms pulses decreased as
the gaps increased from 10 to 100 and 250 ms. Also, shorter
pulses tended to attract fewer fish when the gap duration was
kept constant~e.g., 500-ms vs 750-ms pulses with 25-ms
gaps; 250-ms vs 500-ms pulses with 10-ms gaps!.

The final pulse experiment, Experiment 3, presented
three pulse train stimuli with varying pulse and gap durations
but all with 1-s periods. The fourth stimulus was a continu-
ous tone. Again, effectiveness varied across stimuli@Fig.
2~D!; Cochran Q test for related samples, Q529.4, df53,
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chi-squarep,0.001#; and the tone was the most effective
stimulus~McNemar change test,p,0.002), attracting 15 of
the 16 responsive fish. While the number of fish responding
to the pulsed stimuli followed the relative pulse duration,
these differences were not statistically significant.

Results for Experiments 1–3 are replotted in Fig. 3~A!
in terms of stimulus duty cycle@pulse duration/~pulse1gap

duration!#. Stimuli which had the sound on for a greater pro-
portion of time ~i.e., larger duty cycle! tended to be more
effective; however, some stimuli with similar duty cycles
had quite different effectiveness@e.g., the 750-ms and
250-ms pulses in Experiment 2, which had duty cycles of
0.968 and 0.962, respectively; arrows in Fig. 3~A!#. The re-
lationship between duty cycle and stimulus effectiveness can
be roughly approximated by an exponential curve. The upper
curve~solid line, r 250.724) in Fig. 3~A! is based on all the
data points from Experiments 1–3~as shown!, whereas the
lower curve ~dashed line,r 250.666) is fitted to the data
from Experiments 1–3 combined such that each pulse train
stimulus is represented only once, even if used in more than
one experiment. For combined data, proportions responding
were calculated by dividing the total number of responses to
a stimulus across experiments by the total number of fish
tested with that stimulus. This was done to eliminate weight-
ing the curves by, for example, having three points for a duty
cycle of one~the continuous tone!.

An alternative way of quantifying the pulsed stimuli
takes into account both the ratio of pulse to gap duration and

FIG. 2. Proportion of fish responding to a continuous tone and to pulse
trains in Experiments 1–3. Notation for pulsed stimuli is pulse duration@gap
duration# in ms. ~A! Experiment 1 with 500-ms pulses (n518 responsive
fish!. ~B! Experiment 2 with 250-, 500-, and 750-ms pulses (n515 respon-
sive fish!. ~C! Results from Experiments 1 and 2 combined and arranged in
order of decreasing pulse, then increasing gap, duration (n515– 33 depend-
ing on stimulus; each fish was used in only one experiment!. ~D! Experiment
3 with 1-s periods and pulse durations of 700, 800, or 900 ms (n516
responsive fish!.

FIG. 3. ~A! Proportion of fish responding plotted according to stimulus duty
cycle for Experiment 1~filled squares!, Experiment 2~open diamonds!, and
Experiment 3~open circles!. A duty cycle of one corresponds to the con-
tinuous tone. Exponential curves are fitted to all data points~solid line, r 2

50.724) or to data combined such that there is only one point per stimulus
~dashed line,r 250.666).~B! Combined data for all pulsed stimuli~Experi-
ments 1–3, filled squares, solid line! quantified as~pulse duration!2/gap
duration in order to take both the relative and absolute pulse and gap dura-
tions into account. Data from a previous study are also shown~open circles,
dashed line; McKibben and Bass, 1998!.
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the absolute values involved. Plotting responses according to
~pulse duration2/gap duration!, yields a linear relationship
@Fig. 3~B!; solid line, r 250.922#. As was the case for the
lower exponential curve in Fig. 3~A!, results from Experi-
ments 1–3 are combined such that there is only one data
point per stimulus. The pure tone is left out of this analysis
because a value cannot be calculated from a gap duration of
zero. Data from a previous set of pulse train experiments also
show a linear relationship, although the slope is different
~open circles, dashed line,r 250.927; McKibben and Bass,
1998!. Considering this metric as having two components
@i.e., pulse duration* ~pulse duration/gap duration!#, makes
clear its correspondence with observations already made
based on comparisons between individual stimuli: stimuli be-
come more effective when either the pulse duration is in-
creased or the ratio of pulse to gap duration is increased.

B. Beat stimuli

Experiments 4 and 5 tested responses to beat stimuli
with the two component tones~f1 and f2! of equal amplitude.
This results in sounds with maximal~100%! envelope modu-
lation. The stimulus set for Experiment 4 consisted of beats
with difference frequencies~dfs5f2–f1! of 2, 4, 6, and 10
Hz, as well as a single tone at 90 Hz~f1!. Fourteen of fifteen
fish responded to the single tone, whereas only one to three
fish responded to the 2-, 6-, and 10-Hz df beats, and no fish
to the 4-Hz beat@Fig. 4~A!#. Thus, the tone was more effec-

tive than the beat stimuli~Cochran Q test for related samples,
Q538, df54, chi-squarep,0.001), but there was no dis-
tinction among beat stimuli with different dfs~McNemar
change test,p.0.1).

Experiment 5 tested fish with a single tone and three
beat dfs: 0.5, 1, and 2 Hz. While the tone again attracted the
most fish ~13 of 15 responsive fish!, the smallest dfs also
evoked several responses, eight and five to the 0.5-Hz and
1-Hz dfs, respectively@Fig. 4~B!#. Consistent with Experi-
ment 4, the 2-Hz df beat was not very effective, eliciting
only one response, and that from one of two fish that ap-
proached all three other stimuli. Overall, probability of re-
sponse clearly depended on the stimulus~Cochran Q test for
related samples, Q519.6, df53, chi-squarep,0.001).

The remaining two beat experiments presented stimuli
with f2 attenuated by 50% or 75%, resulting in envelope
modulation of 50% and 25%, respectively. Responses for
Experiment 6~50% modulation! and Experiment 7~25%
modulation! are plotted in Fig. 5. With 50% modulated
beats, 5–10 fish~33–67 %! responded to each of the beat
stimuli ~Fig. 5, hatched bars!. However, the tone still at-
tracted the most fish~14 of 15!, and the stimulus dependence
of response probability was statistically significant~Cochran
Q test for related samples, Q521.5, df54, chi-squarep
,0.001). The 10-Hz df beat elicited at least twice as many
responses as any of the other beat stimuli and was signifi-
cantly more effective than the 6-Hz df beat~McNemar
change test,p,0.05). When beat modulation was reduced to
25% ~Fig. 5, open bars!, fish responded to all four beat
stimuli ~53–76 % of fish at each df,n515) and to the tone;
there was no overall effect of stimulus type on probability of
response~Cochran Q test for related samples, Q54.9, df54,
chi-square p.0.2). Results from Experiment 4~100%
modulation! are replotted for comparison~Fig. 5, filled bars!.

FIG. 4. Beat stimuli with 100% envelope modulation~f1 and f2 equal am-
plitude!. Proportion of fish responding to a single tone~f1590 Hz! and to
beat stimuli. Results are plotted according to difference frequency~df5f2–
f1!. ~A! Experiment 4: dfs of 2, 4, 6, and 10 Hz.~B! Experiment 5: dfs of
0.5, 1, and 2 Hz.

FIG. 5. Beat stimuli with f2 attenuated and reduced envelope modulation
~Experiments 6 and 7!. Proportion of fish responding to tone and each of
four beat stimuli is shown for 25% modulation~open bars;n517), 50%
modulation ~hatched bars;n515), and 100% modulation@filled bars; n
515, same as Fig. 4~A!#.
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IV. DISCUSSION

A. Envelope modulation in midshipman acoustic
communication

The hum emitted by nesting male plainfin midshipman
is a remarkably simple signal, consisting of an essentially
unmodulated fundamental frequency and a series of higher
harmonics~Brantley and Bass, 1994; Basset al., 1999!. A
single hum can be continuous for minutes up to an hour or
more, and detection of onsets or offsets is not necessary for
evoking behavioral responses~McKibben and Bass, 1998!.
The lack of amplitude modulation on such an extended time
scale is perhaps the most unique aspect of a midshipman
hum. Here we have examined the role of temporal envelope
modulation—or lack thereof—in hum recognition by mid-
shipman.

Two different types of envelope amplitude modulation
were used in this study: pulse trains and two-tone beats. Both
of these classes of stimuli correspond to natural features in
the midshipman acoustic social environment. All adult mid-
shipman morphs are known to produce grunts. These are
short duration pulses, which, though spectrally noisier than a
hum, have the same basic frequency profile. Nesting males
emit trains of grunts that can consist of dozens of typically
50-ms to 150-ms grunts separated by gaps of several hundred
ms @Fig. 1~C!; Brantley and Bass, 1994; M. Marchaterre un-
published observations#. Aquarium observations suggest that
grunts are aggressive signals and are directed at conspecifics
~Brantley and Bass, 1994!.

Beats are a second form of envelope modulation that
midshipman routinely encounter. These amplitude and phase
fluctuations result from slight differences in fundamental fre-
quency between the hums of adjacent males. An analysis of
a sample of field recordings of concurrent hums showed dfs
were all less than 8 Hz with the majority less than 4 Hz
~Bodnar and Bass, 1997!. In a previous playback study, both
beat df and depth of beating affected signal preference when
gravid females were given a choice between a beat signal
from one speaker and a single tone from another~McKibben
and Bass, 1998!.

All beat stimuli presented in this study consisted of two
tones combined electronically and emitted from a single
source. This differs from the natural situation in which the
beat waveform would result from acoustic combination of
hums from distinct sources. However, at a distance from the
sources, a fish is likely to perceive a single beating wave-
form. Single-source beats can be thought of as one extreme
on a continuum of spatial overlap~McKibben and Bass,
1998!. While single-source beats may be less effective than
beats that resolve into individual tones at the sources, they
are well suited for defining the boundaries of hum recogni-
tion at close range.

B. Signal recognition

In this study, fish were presented one sound at a time,
thus the question addressed was signal recognition rather
than choice or preference. Recognition of a signal as a hum
was assessed by whether a behavioral response comparable
to that for a continuous pure tone was seen. Continuous

single tones at hum fundamental frequencies effectively
mimic hums and elicit robust phonotaxis by gravid females
~McKibben and Bass, 1998!. The use of a behavioral mea-
sure for recognition presumed that motivation to respond
was the same in all experimental contexts.

Recognition, as used here, implies detection of the sig-
nal and a~neurally based! decision that the signal should be
responded to as a hum. In a natural behavioral context, the
recognition would be of a potential mate: a conspecific male
with an established nest~Brantley and Bass, 1994!. Recog-
nition can be considered to require that each signal parameter
falls within a limited range. Preferences could then be ex-
pressed based on the relative values of parameters within the
range of recognition. Recognition and preference would
therefore reflect the same underlying filtering process~Ryan
and Rand, 1993!. In this framework, a certain hypothetical
signal would be the most hum-like and the most preferred.
Changing a signal parameter in any direction would result in
a less preferred signal and, if the change was continued,
eventually a perceptual switch from a recognized hum to
something other than a hum. This ‘‘switch’’ is assumed to be
probabilistic with more recognizable signals expected to
evoke responses with a higher probability than less recogniz-
able signals. By comparing responses of individual fish
across several stimuli, subjects served as their own controls
and the population probabilities of response to specific
stimuli could be compared.

C. Response to pulse trains

Pulse train stimuli were designed to determine the limits
of hum recognition. Therefore, stimuli with various short
duration pulses and interpulse gap lengths were used. The
difference in response between pulse trains with the shortest
duration gaps~10 ms! and continuous tones indicates that the
gaps clearly were detected. A study in another teleost, the
goldfish, demonstrated that, although goldfish have relatively
long thresholds for gap detection in noise~around 35 ms!,
they are very sensitive to decrements as short as 10 ms in
tones~Fay, 1972, 1985!. While the low frequency~90 Hz! of
the pulses in the current study might be expected to decrease
temporal envelope resolution~Moore et al., 1993!, the
gradual modulation made for a longer amplitude change. In-
cluding the pulse offset and onset ramps, the amplitude dec-
rement for the 10-ms gaps lasted for approximately 70 ms.

Experiments 1 and 2~Fig. 2! demonstrated that pulses as
short as 250–500 ms could evoke responses, although, even
with the minimum gap duration, they were not as effective as
a continuous tone. The pulse durations used, on the order of
several hundred milliseconds, are within the range where
temporal integration might affect perception of signal
strength. Fay and Coombs~1983! found that goldfish show
improvements in threshold for tones as duration increases up
to around 300–600 ms~also see Hawkins, 1981!. This tem-
poral integration could be based on simple summation of
energy over time or the improvement in information possible
when stimulus duration permits multiple ‘‘looks’’~Viemeis-
ter and Wakefield, 1991!. However, in the current tests
sound levels were high enough that all pulses are assumed to
have been well above the threshold for detection. Therefore,
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even though the longer pulses contained more energy, dura-
tion itself seems likely to be the more relevant factor for
recognition. Further studies could address the role of pulse
energy directly by looking for amplitude-duration tradeoffs
~i.e., whether increased pulse amplitude could compensate
for decreased duration either compared to other pulses or to a
continuous tone!. Of course, pulses in this study were not
considered in isolation but as part of pulse trains where gap
length also affected response. For example, as gaps were
lengthened from 10 to 250 ms a graded decrease in the ac-
ceptability of 500 ms pulses was seen@Fig. 2~C!#.

In Experiment 3, the periodicity of the pulse train was
held constant at 1 s, while the pulse and gap durations were
varied. The pulse durations of 700–900 ms were longer than
most of those used in Experiments 1 and 2, however the gaps
were also large. It is probable that the long gaps~100–300
ms! accounted for the limited effectiveness of these stimuli.
The 1-s periodicity is comparable to that of the 1-Hz df beat
stimulus that attracted 33% of the gravid females@Fig. 4~B!#,
and the relation between these stimuli is discussed below.

Overall, the pulse train data show that stimulus effec-
tiveness can be increased either by increasing pulse duration
or decreasing gap duration. Pulse and gap duration can be
combined to give stimulus duty cycle, the proportion of the
stimulus period that the pulse occupies@pulse duration/~pulse
1gap duration!#. This is a measure of signal energy, which
varied among the stimuli. Only stimuli with relatively large
duty cycles~approximately 0.9 or greater! were generally
effective @Fig. 3~A!#. This is expected if hum recognition
depends on hearing a sound that is mostly on. Considering
all the pulse train stimuli together, there was a clear trend for
stimuli with larger duty cycles to be more effective@Fig.
3~A!#. The pattern of responses suggests that there may be a
threshold duty cycle, above which responses increase to a
maximum at a duty cycle of one~a continuous tone!. How-
ever, duty cycle does not explain all the variation in the
proportion of fish responding. For example, responses were
quite different for the 750-ms and 250-ms pulses in Experi-
ment 2, despite similar duty cycles@arrows in Fig. 3~A!#.

Duty cycle indicates only the relative pulse and gap du-
rations and does not incorporate their absolute values~i.e.,
the stimulus period!. Therefore, a metric that takes into ac-
count both the ratio of pulse to gap duration and the absolute
pulse duration was also used to quantify the stimuli@Fig.
3~B!#. This measure combines absolute pulse duration and
the ratio of the pulse to gap durations in the form of pulse
duration* ~pulse/gap duration! or, simply, pulse2/gap. Over
the range of stimuli presented pulse2/gap is a good predictor
of stimulus effectiveness@Fig. 3~B!; filled squares, solid line
r 250.922#. Data from a previous study are also shown@Fig.
3~B!, open circles, dashed liner 250.927; McKibben and
Bass, 1998#. While the slopes of the two regressions are
different, the fact that both data sets fall along approximately
straight lines supports the predictive value of the pulse2/gap
measure. The differences between the two data sets could be
due to differences in overall responsiveness between the
groups of fish or to subtle differences in the stimulus presen-
tation. Future experiments could specifically test the predic-
tive value of duty cycle or pulse2/gap by varying pulse and

gap durations while holding the measure of interest constant.
There are two general ways in which a pulse train—an

amplitude modulated signal—could achieve the perceptual
value of a hum—a long duration, unmodulated signal. Either
the individual pulses could be perceptually fused into seg-
ments long enough to be considered hums~i.e., the modula-
tion is within the range of acceptability for recognition of a
hum! or each pulse could be of sufficient duration to be
perceived as a hum on its own~i.e., the pulse train is effec-
tively a succession of separate hums!.

Under certain conditions, pulsed signals are known to
induce perceptions of continuity in human listeners. For ex-
ample, when the gaps in a train of tone pulses are filled with
noise containing the tone frequency, a listener may perceive
an ongoing tone overlain by pulses of noise~Bregman,
1990!. This has been related to a natural context in which a
signal ~e.g., the tone! is intermittently interrupted by other
sounds in the environment~Bregmanet al., 1999!. The ex-
pectation of continuity allows the listener to piece together a
continuous tone from the audible fragments. Midshipman
could face a similar problem in listening to hums. Fluctua-
tions in apparent sound level or transient interference from
other hums could result from complexities of sound trans-
mission in very shallow water~Jensenet al., 1994!, or per-
haps even from acceleration of the fish itself.

It is possible that the recognition of pulsed signals as
hums depends on the listener’s proximity to the source, as
has been suggested for certain beat stimuli~McKibben and
Bass, 1998!. Because the behavioral response measured here
required both approaching the loudspeaker and exhibiting
response-specific circling or touching at the speaker, recog-
nition had to be maintained both at a distance and at the
source. While this is a subtle point, perceptual processes that
allow for transmission-dependent modulation at a distance
from the source, might be superceded by more restrictive
recognition criteria at the source.

Likewise, the behavioral test used here does not allow
determination of the absolute minimum duration for recog-
nition of a hum. This is because the response itself takes
time, and midshipman stop responding almost immediately
when a hum-like signal stops. Thus, while a train of 500-ms
pulses can evoke phonotaxis, a single 500-ms pulse probably
would not. It is therefore not possible to say definitively
whether positive responses to pulse trains reflect tolerance of
within-signal modulation, continued response to a succession
of short but recognized signals, or some combination thereof.
The dependence on an ongoing signal for an ongoing re-
sponse is itself an interesting difference between midship-
man and the other well-studied toadfish,Opsanus tau. Nest-
ing O. taumales also attract females with vocal signals, but
in that system the calls, known as boatwhistles, are intermit-
tent pulses~review Fineet al., 1977!.

D. Response to beats

Responses to beat stimuli showed that hum recognition
can be disrupted by even very slow or shallow modulations.
Fish that responded strongly to single tones largely ignored
strong~100% modulated! beat stimuli with dfs of 2–10 Hz
@Fig. 4~A!#. Reducing the df below 2 Hz restored some of the
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stimulus effectiveness. With a df of only 0.5 Hz~a 2-Hz
period!, the beat stimulus still attracted a smaller proportion
of fish than did a single tone, although the difference was not
quite significant@McNemar change test,p50.06; Fig. 4~B!#.
Comparably small dfs can affect the ability to identify con-
current harmonic signals~i.e., vowels! in humans. However,
the effect is not large and may be limited to ideal rather than
real world listening situations~de Cheveigne´, 1999!. A major
difference between vowel perception experiments and the
current study is stimulus duration.

While fine waveform cues~phase modulation! associ-
ated with beats are likely to play a role in discriminating
concurrent vowels~see de Cheveigne´, 1999!, in the case of
midshipman, the relatively long duration of the signals may
make envelope cues more salient. Consider that synthetic
vowel stimuli are typically shorter than the beat period when
very small dfs are used, but for the study presented here,
stimuli were long enough to include multiple beat cycles.
Both midshipman auditory afferents and midbrain neurons
encode df in their firing patterns~McKibben, 1998; McK-
ibben and Bass, in press; Bodnar and Bass, 1997, 2001!.

Beat stimuli with shallower modulations were con-
structed by keeping the f1 component the same and attenu-
ating f2. These shallow beats are probably more typical of
the naturally occurring beats a fish would encounter@e.g.,
Fig. 1~B!#, since beat modulation will be maximal only if the
amplitudes of concurrent hums are the same at the listener’s
location. More often, one signal will dominate the summed
waveform, either because the source is closer, or more in-
tense, or both. Reducing the depth of modulation increased
the effectiveness of beat stimuli at all dfs tested~2–10 Hz!.

In tests with 50% modulated beats, the tone response
was still significantly greater than beat responses at 2- to
6-Hz dfs, but not at the 10-Hz df. This sensitivity to 50%
modulated beats is consistent with detection data from mid-
brain auditory neurons, which still show significant synchro-
nization to the df with 50% modulation~Bodnar and Bass,
2001!. The 10-Hz df stimulus attracted a greater proportion
of fish than the other beat stimuli, although this difference
was only statistically significant between the 10-Hz and 6-Hz
dfs.

The trend toward greater response to a 10-Hz df seen at
50% and 100% modulation suggests a couple of hypotheses.
One is that hum recognition depends at least in part on en-
velope modulation being outside of the range of modulation
in other midshipman calls, including agonistic grunts. Grunt
trains tend to have periodicities of 1 to 3 Hz~Brantley and
Bass, 1994; Basset al., 1999!. A second hypothesis is that
the perceived depth of beating is less at the 10-Hz df. Mid-
shipman show clear frequency preferences for signals that
differ by 10 Hz, and these frequency preferences are tem-
perature dependent~McKibben and Bass, 1998!. At a 10-Hz
df, the frequency separation of the components may be great
enough to skew their perceptual weighting.

Fay ~1998! showed that, in goldfish, the perceptual simi-
larity between beat stimuli and a single tone changes with df
such that there is a range of dfs over which the beat stimulus
is most unlike a tone. Although he did not condition fish with
tones below 200 Hz, the current data on hum recognition are

consistent with what he reported, with slow and fast beats
tending to be more tone-like than beats with intermediate
dfs.

With 25% modulated beats the difference between tone
and beats was no longer significant, and there were no sig-
nificant differences among dfs~2–10 Hz! in the proportion
of fish responding. Because the apparent depth of beating
will change as a fish swims nearer to one particular calling
male, beats could serve as a cue for localizing a male and his
nest~McKibben and Bass, 1998!. The increased response to
shallower beats, using the fixed depth beat stimuli in this
study, would be predicted by this hypothesis. Beats with
greater modulation could potentially be recognized as hums
at a distance only to be rejected once they failed to diminish
on approach to the source~and in this study response at the
source was required for recognition to be scored!.

The reduced modulation stimuli were constructed by at-
tenuating f2, so they differed in amplitude and waveform
fine structure~i.e., phase modulation!, as well as in degree of
envelope modulation. Amplitude seems unlikely to have
been responsible for any differences in stimulus effective-
ness, since the trend was for lower amplitude signals to be
more effective. Also, even the 100% modulated beats~the
least effective stimuli! were only 3 dB more intense than the
single tone~the most effective stimulus!. While fine structure
cannot be ruled out as a potential contribution to the differ-
ential responses, the long stimulus durations made envelope
modulation an obvious cue. Also, the extremely small differ-
ences in component period at the slowest beats~e.g., less
than 0.1 ms at 0.5 Hz! made for even smaller variations in
fine structure peak intervals. Midshipman hum recognition
has been shown to be tolerant of some degree of fine struc-
ture ‘‘jitter’’ ~FM stimuli in McKibben and Bass, 1998!.
Also, midshipman auditory afferent synchronization to beat
envelopes predicts the greater disruption of response at
higher dfs, whereas synchronization to the component fre-
quencies~fine structure! does not~McKibben, 1998; McK-
ibben and Bass, in press!.

A previous two-choice playback study tested female
midshipman preference for beat or tone stimuli. Fish favored
individual tones over beat stimuli at a larger df~5 Hz! but
not at a df of 2 Hz~McKibben and Bass, 1998!. These were
two-choice tests and, hence, looked at preference rather than
simple recognition of the beat stimuli. One potential reason
for the greater response to 2 Hz beats relative to the current
study is that for the two-choice tests the beat was always
heard against a backdrop of the continuous tone. The sum-
mation of these two sources may have reduced the perceived
strength of the beat modulation. There may also have been
subtle differences in the stimulus presentation or in fish re-
sponsiveness between years. Similar to the findings pre-
sented here, that study also showed that attenuating the f2
component tended to make responses to beat stimuli more
similar to those to tones.

E. Envelope shape for pulse and beat

One-hundred percent modulated beat stimuli resemble
pulse trains in that the amplitude minima could be thought of
as ‘‘gaps’’ separating above threshold sound pulses. The fir-
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ing rates of midshipman auditory neurons typically follow
the envelope modulation of beat stimuli, with the greatest
probability of firing at beat maxima~McKibben, 1998; McK-
ibben and Bass, in press!. This often results in regular bursts
of action potentials separated by silent gaps. Thus, the neural
input in response to beat stimuli is pulsatile, and could be the
basis for perceptual similarity between strongly modulated
beat stimuli and pulse trains.

In terms of envelope shape, however, the pulse and beat
stimuli used here are markedly different. Whereas the pulses
had relatively abrupt rises to a sustained amplitude, the am-
plitude of a beat envelope changes continuously over the
beat cycle. Envelope risetime and slope were not specifically
addressed in this study, but they may have significant effects
on signal perception~e.g., Gerhardt and Schul, 1999!. Beats
with a 1-Hz dF attracted approximately 33% of the fish, but
only one of the 1-s period pulsed tones was similarly effec-
tive. The 0.9 ms pulses attracted 28% of the fish. The higher
effectiveness of slower beats and the difference in response
between beats and pulse trains, may result from slower beats
having more gradual slopes and thus modulating neural input
less than either pulses or faster beats~McKibben, 1998;
McKibben and Bass, in press!.

V. SUMMARY AND CONCLUSIONS

As in other vertebrates, temporal envelope modulation
may be important for discrimination between different types
of acoustic signals in midshipman. However, hums them-
selves can appear modulated, as a result of acoustic interfer-
ence with concurrent hums. Thus, hum recognition would be
expected to incorporate some tolerance of envelope modula-
tion. In one-choice tests, pulse trains were less effective than
continuous tones at attracting gravid female midshipman.
Response to pulse trains was graded, with longer pulses and
greater pulse to gap duration ratios resulting in more effec-
tive signals. This probably reflects both duration minima for
initial hum recognition and the time required for the response
behavior, which depends on an ongoing signal. Midshipman
are not simply responding to the relative amount of energy in
a signal~i.e., duty cycle!, although for fixed pulse lengths,
duty cycle can predict stimulus effectiveness. Across a vari-
ety of pulse and gap length combinations, the proportion of
fish responding to a signal was closely approximated by
pulse*pulse/gap duration. While it is unclear what specific
underlying perceptual mechanisms account for this relation-
ship, it does confirm the observed effects of pulse length and
pulse to gap ratio.

Midshipman were sensitive to even very slow beat
modulations. While the slowest, 0.5–1 Hz, and fastest, 10
Hz, beats had intermediate effectiveness, beats from 2–6 Hz
attracted almost no fish. Reducing the depth of modulation
by attenuating one of the beat components restored signal
effectiveness. However, responses to 50% modulated beats
were still less than that to an unmodulated tone. This sug-
gests that natural beats could affect signal recognition even
when the interfering hums differ in amplitude at the listen-
er’s location. Because this study tested unconditioned re-
sponses to sounds, differences in response presume differ-
ences in perception but do not establish perceptual limits. It

would be interesting to know, within this communication
context, whether there is generalization across modulation
types and envelope shapes.
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Pitch strength and pitch dominance of iterated rippled noises
in hearing-impaired listeners
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Reports using a variety of psychophysical tasks indicate that pitch perception by hearing-impaired
listeners may be abnormal, contributing to difficulties in understanding speech and enjoying music.
Pitches of complex sounds may be weaker and more indistinct in the presence of cochlear damage,
especially when frequency regions are affected that form the strongest basis for pitch perception in
normal-hearing listeners. In this study, the strength of the complex pitch generated by iterated
rippled noise was assessed in normal-hearing and hearing-impaired listeners. Pitch strength was
measured for broadband noises with spectral ripples generated by iteratively delaying a copy of a
given noise and adding it back into the original. Octave-band-pass versions of these noises also were
evaluated to assess frequency dominance regions for rippled-noise pitch. Hearing-impaired listeners
demonstrated consistently weaker pitches in response to the rippled noises relative to pitch strength
in normal-hearing listeners. However, in most cases, the frequency regions of pitch dominance, i.e.,
strongest pitch, were similar to those observed in normal-hearing listeners. Except where there
exists a substantial sensitivity loss, contributions from normal pitch dominance regions associated
with the strongest pitches may not be directly related to impaired spectral processing. It is suggested
that the reduced strength of rippled-noise pitch in listeners with hearing loss results from impaired
frequency resolution and possibly an associated deficit in temporal processing.
@DOI: 10.1121/1.1371761#

PACS numbers: 43.66.Hg, 43.66.Sr@SPB#

I. INTRODUCTION

In its simplest form, pitch is the perceptual attribute cor-
responding to the frequency of a pure tone. However, the
perception of the pitch of more complex sounds, containing
many component frequencies, involves other auditory func-
tions in addition to frequency analysis. Contributions to pitch
analysis include spectral information provided by the spatial
location of stimulation along the basilar membrane and the
temporal characteristics of the time wave forms that are
coded in neural firing patterns. The clear perception of pitch
in complex sounds is one of several cues to the accurate
understanding of speech and the enjoyment of music. The
abilities to perceive voice pitch and to track small changes in
that pitch have been shown to provide assistance to lip read-
ers~Grantet al., 1985! and to aid in the separation of voices
in a multitalker environment~Assman and Summerfield,
1990!. Further, the perception of voice pitch may be instru-
mental in normalizing the changes in formant structure spe-
cific to individual talkers, thereby aiding in the accurate per-
ception of vowels and vowel transitions~Syrdal and Gopal,
1986; Miller, 1989; Johnson, 1990!. Pitch also provides su-
prasegmental cues to speech understanding, including pri-
mary information concerning intonation and stress on certain
portions of the speech signal~Lehiste, 1976!. To the extent
that pitch perception is impaired, altered, or distorted by a

sensorineural hearing loss, these cues may not be available to
the listener.

In studies of both simple and complex pitch, hearing-
impaired ~HI! listeners demonstrate a weaker, more impre-
cise percept than is usually experienced by normal-hearing
~NH! listeners. Larkin~1983! argued that cochlear hearing
impairment results in a poorer and more unstable perception
of the pitch of pure tones. Hearing-impaired subjects were
more susceptible to a biasing tone that tended to shift their
pitch match, which Larkin attributed to an inability by
hearing-impaired listeners to maintain a constant perception
of pitch. He concluded that pitch perception in hearing-
impaired listeners was generally more ambiguous and sub-
ject to external influences, such as the biasing tone used in
his experiment. Burns and Turner~1986! reported that sub-
jects with hearing impairment tended to show exaggerated
downward shifts in the pitch of pure tones with increasing
stimulus level, especially for tones lower in frequency than 1
kHz. They reported further that pitch matches were more
variable than for normal-hearing listeners. Burns and Turner
suggested that these results were reflections of a general and
widespread ambiguity of pitch in the presence of cochlear
damage.

These reports of indistinct pure-tone pitch are comple-
mented by similar reports involving the pitch of more com-
plex sounds, such as speech or harmonic complexes, in
which the pitch percept experienced by hearing-impaired lis-
teners is typically impoverished relative to perception by
normal-hearing listeners. This may be seen in the poorer-a!Author to whom correspondence should be addressed.
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than-normal performance of hearing-impaired listeners on
both pure-tone frequency discrimination and fundamental
frequency discrimination within harmonic complexes, both
tasks reported by Moore and Peters~1992!. Although there
were large individual differences in performance, hearing-
impaired listeners generally required larger-than-normal
pitch differences for both pure-tone stimuli and periodic
complex stimuli. Moore and Peters found some indication
that the temporal aspects of the stimuli provided important
pitch information to both normal-hearing and hearing-
impaired listeners, with a lesser role for spectral analyses
provided by the resolved harmonics. There was not a strong
relationship in their hearing-impaired listeners between fre-
quency resolution, as reflected in measures of auditory filter
bandwidths, and frequency discrimination of pure tones, sug-
gesting that temporal aspects of these stimuli contributed
more to pitch perception than did results of a spectral analy-
sis. Further evidence that pitch discrimination in complex
sounds relied more on temporal characteristics than spectral
characteristics was seen in that the lower~i.e., resolved! har-
monics contributed less to the pitch percept than did the
higher, unresolved harmonics, for both normal-hearing and
hearing-impaired subjects. Interestingly, Moore and Peters
reported that, in some cases, including low-frequency har-
monics in a stimulus resulted in poorer pitch performance
than if those harmonics were filtered out. The authors sug-
gested that such low harmonics interfered with the clear tem-
poral picture at the outputs of the broadened auditory filters
centered at the higher harmonics in their hearing-impaired
listeners. A final argument for the pre-eminence of temporal
over spectral cues to pitch was made relative to the impor-
tance of component phases in determining pitch. A purely
spectral pitch analysis would not be affected by component
phases in the stimuli, and yet differences in phases generally
resulted in alterations of pitch.

Arehart ~1994! reported that temporal information ex-
tracted from high-frequency unresolved harmonics provided
the basis for pitch discrimination of harmonic complexes for
many hearing-impaired subjects. This was, however, not true
for all subjects, as some were able to base their judgments on
low-frequency harmonics. As in most studies of pitch pro-
cessing in hearing-impaired listeners, there was considerable
variability in performance across subjects, that could not be
readily attributed either to degree or configuration of the
hearing loss. This suggests that deficits in spectral or tempo-
ral processing reflected in pitch perception are not homog-
enous across listeners with hearing loss, and therefore it is
difficult to attribute the poorer pitch performance usually ob-
served in these listeners to a clear loss of processing ability
along either dimension. In general, however, Arehart’s data
supported the view that temporal processing was primarily
responsible for complex pitch discrimination in these listen-
ers, and specifically, that pitch was determined by the peri-
odicity in the stimulus. Also noted for some subjects were
slight improvements in pitch discrimination as stimulus level
was increased, suggesting a stronger and less variable per-
cept of pitch at higher levels.

In a more recent study reporting the ability of hearing-
impaired listeners to make musical interval judgments in re-

sponse to two-harmonic complex tones, Arehart and Burns
~1999! found that musicians with high-frequency hearing
loss showed reductions in their ability to identify musical
intervals placed in regions of their hearing losses, although at
lower frequencies, where their sensitivity was near normal,
this ability was unimpaired. However, the poorer perfor-
mance at high frequencies could not be attributed either to
the lower sensation level~SL! of the stimuli nor to impaired
frequency resolution, because all stimuli were presented at
equal SLs, and performance was similar whether the two
tones in the stimuli were presented to the same ear or di-
chotically. The authors interpreted their findings, taken along
with other reports of reduced temporal processing in hearing-
impaired listeners~summarized in Moore, 1995!, as evidence
that the source of the reduced performance can be found in
reduced temporal processing abilities.

These studies of complex pitch discrimination suggest
that a number of possible correlates of cochlear damage may
underlie altered pitch perception in listeners with sensorineu-
ral hearing loss. A reduced ability to detect the basic fre-
quency and temporal information within a complex sound
may result from increased auditory thresholds, i.e., the sound
may not be sufficiently audible. Although care has been
taken to present stimuli at above-threshold levels, still there
are some indications that the SLs of the stimuli may affect
the perception of pitch, at least in some listeners~see, e.g.,
Arehart, 1994!. In addition to reduced sensitivity, it is known
that frequency resolution typically is altered in the presence
of cochlear impairment~Glasberg and Moore, 1986; Leek
and Summers, 1993!, suggesting that the initial spectral
analysis stage of pitch processing will be abnormal in these
individuals. Such impaired frequency selectivity could inter-
fere with pitch perception that may rely on normally resolved
stimulus components, in that the lower limits of resolution
might be reduced due to broader auditory channels. To the
extent that complex pitch may be dependent on within-
channel temporal analysis, impaired frequency resolution
could degrade pitch perception by altering the temporal out-
puts of auditory channels, complicating the temporal analysis
@see Moore and Peters~1992! for more of this argument#.
Arehart ~1994!, Arehart and Burns~1999!, and Moore and
Peters~1992! have related the poorer pitch discrimination of
complex sounds shown by hearing-impaired listeners to defi-
cits in temporal processing. Further, there are other indica-
tions of reduced temporal processing abilities accompanying
sensorineural hearing loss in some hearing-impaired subjects
in studies of gap detection in noise~e.g., Florentine and
Buus, 1984!, and temporal integration~e.g., Carlyonet al.,
1990!, although most of the deficits in temporal processing
are related to other known accompaniments to sensorineural
hearing loss~Moore, 1995!. For example, Bacon and Vi-
emeister ~1985! argued that hearing-impaired listeners
showed reduced sensitivity to high rates of amplitude modu-
lation because the bandwidths of the stimuli were limited by
the subjects’ sensitivity losses.

A further source of altered or more indistinct pitch per-
ception in hearing-impaired listeners may be that the fre-
quency regions that provide the strongest basis for pitch
analysis in normal-hearing listeners may be damaged and, as
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a result, cannot support pitch perception in a normal manner.
Ritsma ~1967! showed that, for harmonic complexes with
fundamental frequencies between 100 and 400 Hz, the fre-
quency region of the third to the fifth harmonic provided the
strongest pitch percept. Plomp~1976! reviewed other studies
that confirm the notion that, for complexes with fundamental
frequencies less than about 1000 Hz, the frequency region
that dominates the perception of pitch for normal-hearing
listeners tends to fall around these harmonics. Plomp pointed
out that this region approximately marks the limit of critical
bands, and suggested that this supports the importance of
frequency resolution to the perception of complex pitch.

Given the importance of a dominance region in the per-
ception of the pitch of complex sounds, listeners with co-
chlear damage may experience pitch weakness or alteration
because of either a loss of sensitivity or a loss of resolution.
Although Ritsma~1967! reported that, above a minimum
level, the SL of the stimuli does not affect the perception of
pitch, nonetheless, cochlear damage in regions of dominant
harmonics may not produce the strength of pitch that normal-
hearing listeners obtain, and therefore, the dominant regions
may not support a strong pitch percept. Further, to the degree
that the pitch strength may be dependent on frequency reso-
lution, it might be expected that listeners with broader audi-
tory channels would have reduced regions of resolved har-
monics, perhaps lowering the region of pitch dominance
relative to that shown by normal-hearing listeners. Either re-
duced sensitivity or reduced frequency selectivity in the
dominant regions might underlie a weaker pitch percept by
these listeners. Subsequent temporal processing mechanisms
may also be impaired.

These studies of complex pitch perception in hearing-
impaired listeners used periodic stimuli in order to examine
the relative contributions of spectral and temporal analyses.
The periodicity in the stimuli may be eliminated as a cue by
employing noise stimuli, modified to produce defined peaks
in their amplitude spectra. Yost and colleagues~Yost, 1982;
Yost and Hill, 1978, 1979; Yost, Hill, and Perez-Falcon,
1978! as well as Fastl and colleagues~Fastl, 1988; Fastl and
Stoll, 1979! have reported studies of pitch perception using
such aperiodic stimuli, typically generated by adding a de-
layed version of a noise to itself. Called a rippled noise, this
stimulus is characterized by concentrations of energy in
regularly spaced frequency regions of the amplitude spec-
trum, similar in some respects to the spectrum of a harmonic
complex, but with a flat-envelope waveform without any pe-
riodicity as is present in harmonic complexes. By varying
some of the characteristics of the rippled noise, both its pitch
and the strength of the pitch percept can be manipulated
experimentally. The rippled-noise pitch~also called a ‘‘rep-
etition’’ pitch! is typically matched by subjects to a pure tone
with a frequency equal to the inverse of the delay. For ex-
ample, if the re-added noise is delayed by 4 ms, a pitch
equivalent to 250 Hz will be heard. There are a number of
variations on this general procedure of adding noise to itself
that produce more or less strong perceptions of a pitch. If the
delayed portion of the noise is added more than once to the
original noise, the stimulus is termed ‘‘iterated rippled
noise’’ ~IRN!. The strength of the pitch percept is related to

the number of iterations used in creating the noise: Pitch
strength grows as the same delays within the noise are re-
peated, increasing the temporal regularities in the waveform
fine structure~Yost, 1996; Yostet al., 1996; Pattersonet al.,
1996!. Increasing the iterations not only creates a waveform
with more representations of the same delay, thereby creat-
ing a stronger regularity in the temporal waveform, but also
increases the peak-to-valley amplitude differences in the
rippled spectrum of the noise, and narrows the spectral
peaks. Although both the temporal and spectral changes as-
sociated with increasing numbers of iterations might underlie
the greater pitch strength, Yost and Patterson and their col-
leagues~e.g., Yostet al., 1994! have shown repeatedly that
the processing of pitch in IRN is more likely mediated
through temporal rather than spectral factors, and that the
strength of IRN pitch is reflected in the height of the first
peak in the autocorrelation function of the noise waveforms.
Spectral bases for IRN pitch would require the presence in
the stimuli of resolved frequency regions, and it has been
shown by Pattersonet al. ~1996! that both the pitch and the
pitch strength are little affected by high-pass filtering the
stimuli above the region of resolved harmonics.

Even though rippled noise is a broadband stimulus, with
energy over a wide range of frequencies, Yost~1982!, using
bandpass filtered versions of the noise, determined that the
frequency region that contributes most to the strength of the
pitch percept corresponds to about four times the inverse of
the delay. This corresponds well with pitch dominance re-
gions within complex tones, and lends support to the notion
that the pitch of complex tones and the pitch of rippled noise
are generated by the same mechanisms in the auditory sys-
tem. Yost~1982! has argued that pitch dominance for rippled
noise may be modeled as a weighting function, with the
greatest weight located in the region of 3 to 5 times the
inverse of the delay, followed by a temporal analysis of the
energy found within the weighting region. Thus, although
both the spectral dominance theories and the weighting theo-
ries include the concept of an emphasis in particular fre-
quency regions within a stimulus, the weighting theories at-
tribute the ultimate pitch strength to a temporal analysis of
noise energy falling within the dominant frequency region.

Dominant frequency regions for complex pitch percep-
tion may be disrupted or altered in listeners with hearing
loss, perhaps resulting in abnormal pitch processing. In ad-
dition to the general auditory processing deficits mentioned
above, such as sensitivity loss and impaired frequency and
temporal resolution, the hearing loss typically is not equal
across frequencies. Therefore, cochlear mechanisms support-
ing temporal and frequency analysis might be nearly normal
in frequency regions below 500 Hz, for example, yet be sig-
nificantly abnormal at higher frequencies. A listener with
such a configuration of hearing loss might match the pitch of
a complex stimulus to a pure-tone frequency nearly the same
as a normal-hearing listener, but the pitch dominance region
might be abnormal and the strength of the pitch percept re-
duced. This would be consistent with the findings of less
clarity in pitch perception by hearing-impaired listeners.

The two questions addressed in this study are whether
the pitch of iterated rippled noise is equally strong or clear in
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hearing-impaired listeners as in normal-hearing listeners, and
whether the dominant frequency regions supporting the
strongest pitch perception for normal-hearing listeners are
the same for hearing-impaired listeners. For a given delay,
the maximum pitch strength occurs when the delayed noise
and the original noise are equal in amplitude. Pitch strength
fades as the gain of the delayed noise decreases, and even-
tually the pitch is lost. The strength of a given iterated
rippled noise may be measured reliably by determining the
gain in the delayed portion of two rippled noises having
slightly different delays that is necessary to discriminate
them.

II. METHODS

A. Subjects

Five normal-hearing and five hearing-impaired subjects
participated in the experiment. Means and standard devia-
tions of the audiometric thresholds of the subject groups are
shown in Fig. 1. The hearing-impaired subjects had mild-to-
moderate sensorineural hearing losses. Cochlear site of le-
sion was identified for each subject based on agreement be-
tween air- and bone-conduction thresholds and normal
middle ear function as determined by immittance audiom-
etry. Subjects in this group ranged in age from 61 to 75, with
a mean age of 70 years. Normal-hearing subjects ranged in
age from 41 to 76, with a mean age of 64. Each subject
participated in approximately 9 h of testing, carried out over
several experimental sessions. All subjects provided in-
formed consent and were compensated for their participation
in the experiment if eligible according to institutional policy.

B. Stimuli

Stimuli were constructed digitally. A Gaussian noise
was digitally copied and then added to itself after a specified
delay~T!, and with an attenuation ranging between 0 and 1.0.
This combined noise was then delayed and attenuated and
added again into the original noise.@The construction of the
rippled noise follows the ‘‘add-original’’ network described
in Yostet al. ~1996!.# The delay, attenuate, and add sequence
was continued nine times. When the delayed noise portions

are unattenuated, nine iterations produces a stimulus with a
fairly strong pitch~Yost et al., 1996; Pattersonet al., 1996!.
Rippled noise stimuli were 300 ms in duration, including
20-ms cosine-squared rise–fall times.

For each experimental trial, a standard noise stimulus
and a comparison stimulus were produced. The standard and
comparison noises were constructed anew~i.e., starting with
a new sample of Gaussian noise! for each trial. Standard
delay times were 1, 2, 4, and 8 ms, producing stimuli with
pitches corresponding to about 1000, 500, 250, and 125 Hz,
respectively. Comparison stimuli differed in delay from the
standard stimuli by 12%, producing comparison pitches
about 12%~two semitones! lower than the standard pitches.
This is a large pitch change, and produces a clear difference
between stimuli when the original and delayed noise have
the same amplitude~see Fig. 2!. The strengths of the pitches
of both standard and comparison noises on each trial were
varied by attenuating the delayed part of the noise stimulus
before adding it to the original noise. The gain is applied
during construction of the IRN at each iteration stage, after
the appropriate delay and before adding into the original
noise. Figure 2 shows waveforms and amplitude spectra for
two standard and two comparison stimuli used in the study.
The two top noises were created with a gain of 1.0~0 dB!
and delays of 4.5 and 4.0 ms. For these two delays, the peaks
in the spectrum are spaced 223 and 250 Hz apart. The bot-
tom two noises have a gain of 0.5~26 dB!, again with de-
lays of 4.5 and 4.0 ms. Note that the effect of attenuating
~i.e., gain,1.0! the delayed version of the noise is to reduce
the peak-to-valley differences in the rippled noise spectra.
Greater attenuations used in construction of the stimuli pro-
duce increasingly flattened spectra, and poorer representa-
tions of temporal regularities in the fine structure. The pitch
strength of the rippled noise is reflected by the extent to
which discrimination continues to be possible with increas-
ing attenuation.

For some parts of the experiment, the rippled noises
were filtered through octave-band digital filters~TDT PF1!
centered at frequencies corresponding to harmonics of the
pitch generated by each rippled noise. The TDT built-in
functions were used, which provide a Butterworth filter of
order 10 at center frequencies of 1000 Hz and higher, and
order 6 below 1000 Hz. The overall levels of the noises after
bandpass filtering were not adjusted, although this meant that
the levels covaried with filter center frequency because of
absolute differences in filter bandwidths. However, because
the goal of this part of the experiment was to determine the
relative pitch strengths of several frequency regions within
the unfiltered stimulus, adjusting the levels might alter rela-
tive strengths, and so they were not adjusted.

Stimuli were played from a TDT DD1 D/A converter at
a rate of 25K samples per second, low-pass filtered at 8.5
kHz ~TDT FT5!, passed through a programmable filter~TDT
PF1! to provide octave-band filtering as called for, attenuated
~TDT PA4!, and played through a headphone buffer to one
earpiece of TDH-49 earphones.

FIG. 1. Mean audiograms for normal-hearing and hearing-impaired sub-
jects. Error bars represent standard deviations for each mean.
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C. Procedures

Listeners were seated comfortably in a sound-treated
booth, wearing earphones and facing a touch-screen response
terminal. The threshold amount of attenuation of the delayed
noise was determined in a standard/two-alternative forced-
choice~S/2AFC! procedure over a number of stimulus trials.
On each trial, the standard presentation was a rippled noise
with one of four delays and with an attenuation determined
by the level of an adaptive track. This stimulus was repeated
in one of two presentations to follow. The other stimulus was
the comparison noise, identical to the standard except for the
12% difference in delay. Presentations on each trial were
separated by 400-ms interstimulus intervals. The listener’s
task on each trial was to indicate whether the first or second
comparison presentation differed in pitch from the standard
stimulus by touching a defined area on the terminal. Correct-
answer feedback was provided after each response.

An adaptive tracking procedure was used to determine a
threshold level of gain that would support 79% correct dis-
criminations of rippled noises differing in delay by 12%
~Levitt, 1971!. As the gain of the delayed noise decreases,
the peaks and valleys in the noise spectrum flatten, approach-
ing a flat-spectrum wideband noise for each stimulus. The
strength of the perceived pitch is related to the peak-to-valley
differences. Therefore, the smallest magnitude of peak-to-
valley difference in the stimuli that supports a discrimination
in pitch between the comparison and standard stimuli pro-
vided a measure of the strength of the pitch percept for a
given noise condition. For each noise condition, the adaptive
track started with a gain of 0 dB. If a subject correctly dis-
criminated the two pitches on three consecutive trials, the
gain was decreased on the next trial by 3 dB. One incorrect

response led to an increase in gain of 3 dB on the next trial,
producing a stronger pitch percept for both the standard and
comparison stimuli. After three turnarounds in the adaptive
track, the step size changed to 1 dB, and the track continued
until eight more turnarounds had occurred. The threshold
was calculated as the mean of the turnaround points in the
track over trials with a step size of 1 dB, and will be reported
in dB @i.e., 20* log~gain!#.

Stimuli were played to listeners at an overall level of 90
dB SPL, plus or minus a 3-dB amplitude rove. Yost and Hill
~1978! showed that roving the levels provided an important
control so that listeners would not be cued to the discrimina-
tion by a change in intensity in one part of the frequency
spectrum, rather than pitch itself. Yost and Hill used a 4-dB
overall amplitude rove; later studies have typically included
amplitude roves ranging from 4 to 10 dB. The imposition of
the small 6-dB amplitude rove here was meant to reduce
possible loudness cues, while staying within the comfort
range of the hearing-impaired listeners.

Thresholds were determined for rippled noise at four
different standard delays, in separate blocks of trials. On
each block, one of the four delay conditions was selected at
random, with the constraint that all four were presented be-
fore any were repeated. Three separate estimates for each
condition were made, and the final value averaged. Rest
breaks were provided at regular intervals within each session
to reduce fatigue.

Thresholds were determined first for the stimuli with full
bandwidths. Then the same procedures were used to measure
the pitch strength of the rippled noises when they were
octave-band filtered. From four to seven octave-band stimuli
were presented for each delay, centered at frequencies from

FIG. 2. Examples of the waveforms
and spectra of four iterated rippled
noises. The top panels have a gain of
1.0 ~0 dB!, and delays of 4 and 4.5 ms,
corresponding to peak spacing in the
spectrum of 250 Hz or 223 Hz, respec-
tively. The bottom panels show the
same two delays, but with a gain of
0.5 ~26 dB!.
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250 to 4000 Hz at the harmonics of the pitches generated by
the rippled noises.

III. RESULTS

A. Pitch strength of iterated rippled noise

The first questions to be addressed here are whether the
average pitch strength measured for hearing-impaired sub-
jects is less than that for normal-hearing subjects, and
whether the same patterns of pitch strength across delay
times are observed for the two groups. Figure 3 shows the
amount of attenuation of the delayed portion of the rippled
noise that could be tolerated while still allowing subjects to
discriminate between a standard and a comparison delay
~pitch!, as a function of the inverse of the delay in Hz. The
delay times are shown on the figure, and the abscissa shows
the pitch typically assigned to the noise. The greater the at-

tenuation, i.e., the smaller the gain in dB, the more resistent
is the stimulus to losing its pitch-like quality, and hence, the
greater the pitch strength. Pitches are weaker at all tested
delay times for hearing-impaired listeners than for normal-
hearing listeners by about 8–10 dB. The pattern of pitch
strengths across delay times was similar for the two groups,
with less strength at the shortest and longest delays, and a
minimum attenuation, or greatest strength, at 4 ms, associ-
ated with a pitch of 250 Hz. Yost and Hill~1978! found the
strongest pitch for a delay of 2 ms~500 Hz!, but their data
show a broad minimum with little difference in pitch
strength between 2 and 4 ms.

B. Pitch dominance

Figure 4 shows pitch strength as a function of the center
frequency of the filtered stimuli. Each panel represents a de-
lay time, and average data from the two groups of listeners
are shown. To the right on each panel is the full-bandwidth
pitch strength. As was seen for the full-bandwidth pitch
strengths in Fig. 3, in all filtered conditions, the pitches were
stronger in the normal-hearing listeners than for the hearing-
impaired listeners. At each delay, some filters resulted in a
stronger pitch percept than others. Each curve on these pan-
els shows a more or less well-defined point of greatest pitch
strength~shown as the minimum threshold gain!, but some
of the minima are fairly broad. For the normal-hearing sub-
jects, at delays of 1 and 2 ms, there is a clear pitch domi-
nance for the third and sixth harmonic, respectively, at 3000
Hz in each instance. At 4 and 8 ms, the dominance is not as
clear, but pitch strength appears to decrease above about the
fifth or sixth harmonic. For the hearing-impaired subjects, a
minimum can be identified around the third to fifth harmon-
ics at delays of 4 and 8 ms, with less obvious dips in the
functions for 1 and 2 ms. In most cases, the minimum is
most clearly seen by reference to the upper frequency side;
the lower frequency sides change much more gradually. Yost
~1982! also observed that the dominance region was defined

FIG. 3. Mean pitch strength measured as gain of the delayed noise for two
groups of listeners. The abscissa shows the inverse of the delay, which
generally corresponds to the perceived pitch in Hz. Delay in ms is shown on
the figure. Error bars represent standard deviations. Smaller threshold gains
~downward on the graph! are associated with noises having stronger pitches.

FIG. 4. Mean pitch strength and standard deviations for
two groups of listeners for rippled noises filtered into
octave bands. Each panel shows threshold gains for a
different rippled noise. The abscissa indicates the center
frequency of each filter. On each panel, the points at the
far right indicate pitch strength for the full bandwidth,
unfiltered rippled noises.
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more steeply on the high-frequency side, with a low-
frequency side that changed little in pitch strength.

Yost ~1982! identified a broad region of dominance for
filtered stimuli that showed the strongest pitches in the third
to sixth harmonic range. The present results may be com-
pared qualitatively with Yost’s data by collapsing the thresh-
old gains over all four delay times, and plotting the average
pitch strength across delay times and subjects within groups.
The result, shown in Fig. 5, is a very broad U-shaped curve
for both groups of listeners, with the strongest pitches asso-
ciated with the middle harmonic numbers. There is, as seen
before, a substantial difference in pitch strength between the
two groups. The smallest and largest delay times for normal-
hearing listeners show a clear decrease in pitch strength, but
the pattern is somewhat different for the hearing-impaired
group. For the lower harmonic numbers, the pitch strength
does not decrease quite so clearly as observed in the normal-
hearing group. On the higher harmonic side there is also a
difference between the groups. The hearing-impaired data
show a sharp reduction in pitch strength at harmonics above
the fifth harmonic.

These mean data indicate general patterns of responses
across subjects and conditions. Dominant harmonics may
also be observed in individual subject responses. To estimate
the range of dominant harmonics in the individual subject
thresholds, a procedure based roughly on an analysis de-
scribed by Shofner and Yost~1997! was carried out on these
data. The goal of the procedure was to estimate dominant
harmonics using a criterion based on variability in the thresh-
old gain measures. The analysis was carried out separately
for each subject and delay. An example for one normal-
hearing subject for a 2-ms delay is shown in Fig. 6. First, an
estimate of variability specific to an individual subject and
delay was determined by calculating the standard deviation
of threshold estimates across all filter bandwidths~seven val-
ues in the example!. A harmonic was deemed ‘‘dominant’’ if
its threshold gain was within one standard deviation of the

minimum gain measured for that subject and delay. In the
example, a filter centered at 3000 Hz is a dominant har-
monic, as is one other harmonic, whose threshold gain falls
within one standard deviation of the minimum. This deter-
mination of dominant harmonics differs somewhat from that
implemented by Shofner and Yost~1997!, who used a dif-
ferent task and metric. They implemented this procedure
with a criterion of two times the estimate of variability,
which has the effect of designating more harmonics as domi-
nant. Using that less stringent criterion for the data here does
result in more dominant harmonics, but does not materially
affect the overall patterns of results discussed below.

Figure 7 shows the number of subjects registering a
‘‘dominant’’ harmonic for each delay. Normal-hearing sub-
jects are shown with solid bars and hearing-impaired listen-
ers with striped bars. This analysis demonstrates that there is
considerable overlap in the dominance estimates for the
normal-hearing and hearing-impaired groups at the two larg-
est delays~1/T5125 and 250 Hz!, but a greater separation

FIG. 5. Pitch strength of iterated rippled noises filtered into octave bands for
normal-hearing and hearing-impaired listeners. Values are averages across
rippled noises for each whole-number multiple~‘‘harmonic’’ ! of 1/T.

FIG. 6. Classification of ‘‘dominant’’ frequencies for one NH subject and
delay. The standard deviation across the seven data points is 2.07. Dashed
line indicates 1 standard deviation above the minimum data point. Frequen-
cies indicated by the open circles are identified as dominant in this example.

FIG. 7. Number of subjects~out of 5! within each group with a dominant
pitch associated with each ‘‘harmonic’’ number. Each panel shows data for
a different delay.
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when the delay was less~1/T5500 and 1000 Hz!. Most of
the NH subjects at all delays fell within the third to fifth
harmonic generally accepted as a dominant region for pitch.
For the longer delay times, shown in the bottom two panels,
there is complete overlap in dominance regions for the two
groups. At the two shortest delays, corresponding to the
highest pitches, most hearing-impaired subjects show their
strongest pitches at lower harmonics than the dominant har-
monics for normal-hearing subjects. This suggests that, when
the ‘‘normal’’ dominant harmonics~i.e., third to fifth! fall in
a region of more hearing loss~e.g., 3000–5000 Hz!, the
dominant regions tend to shift downward into a region of
less hearing loss. However, when the dominant regions are in
a lower frequency, more normal-sensitivity region, they re-
main similar to dominant regions of normal-hearing listen-
ers. This pattern of results is further indication that the hear-
ing loss in the higher frequencies for hearing-impaired
subjects interferes with the usual dominance effects, with a
shift in dominance perhaps into regions of milder hearing
loss. For stimuli created with longer delay times, filters lo-
cated in regions dominant for normal-hearing listeners do not
intrude into regions of significant hearing loss and so the
patterns of dominance are more normal for those longer de-
lays and lower pitches. However, even though the pattern of
dominance may be similar at these lower pitches to normal-
hearing patterns, it must be remembered that the pitch
strength is always considerably weaker for the hearing-
impaired listeners, as shown in Fig. 4.

C. Does pitch dominance relate to full-bandwidth
pitch strength?

Hearing-impaired listeners appear to find less pitch
strength in regions of hearing loss, and to shift the pattern of
pitch dominance in response to hearing loss in the higher
frequencies. By translating the dominant harmonic numbers,
we may more readily see the contribution to pitch of the
frequency region of the filtered stimuli.

Figure 8 shows the change in pitch strength from the
full-bandwidth stimuli as a function of frequency region of
the filtered stimuli. Within each panel, average data across
subjects are shown for each delay of noise. These plots indi-
cate how much each filtered bandwidth contributes to the
perception of pitch produced in these listeners by the unfil-
tered stimulus. Values above zero on these axes indicate a
pitch strength that is less than the strength of the full-
bandwidth pitch. Numbers less than zero indicate stronger
pitches in the filtered stimuli than those observed in the full-

bandwidth stimuli. For the normal-hearing listeners shown in
the left-hand panel, note that nearly all the filtered conditions
for all the delay times show pitches either weaker than or
nearly equal in strength to pitches of the full-bandwidth
stimuli. Contributions to overall pitch strength are not sys-
tematically related to frequency region: the correlation based
on all data points shown in Fig. 8~a! between frequency of
the filter and change in pitch strength relative to the full
bandwidth strength was20.01. The right-hand panel@Fig.
8~b!#, showing the data for the hearing-impaired listeners,
however, does indicate a strong relationship between contri-
bution to the full pitch percept and frequency of the octave-
band filter ~r 50.59, p50.003!. Although for most condi-
tions, there is still more pitch strength in the full bandwidth,
there are more instances than observed for normal-hearing
listeners where the stronger pitch is associated with one of
the filtered stimuli, as indicated by those points falling below
the zero line. The strength of the pitch percept begins to fade
for these listeners as the center frequency of the filter in-
creases. This reduction in pitch strength is probably related
to the hearing-loss configurations of these listeners, with
greater losses as frequency increases. In fact, the correlation
between individual hearing-impaired subjects’ audiometric
thresholds at a given filter frequency and their average pitch
strength measure obtained for that filter~averaged across
noises! is even greater:r 50.69 (p50.0001), with poorer
absolute sensitivity related to reduced pitch strength.

IV. DISCUSSION

A. Effect of hearing loss on pitch strength

In all of the measurements reported here, the hearing-
impaired subjects demonstrated reductions in pitch strength
relative to normal-hearing subjects. These differences
amounted to on average some 8–10 dB for the full-
bandwidth stimuli. It is possible that this reduction in pitch
strength is related to the overall lower SL of the stimuli for
hearing-impaired listeners. However, although previous find-
ings of the effects of level on pitch strength of rippled noise
are somewhat contradictory, generally there is little influence
of level, as long as the level of the stimuli is greater than
about 25 dB SL~Bilsen and Ritsma, 1970; Yost and Hill,
1978!. Recall that stimuli in this study were played at 90 dB
SPL ~full-bandwidth level!. This level is about 70 dB SL for
the normal-hearing listeners, and about 40–50 dB SL for the
hearing-impaired listeners. SLs at frequencies above 1000
Hz, where thresholds are increased in the hearing-impaired

FIG. 8. Pitch strength in dB for each subject relative to
full bandwidth for each unfiltered rippled noise. Left
panel shows data for normal-hearing subjects; right
panel shows data for hearing-impaired subjects. Differ-
ent symbols refer to the different delay times. Points
greater than 0 indicate a filtered noise weaker than the
full bandwidth; points less than 0 represent filtered
noises stronger than the full bandwidth.
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subjects, may actually be 15–20 dB less for those listeners.
~Note that these estimates are not based on spectrum levels
or outputs of auditory filters, but should simply be regarded
as rough estimates of the SLs in these listeners.! Thus, even
for the full-bandwidth noises, an effective low-pass filtering
may occur when listeners have reduced high-frequency sen-
sitivity. Such an internally narrowed bandwidth has been im-
plicated in studies of temporal modulation transfer functions
in hearing-impaired listeners. Bacon and Viemeister~1985!
reported that hearing-impaired listeners were unable to per-
ceive high rates of modulation as well as listeners with nor-
mal hearing. However, low-pass filtering of the stimuli also
impaired performance in normal-hearing listeners, suggest-
ing that the deficit associated with hearing impairment was at
least in part a result of a narrowed internal bandwidth. As
seen in Fig. 4, larger differences between subject groups
were generally observed in the filtered stimuli when fre-
quency bands were located in regions above 1000 Hz. These
higher frequency regions correspond to regions of greater
hearing loss in the hearing-impaired listeners, suggesting that
the reductions in pitch strength for those listeners is related
to the loss. The weakening of pitch for the full-bandwidth
stimuli, as well as the alteration of pitch dominance regions
for the two smallest delays~1 and 2 ms! points to an effect of
the hearing loss, either in terms of a reduction in audible
bandwidth due to reduced sensitivity, or perhaps to distor-
tions in the normal dominance regions due to cochlear dam-
age.

In addition to SL decreases in the hearing-impaired lis-
teners, other cochlear processing mechanisms are likely to be
impaired. Most notably, the frequency analyzing bandwidths
are almost certainly broader than those found in normal-
hearing listeners, even at these relatively high stimulus levels
~Glasberg and Moore, 1986; Leek and Summers, 1993!.
Broader auditory filters in the hearing-impaired listeners
would serve to smear the peaks in the internal cochlear ex-
citation pattern. Such a reduction in spectral contrast im-
posed by smearing of the excitation patterns would have to
be compensated by increasing the contrast in the stimulus,
e.g., by increasing the gain of the delayed noise. Reductions
in internal spectral contrast have been implicated in a num-
ber of measures involving hearing-impaired subjects, such as
the discrimination of a rippled spectrum from a flat spectrum
described by Summers and Leek~1994!. In the absence of
any other deficit, a reduction in the spectral contrast of the
rippled noise used in this study by the hearing-impaired
people of about 10 dB would correspond to filters increasing
in width by about 2–3 times relative to normal filters, which
is quite consistent with the broadening actually observed
in listeners with moderate sensorineural hearing loss
~Moore, 1995!.

B. How does hearing loss affect pitch dominance?

Even though there is a clear reduction in pitch strength
for hearing-impaired listeners for nearly all conditions of it-
erated rippled noise, the dominance region around the third
to sixth ‘‘harmonics’’~of 1/T! remains the strongest for these
listeners. This may be seen averaged across all delays in Fig.
5, and for individual delay conditions in Fig. 7. However,

there is some indication of an effect of the hearing loss on
the individual listeners’ most dominant harmonic. For the
two shortest delay times~1 and 2 ms!, resulting in the high-
est frequencies of the filtered stimuli, the dominant harmon-
ics for individuals in the two subject groups show less over-
lap than for stimuli with longer delays~see Fig. 7!. This is
likely due to the greater hearing losses in the higher fre-
quency regions for the hearing-impaired group. For the
longer delay conditions, in which the third to sixth harmon-
ics fall in frequencies up to only 1500 Hz, the distributions
of the two subject groups are nearly indistinguishable. These
patterns of dominance suggest that hearing-impaired listen-
ers experience the same regions of pitch dominance as their
normal-hearing counterparts, except when those dominance
regions fall in regions of moderate hearing loss. In those
cases, the dominance regions shift downward to frequencies
with milder hearing loss.

C. How do different frequency regions contribute to
pitch of the full-bandwidth stimuli?

As shown in Fig. 8, for normal-hearing listeners, pitch
strength is greater for the full-bandwidth noise than for al-
most all the octave-band conditions, with most of the data
points from the filtered conditions falling above the full-
bandwidth line. However, for three of the four delay condi-
tions, at least one filter condition does match or exceed the
pitch strength of the full-bandwidth signal. It may be that the
full-bandwidth pitch is mediated most strongly by those fre-
quency regions~i.e., the dominant regions!, and that the con-
tribution from the other frequency regions~reflected in the
filtered noise data! are less important.

In contrast to normal-hearing listeners, Fig. 8 indicates
that listeners with hearing impairment experience a greater
pitch strength for several octave-band stimuli than for the
full-bandwidth stimuli. In particular, stronger pitches are as-
sociated with several octave bands centered below about
1000 Hz, and for the longest delayed noises (T58 ms). This
suggests that contributions to pitch strength are dominated
by lower frequency regions when they are represented by
peaks in the spectrum~as for the 8-ms delay!, and in fact, to
some extent, the presence of higher frequencies for those
delays may actually interfere by decreasing the pitch strength
when the full bandwidth is present. That is, the reduced pitch
strength in some frequency regions may, when combined
with stronger pitch regions, serve to make the pitch percept
less clear than when the ‘‘best’’ pitch regions are presented
alone. The contribution of each filtered bandwidth to the
pitch strength of these noises in hearing-impaired listeners is,
however, strongly related to the frequency of the band, as
seen in Fig. 8, with greater contributions from lower frequen-
cies and lesser contributions at higher frequencies.

The patterns of pitch strength and pitch dominance ob-
served in hearing-impaired individuals may reflect abnormal
spectral processing mechanisms, typically accompanying
sensorineural hearing loss, coupled with more normal tem-
poral pitch processing. If, as argued by Yost and his col-
leagues~Yost, 1997; Yostet al., 1994!, the pitch of iterated
rippled noise is mediated primarily by temporal processes,
the frequency location of pitch dominance might not be al-
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tered except in regions of greatest sensitivity loss. However,
because pitch strength is related to the peak-to-valley depth
of the amplitude spectrum, and such spectral contrast is
smeared by abnormal frequency resolution, hearing-impaired
listeners would not tolerate as much attenuation~i.e., nega-
tive gain! in the creation of the rippled noises. The pitch of
rippled noise is weaker in hearing-impaired than in normal-
hearing subjects. In studies of pitch perception in listeners
with low-frequency hearing loss, Florentine and Houtsma
~1983! and Turneret al. ~1983! also suggested a deficit in the
spectral aspects of pitch processing in hearing-impaired lis-
teners, with greater reliance on cues provided by temporal
analysis. The data reported here might suggest, however, that
adequate temporal processing may only occur in the pres-
ence of normal spectral analysis, at least for these types of
complex stimuli.

V. CONCLUSIONS

Listeners with sensorineural hearing impairment experi-
ence weaker pitches when listening to iterated rippled noises
than do normal-hearing listeners. This may be a result of a
lower SL of the stimuli as absolute thresholds increase, or,
perhaps more likely, it may be related to broader-than-
normal auditory filters smearing the spectral representation
of the rippled noise. Such spectral flattening would effec-
tively reduce peak-to-valley amplitude differences and may
contribute to a less well-defined pitch.

Some frequency regions apparently are weighted more
heavily than other frequencies in determining the pitch of
most iterated rippled noises in normal-hearing listeners, as
reported earlier. Frequency regions that dominate the percep-
tion of pitch of iterated rippled noise generally are the same
for normal-hearing and hearing-impaired listeners, except
when those regions involve significant sensitivity loss. If the
frequency region that is expected to dominate the pitch falls
in a region of moderate hearing loss, pitch dominance shifts
to frequencies with more normal sensitivity.

The pitch strength of unfiltered~full-bandwidth! noise
may be mediated primarily by energy in the dominant fre-
quencies. Pitch strength in other frequency regions was gen-
erally less than that of the full-bandwidth stimulus, suggest-
ing less contribution to the overall pitch by those regions.
Listeners with hearing loss show even less ability to combine
contributions to pitch strength from several frequency re-
gions. The strength of pitches in the lower frequency regions
is somewhat greater in isolation for those listeners than when
combined into a full-bandwidth stimulus.

The most common and debilitating difficulty expressed
by listeners with sensorineural hearing loss is the inability to
understand speech, especially in the presence of competing
voices or other environmental noise. A number of underlying
causes for these problems have been identified, including
poor frequency resolution, reduced audibility for low-
amplitude speech sounds, and impaired temporal processing.
The weaker pitches experienced by hearing-impaired listen-
ers in this study provide further confirmation that pitch in
these listeners is generally less precise, and possibly less
accessible as a percept than in normal-hearing listeners. To
the extent that the pitch percept contributes to the recognition

of speech, the segregation of competing voices and other
signals, and the enjoyment of music, the weaker representa-
tion of pitch identified here imposes yet another auditory
liability resulting from sensorineural hearing loss.
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This study examined age-related changes in temporal sensitivity to increments in the inter-onset
intervals ~IOI! of successive components in tonal sequences. Temporal discrimination was
examined using reference stimulus patterns consisting of five 50-ms, 4000-Hz components with
equal tonal IOIs selected from the range 100–600 ms. Discrimination was examined in separate
conditions by measuring the relative difference limen~DL! for increments of tonal IOI in
comparison sequences. In some conditions, comparison sequences featured equal increments of all
tonal IOIs to examined listener sensitivity to uniform changes of sequence rate, or tempo. Other
conditions measured the DL for increments of a single target IOI within otherwise uniform-rate
comparison sequences. For these measurements, the single target IOI was either fixed in sequence
location, or randomized in location across listening trials. Listeners in the study included four
groups of young and elderly adults with and without high-frequency hearing loss. The results for all
listeners showed the relative DL for rate discrimination to decrease from a maximum at the 100-ms
IOI to a smaller stable value across the range of longer sequence IOI. All listeners also exhibited
larger relative DLs for discrimination of single target intervals compared to rate discrimination for
equivalent reference IOI values. Older listeners showed poorer performance than younger listeners
in all conditions, with the largest age differences observed for discrimination of brief single intervals
that were varied randomly in sequence location. None of the results revealed significant effects of
hearing loss on performance of younger and older listeners. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1371760#

PACS numbers: 43.66.Mk, 43.66.Sr@SPB#

I. INTRODUCTION

This paper describes experiments that compared the
ability of younger and older listeners to discriminate changes
in the timing of successive events within auditory sequences.
For many years, research on cognitive aging has provided
evidence that elderly persons exhibit a generalized decline in
the rate of information processing, with factors such as
stimulus complexity and task demands having an important
influence on performance Meyersonet al., 1990; Cerella,
1990; Salthouse, 1991!. The contribution of sensory and per-
ceptual influences on the cognitive tasks is not usually con-
sidered, and has only recently become an area of enhanced
investigation. For example, it is generally known that high-
frequency sensorineural hearing loss is a primary conse-
quence of aging that can interact with temporal processing
deficits to influence speech recognition in older listeners.
This is particularly evident in experiments that utilize rapid
or time-compressed speech stimuli, where both hearing loss
and listener age independently influence recognition perfor-
mance~e.g., Gordon-Salant and Fitzgibbons, 1993; Wing-
field, 1996!. Other studies report that older listeners have
difficulty in processing the temporal order of nonspeech
stimuli presented in sequential auditory patterns~Trainor and

Trehub, 1989; Humes and Christopherson, 1991; Fitzgibbons
and Gordon-Salant, 1998!. The source of age effects ob-
served with sequential patterns, speech or nonspeech, is not
clearly understood, but may be related to a loss of sensitivity
to changes in sequential component durations or the timing
structure of the pattern as a whole.

Evidence providing support for the existence of age-
related changes in temporal sensitivity comes primarily from
psychophysical data. Some of it relates to measures of the
minimum detectable duration of a temporal gap separating
successive acoustic markers, either pairs of tone or noise
bursts. Recent studies report that gap thresholds measured
with elderly listeners are about twice the magnitude of those
observed for younger listeners~Schneideret al., 1994, 1998;
Snell, 1997; Snell and Frisina, 2000!. Stimulus factors also
appear to be important, with other studies finding that age
effects in gap detection are evident primarily for short dura-
tion stimuli ~Schneider and Hamstra, 1999! or for gaps lo-
cated near onsets and offsets of longer signals~He et al.,
1999!. Other temporal sensitivity measures reveal that older
listeners exhibit greater difficulty than younger listeners in
discriminating changes in the duration of simple noise or
tone bursts, or silent intervals separating a pair of stimulus
markers~Abel et al., 1990; Fitzgibbons and Gordon-Salant,
1994!. These duration discrimination results were reported to
be largely independent of sensorineural hearing loss, indicat-
ing that cochlear mechanisms are not the principal source of
the age-related differences in temporal sensitivity. Alterna-

a!Portions of this work were presented in ‘‘Discrimination of tonal sequence
tempo by young and elderly listeners,’’ Association for Research in Oto-
laryngology, St. Petersburg Beach, FL, February, 2000.

b!Author to whom correspondence should be addressed.
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tively, Schneider and Pichora-Fuller~2000! suggest that di-
minished performance on tasks such as gap detection and
duration discrimination may be linked in part to an age-
related loss of synchrony in the neural firing response to
stimulus markers, as suggested by findings from evoked-
response studies on aging conducted with gerbils~Hellstrom
and Schmiedt, 1990; Boettcheret al., 1993, 1996!.

In a recent experiment~Fitzgibbons and Gordon-Salant,
1995! we extended the study of aging and temporal process-
ing to more complex stimulus patterns that featured tonal
sequences with varying degrees of spectral complexity. The
study compared difference limens~DLs! for changes in the
duration of a single tonal component of the stimulus pattern
to those measured for the same component presented in iso-
lation. The older listeners in the study exhibited large reduc-
tions in discrimination ability for target stimuli embedded
within the sequences, whereas younger listeners produced
duration DLs that were about the same for the embedded and
isolated target stimuli. Additionally, the discrimination per-
formance of younger listeners was relatively unaffected by
variations of spectral complexity within stimulus patterns, or
the uncertainty introduced by randomization of sequence lo-
cation for the embedded target component. There were some
indications from the experiment suggesting that younger lis-
teners were able to resolve changes in the duration of em-
bedded pattern components, regardless of location, simply by
attending to changes in the overall rhythm or tempo of the
stimulus sequence. By contrast, older listeners appeared to
be less sensitive to overall changes in pattern tempo, and
their performance was diminished significantly by variations
of spectral complexity and randomization of target location
within sequences.

The present study is designed to examine more directly
the hypothesis that elderly listeners exhibit diminished sen-
sitivity to changes in the rhythm and timing pattern within
tonal sequences. The perceived rhythmic characteristics of
sequential patterns can be influenced by a large number of
stimulus factors including variation in component frequency
and intensity, as well as durations and interval spacings
among successive events~Hirsh et al., 1990!. To minimize
some of this complexity, the present investigation is re-
stricted in scope to the examination of listener sensitivity to
changes in the time intervals separating successive onsets of
tones within sequences. The stimulus patterns included se-
quences of brief tone bursts of equal frequency, intensity,
and duration.

Stimulus patterns of this type have been utilized in a
number of earlier investigations of temporal processing, both
in musical and psychoacoustic research. For example, Hirsh
et al. ~1990! studied temporal sensitivity in young listeners
using sequences of tones equally separated in time~isochro-
nous sequences!. The stimuli were six or ten 20-ms 1000-Hz
tones separated equally by silent intervals to produce uni-
form toner inter-onset intervals~IOIs! corresponding to dif-
ferent sequence presentation rates. Using these as reference
patterns in discrimination trials, Hirshet al. examined lis-
tener sensitivity to displacement of a tonal component within
sequences introduced by the lengthening of a single IOI. The
measured DLs for tonal displacement, expressed as a per-

centage of the reference IOI, were observed to be about the
same as expected for discrimination of IOI changes between
a pair of tones presented in isolation, that is about 10% for
reference intervals of at least 100 ms or so. Additionally, the
sequence location of the imposed interval change seemed to
have little influence on discrimination performance for all
but the fastest sequence presentation rates.

Whereas Hirshet al. reported similar discrimination re-
sults for single intervals and sequences, other results indicate
that temporal sensitivity for sequences is more acute than
that observed for simple stimuli. Drake and Botte~1993!
used a large set of isochronous sequences featuring 50-ms
440-Hz tones uniformly separated by silent intervals to pro-
duce a range of presentation rates for sequence lengths of
2–7 tones. In this experiment, sequence tempo discrimina-
tion was examined by measuring the DL for IOI changes
when all sequence intervals were covaried equally and simul-
taneously to effect a uniform change of presentation rate.
Their results, also reported as relative DLs for sequence IOI,
showed a similar trend for all sequences with discrimination
being fairly stable for reference IOIs in the range of about
200–800 ms, and poorer for shorter and longer reference IOI
values. Of particular interest was the observation that for a
given value of sequence IOI, discrimination improved pro-
gressively as the number of intervals in a sequence increased
from two to six. For example, with a reference IOI of 400
ms, the relative DL was observed to decrease from about 6%
for a two-tone sequence to about 2% for a seven-tone se-
quence. Drake and Botte suggested that this outcome might
be attributed to a multiple-look mechanism that listeners use
to enhance their temporal sensitivity for regularly spaced in-
tervals in a sequential context.

Less is known about the consequences of aging as it
pertains to temporal processing of extended sequential pat-
terns. From the available evidence reported for simple
sounds, it is anticipated that older listeners would be disad-
vantaged in their sensitivity to temporal spacings within a
tonal sequence. This would be the case particularly for rapid
presentation rates where any effects of reduced speed of pro-
cessing, or perhaps loss of neural synchrony, would be ex-
pected to be most evident. The present study examines some
potential age effects by assessing the ability of younger and
older listeners to discriminate changes of presentation rate in
tonal sequences. The study also examines the magnitude of
age-related differences in temporal sensitivity for multiple
versus single changes of interval spacing within stimulus se-
quences. Towards this goal, the DLs for rate discrimination
are compared to those for single-interval discrimination un-
der conditions of both low and high experimental certainty
regarding sequence location of a target interval. Addition-
ally, because hearing loss is prevalent among many older
listeners, another purpose of the experiments is to examine
the independent and interactive effects of age and hearing
loss in each discrimination condition. This is accomplished
by testing groups of listeners who were matched according to
age and degree of hearing loss. All testing was restricted to a
high-frequency region that coincided with a region of thresh-
old elevation in those listeners with hearing loss.
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II. METHODS

A. Subjects

A total of 52 listeners participated in the experiments.
These included a group of 15 younger listeners~18–40 years
of age! with normal hearing~YNH: pure tone thresholds
from 250–4000 Hz between 0 and 15 dB HL,re: ANSI,
1996!, a group of 13 older listeners~65–76 years of age!
with normal hearing~ONH!, a group of 10 younger listeners
with hearing loss~YHL: sloping, mild-to-moderate senso-
rineural hearing losses!, and a group of 14 older listeners
with hearing loss~OHL: sloping, mild-to-moderate senso-
rineural hearing losses!. Additional audiometric criteria for
participant selection were monosyllabic word recognition
scores>80%~Northwestern University Auditory Test No. 6!
and normal acoustic immittance results~i.e., normal tympa-
nograms, acoustic reflex thresholds elicited within the 90th
percentile range for normal hearing or cochlear hearing loss,
and negative acoustic reflex adaptation!. Table I presents the
mean ages, audiometric thresholds, and word recognition
scores of the four listener groups. The etiology of hearing
loss for listeners in the YHL group included heredity and
noise exposure. The etiology of hearing loss for listeners in
the OHL group was assumed to be presbycusis, based on an
absence of a significant otologic history and gradual onset
and progression of hearing loss during the sixth and seventh
decade of life. Additionally, all listeners passed a screening
test of cognitive function~Pfeiffer, 1975!. Students at the
University of Maryland were recruited to serve as partici-
pants in the YNH group. Clients of the University of Mary-
land Hearing Clinic and their family members were invited
by letter to participate in the other three listener groups. All
listeners were paid for their participation in the experiments.

B. Stimuli

All tonal sequences for the experiments were generated
using an inverse fast-Fourier-transform~FFT! procedure
with a digital signal processing board~Tucker–Davis Tech-
nologies, AP2! and a 16-bit D/A converter~Tucker–Davis
Technologies DD1, 20-kHz sampling rate! that was followed
by low-pass filtering~Frequency Devices 901F, 6000-Hz
cutoff, 90dB/oct!. Stimulus sequences were constructed with
five 4000-Hz tone bursts separated in time by equal-duration
silent intervals. Each tone burst in a sequence had a fixed
duration of 50 ms that included 5-ms cosine-squared rise/fall
envelopes, with all tone and silent-interval durations speci-
fied between zero-voltage points on the electrical wave
forms. Within these isochronous sequences, the silent inter-

vals between tones were adjusted to establish the desired
sequence inter-onset interval~IOI!, an interval that includes
both the tone and silent interval. Adjustments of sequence
IOI also produced shifts in overall sequence duration. For
some conditions of the experiment, tone sequences with
equal IOI values of 100, 200, 400, and 600 ms were created
to serve as the reference stimuli for examining rate discrimi-
nation. For these conditions, the comparison sequences used
in discrimination trials were the same as the reference se-
quences except that all sequence IOIs were lengthened
equally by increasing the inter-tone silent intervals, and co-
varied to determine the duration DL for increments of se-
quence IOI. In other discrimination conditions, a DL was
measured for changes in the duration of a single IOI within
an otherwise isochronous sequence. The reference stimuli
used for these measures were the isochronous sequences with
uniform IOIs of either 100 ms or 600 ms, representing the
fastest and slowest rates for the tonal patterns, respectively.
The comparison sequences were the same as the reference
sequences except one tonal IOI was longer than the others
and was varied to measure a duration DL. For these single-
interval conditions, some stimulus patterns featured minimal
uncertainty in which the single variable IOI always preceded
the third tone of the sequence, and was known to the listener.
Other single-interval measures were collected for sequences
featuring greater stimulus uncertainty in which the single
variable IOI occurred in random fashion preceding the 2nd,
3rd, or 4th sequence tone across listening trials, with the
selection of these particular intervals being arbitrary. The
variation of single IOIs was accomplished while preserving
other sequence IOIs at their original values, thus increasing
overall sequence duration.

C. Procedures

The measurement of DLs for the tonal inter-onset inter-
vals was obtained using an adaptive three-interval, two-
alternative forced-choice discrimination procedure. Each dis-
crimination trial contained three observation intervals spaced
750 ms apart. The first listening interval of each trial con-
tained a sample of the reference stimulus sequence, with the
second and third intervals containing samples of the refer-
ence and comparison sequence in either order selected ran-
domly across listening trials. Measurements of sequence rate
discrimination were collected for each of four reference IOI
values of 100, 200, 400, and 600 ms. For each of these
conditions, the reference and comparison stimulus sequences
of a listening trial differed only by the duration of the tonal
IOIs, which were always longer in the comparison sequence.

TABLE I. Mean audiometric thresholds in the test ear~from 0.25–8.0 kHz, in dB HLre: ANSI, 1996!, word recognition scores~Northwestern University
Auditory Test No. 6! and ages of the four listener groups. Standard deviations are included in parentheses.

Audiometric thresholds
Word recognition

% CorrectGroup Age 0.25 kHz 0.5 kHz 1.0 kHz 2.0 kHz 4.0 kHz 8.0 kHz

Young, norm hrg 25.3~4.6! 5.3 ~4.0! 3.7 ~4.0! 5.3 ~3.5! 3.7 ~4.4! 5.0 ~5.3! 5.3 ~5.8! 97.6~2.9!
Elderly, norm hrg 67.6~2.0! 9.6 ~4.3! 6.5 ~3.1! 6.1 ~3.0! 7.3 ~6.0! 13.4~5.5! 26.5~11.3! 97.8~2.6!
Young, hrg loss 30.3~10.8! 23.0~17.0! 29.0~20.5! 37.5~21.2! 41.5~18.9! 51.0~14.1! 54.0~17.1! 92.0~5.3!
Elderly, hrg loss 70.7~2.6! 20.3~7.9! 22.7~11.0! 26.3~13.4! 39.7~12.7! 58.0~7.5! 72.7~7.0! 89.3~6.0!
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Measurements of single-interval discrimination were also
collected in four conditions, for reference IOI values of 100
ms and 600 ms, each tested under two degrees of stimulus
certainty regarding target-interval location. For single-
interval conditions, the reference and comparison sequences
of a listening trial were the same, except for a single longer
target IOI in the comparison sequence. This single target
interval in the comparison sequence was either fixed or ran-
domized in sequence location, respectively, across listening
trials in the minimal and maximal uncertainty conditions.
Listeners used a keyboard to respond to the comparison
stimulus in the second or third observation interval of each
trial. All listening intervals were marked by a visual display
that also provided correct-interval feedback for each trial.

Estimates for all duration DLs were obtained using an
adaptive rule for varying comparison sequence IOI such that
the IOI decreased in magnitude following two consecutive
correct responses by the listener and increased in magnitude
following each incorrect response. Threshold estimates de-
rived by this adaptive rule corresponded to values associated
with 70.7% correct discrimination~Levitt, 1971!. Testing in
each condition was conducted in 50-trial blocks with an IOI
starting value of 1.4 times reference value, and a step size for
IOI changes that decreased logarithmically over trials to pro-
duce rapid convergence on threshold values. Following the
first three reversals in direction of IOI change, a threshold
estimate was calculated by averaging reversal-point IOI val-
ues associated with the remaining even-numbered reversals.
An average of six threshold estimates was used to calculate a
final DL for IOI with each listener in each condition. Prior to
data collection, each listener received 2–3 hours of practice
for sequence discrimination, with all listeners showing per-
formance stability after 3–4 trial blocks in each condition.

The listeners were tested individually in a sound-treated
booth. The eight discrimination conditions~rate discrimina-
tion at four reference IOI values, and four single-interval
measures! were tested in a different order for each listener.
Stimulus levels were 85–90 dB SPL in order to provide ad-
equate audibility and produce minimum sensation levels of
25–30 dB at 4000 Hz for the listeners with hearing loss.
Testing was monaural through an insert earphone~Etymotic
ER-3A! that was calibrated in a 2-cm3 coupler ~B&K, DB
0138!. All listening was conducted in 2-hour sessions over
the course of several weeks. Total test time~not including
practice! varied across listeners, but averaged about 8 hours.

III. RESULTS

For the purpose of analysis and comparison with previ-
ous findings, all duration DLs collected in the experiment
were converted to relative values expressed as a percentage
of sequence IOI, the interval representing the reciprocal of
sequence rate for each of the reference stimulus patterns.
Results from the sequence rate discrimination conditions are
shown in Fig. 1, which displays the mean relative DLs in
percent as a function of sequence IOI for each of the four
listener groups, with vertical bars in the figure representing
the positive standard error of the mean. Performance vari-
ability among the older listeners was equivalent to that of the
younger listeners for 100-ms IOI, but was about twice that of

the younger listeners across the range of longer IOI values.
Among younger listeners, most of the performance variabil-
ity was attributed to listeners with hearing loss. Among older
listeners the reverse was true, with the normal-hearing listen-
ers showing greater variability than those with hearing loss.
The mean relative and absolute DL values~in parentheses!
for younger listeners~collapsed across hearing loss groups!
for IOIs of 100, 200, 400, and 600 ms were 6%~6 ms!, 3.8%
~7.6 ms!, 3.5%~14.1 ms!, and 2.9%~17.5 ms!, respectively.
Corresponding average values for the older listeners for the
same IOIs were 7.9%~7.9 ms!, 5.3% ~10.5 ms!, 5.0% ~20
ms!, and 5.1%~30.6 ms!. Thus, younger and older listeners
exhibited a similar trend in average threshold values across
the IOIs examined here.

An analysis of variance~ANOVA ! was performed on
the individual data for relative DLs using a split-plot facto-
rial design with two between-subjects factors~age and hear-
ing status! and one within-subjects factor~sequence IOI!.
Results of the analysis revealed significant main effects of
sequence IOI@F(3,48)536.85, p,0.01# and listener age
@F(1,48)510.75,p,0.01# with no significant interaction ef-
fects. Multiple comparison testing~Scheffé! revealed that the
effect of IOI was primarily attributed to the larger DL values
for the 100-ms IOI, with no significant differences observed
across conditions of longer IOIs~p,0.05!. The performance
of the older listeners was significantly poorer than that of
younger listeners across the range of sequence IOIs. None of
the data analyses revealed systematic or significant influ-
ences of hearing loss within the groups of older and younger
listeners.

A second analysis compared the relative DLs measured
for the single-interval discrimination condition with the cor-
responding DLs measured for rate discrimination with the
same reference sequence IOI. These results are displayed in
Figs. 2 and 3, respectively, for the reference sequence IOIs
of 100 ms and 600 ms. Each figure shows the mean relative

FIG. 1. Mean relative difference limen~DL! in percent as a function of
sequence inter-onset interval~IOI! in ms ~100 ms, 200 ms, 400 ms, and 600
ms!; all conditions involved uniform changes in inter-onset interval. Vertical
bars represent the positive standard error of the mean. The four listener
groups are Young Normals~young adult listeners with normal hearing,M
515!, Young Hrg Loss~young adult listeners with mild-to-moderate senso-
rineural loss,N510!, Elderly Normal~elderly listeners with normal hearing,
N513!, and Elderly Hrg Loss~elderly listeners with mild-to-moderate sen-
sorineural hearing loss,N514!.
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DL for each listener group for a single interval that was
either fixed ~Single Fixed Interval! or randomized~Single
Random Interval! in sequence location, together with the
corresponding rate discrimination DL from Fig. 1 measured
with covariation of all sequence intervals~All 4 Intervals!.
Error bars in the figures represent standard errors of the
mean. Each figure shows that relative DLs for the single-
interval conditions were larger than corresponding values for
the four-interval conditions, with DLs of the older listeners
being larger than DLs of the younger listeners. Additionally,
relative DLs for 100-ms IOIs are larger than corresponding
values for 600-ms IOIs, reflecting the same trend seen for the
rate-discrimination results of Fig. 1. For the younger listen-
ers, mean single-interval relative and absolute values~in pa-
rentheses! of DLs for the fixed- and random-location condi-
tions, respectively, were 10.5%~10.5 ms! and 10.7%~10.7
ms! for 100-ms IOIs, and 4.3%~26.1 ms!, and 3.9%~23.2
ms! for 600-ms IOIs. Corresponding mean single-interval
DLs for the older listeners were 17.3%~17.3 ms! and 21.8%

~21.8 ms! for 100-ms IOIs, and 6.1%~36.4 ms! and 8.3%
~49.2 ms! for 600-ms IOIs.

Separate ANOVAs were conducted with the individual
relative DLs for the 100-ms and 600-ms IOI conditions
shown in Figs. 2 and 3, each using a split-plot factorial de-
sign with two between-subjects factors, age, and hearing sta-
tus, and one within-subjects factor, stimulus condition. Each
analysis revealed significant main effects of age@F(1,47)
.10.0, p,0.01#, IOI condition @F(2,94).17.6, p,0.01#,
and an age by condition interaction@F(2,94).9.6,p,0.01#,
with no significant effect of hearing loss. Analysis of simple
effects in these data revealed that relative DLs of the older
listeners were significantly larger than those of the younger
listeners~p,0.01! in each condition for both IOIs. Addition-
ally, all listeners produced significantly smaller relative DLs
for the four-interval conditions compared to the single-
interval conditions. However, for single intervals, younger
listeners performed about the same for the fixed- and
random-location conditions, whereas older listeners showed
significantly larger DLs for the random-location versus
fixed-location conditions (p,0.01).

IV. DISCUSSION

The experiments compared the abilities of younger and
older listeners to discriminate changes in the timing between
successive components within simple tone sequences. In
some conditions, listeners were asked to respond to uniform
changes in tonal onset intervals that altered the presentation
rate, or tempo, of the sequential stimulus patterns. In other
conditions, listeners responded to changes in the magnitude
of a single sequence interval that produced a localized dis-
ruption of timing within the tonal patterns. The results
showed that listeners’ sensitivity to changes of temporal in-
tervals depends on both the magnitude and number of se-
quence intervals that are subjected to change. The results
also indicated that older listeners were less sensitive than
younger listeners to both single and multiple changes of se-
quence intervals. The magnitude of age-related performance
deficits also differed for conditions featuring single and mul-
tiple timing cues.

A. Younger listeners

Results for the single-interval conditions revealed that
younger listeners were able to discriminate interval changes
with a degree of accuracy that was as good as, or better than,
results reported in several earlier studies of duration dis-
crimination for simple stimuli presented in isolation. Collec-
tive results from these earlier investigations indicate that, for
a broad range of reference durations for filled and unfilled
stimulus intervals~about 200–2000 ms!, listeners can reli-
ably discriminate duration increments exceeding 10–20 % of
the reference interval, with larger values seen for much
briefer reference intervals~Creelman, 1962; Small and
Campbell, 1962; Abel, 1972; Divenyi and Danner, 1977;
Allen, 1979!. Younger listeners of the present study pro-
duced mean relative DLs of 4.3% and 10.5%, respectively,
for single IOI intervals of 600 ms and 100 ms that were
presented in a fixed mid-sequence location. By comparison,
for a sequence IOI of 100 ms Hirshet al. ~1990! reported a

FIG. 2. Mean relative DL in percent for each listener group in stimulus
sequence conditions with 100-ms IOI. The three conditions are uniform
increments in all four intervals~All 4 Intervals!, single increments in one
fixed-location interval~Single Fixed Interval!, and single increments in one
random-location interval~Single Random Interval!. Vertical bars represent
the standard error of the mean. The four groups are the same as those
described for Fig. 1.

FIG. 3. Same as for Fig. 2, but for a 600-ms IOI.
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relative DL of 11.6% for single-interval discrimination, and
Drake and Botte~1993! measured a relative DL for a single
600-ms IOI of about 5.4%. These values agree closely with
the present single-interval estimates collected using stimulus
patterns quite similar to those of the earlier studies. The
single-interval DL estimates of the present investigation are
smaller than those reported in our earlier study of duration
discrimination for an embedded target tone or silent gap in
tonal stimulus sequences~Fitzgibbons and Gordon-Salant,
1995!. These earlier results, however, were collected using
stimulus patterns that featured a high degree of spectral com-
plexity, a factor that can exert a strong influence on discrimi-
nation performance. Despite the stimulus differences, the
present results, like those of our earlier study, revealed that
single-interval discrimination performance of the younger
listeners was largely unaffected by stimulus uncertainty in-
troduced by randomization of sequence location for the tar-
get interval. This outcome suggests that the younger listeners
are able to attend to the timing characteristics of the pattern
as whole, rather than attempting to focus on changes of a
specific target interval.

The measurements for rate discrimination were collected
by varying all sequence intervals by an equivalent amount at
each of the four sequence presentation rates. As mentioned
previously, the average performance of the younger listeners,
as displayed in Fig. 1, revealed that the relative DL de-
creased from a maximum value for the 100-ms IOI to a
smaller fairly stable value for each of the longer sequence
IOIs tested. Additionally, the relative DLs for rate discrimi-
nation are smaller than those measured for single-interval
discrimination for the same reference IOI. It could be argued
that observed differences in DLs for rate and single-interval
discrimination were a consequence of listeners attending to
changes in overall sequence duration to perform the dis-
crimination tasks. In this event, however, we would expect
an equivalent increment in overall sequence duration at dis-
crimination threshold, whether the sequence increment re-
sulted from the lengthening of single or multiple sequence
IOIs. Results show this not to be case. Sequence durations
for the reference tonal patterns ranged from 450 ms with
100-ms IOI to 2450 ms for 600-ms IOI. For younger listen-
ers, increases in duration for the 450-ms sequence at dis-
crimination threshold were 10.4 ms for increments of a
single interval and 24 ms for increments of multiple intervals
~i.e., four times absolute DL of 6 ms!. Corresponding dura-
tion increases for the 2450-ms reference pattern were 26.1
ms for a single-interval increment and 70 ms for multiple-
interval increments. These differences indicate that it is un-
likely that overall stimulus duration was a useful cue for
sequence discrimination. Drake and Botte~1993! also pro-
vided convincing evidence that interval discrimination by
their listeners was not based on changes of overall sequence
duration. Additionally, the close agreement between the
present single-interval DLs and those reported by Hirshet al.
~1990! is apparent despite differences in procedure wherein
Hirsh et al. lengthened a single sequence IOI by tonal dis-
placement without consequent changes in overall sequence
duration.

Results for the rate discrimination measurements in the

present investigation display the same trends seen in the
tempo discrimination data reported by Drake and Botte
across a similar range of sequence IOIs. One characteristic of
rate discrimination thresholds is the apparent constancy of
the observed relative DLs across the range of longer IOIs
from about 200–600 ms, a range corresponding to sequence
durations of 850–2450 ms for tonal patterns of the present
study. Thus it appears that a relatively constant Weber ratio
for duration discrimination seen in the earlier studies with
simple isolated sounds also extends to more complex se-
quential patterns, at least within the range of durations ex-
amined here. The Hirshet al. experiments did not specifi-
cally measure rate discrimination, although the collective
findings from that investigation suggested that discrimination
of a repeated sequence interval would be about the same as
that measured for a single interval. However, the present
rate-discrimination data support those of Drake and Botte in
showing that temporal sensitivity for changes of multiple
intervals is more acute than that observed for single inter-
vals, presented as either isolated targets or as an embedded
component of an extended sequence. For example, in the
present results for younger listeners the relative DLs for se-
quence rate at IOIs of 100 ms and 600 ms are smaller by
4.5% and 1.5%, respectively, than the corresponding DL val-
ues for single-interval discrimination.

Drake and Botte postulated a multiple-look hypothesis
to account for the better temporal sensitivity seen for
multiple- versus single-interval discrimination. This hypoth-
esis argues that for an isochronous sequence, multiple repeti-
tions of the same interval leads to a strengthening of memory
trace for the reference interval and thus greater sensitivity to
temporal deviations. In their examination of the hypothesis,
Drake and Botte predicted that, for independent observations
of each sequence interval, the absolute DL for sequences
with a given number~N! of intervals should be equal to that
measured for a single interval divided by the square root of
N. Similar predictions, that are derived from the logic of
signal-detection theory~Green and Swets, 1966!, were exam-
ined earlier by Hafter and Dye~1983! to account for listen-
ers’ ability to lateralize click sequences that varied in dura-
tion and size of the inter-click interval. In applying the
multiple-look model to the temporal discrimination data,
Drake and Botte found approximate agreement between ob-
served and predicted DLs for IOI, at least for a limited range
of IOI and sequence length. For stimulus sequences with
four intervals, as used in the present experiment, a multiple-
look strategy would predict absolute DLs for rate discrimi-
nation to be about half those measured for a single interval.
Inspection of the data for the younger listeners reveals that
the observed differences between DLs for rate and single-
interval discrimination are sizeable, but not quite as large as
predicted. It should be noted, however, that our single-
interval DLs were also measured within a sequential context
that itself included multiple repetitions of the reference IOI.
Thus, it is possible that the single-interval DLs measured
here reflect better discrimination performance than would be
expected for a pair of tones presented in isolation. We sus-
pect this to be the case because some of our earlier measures
~Fitzgibbons and Gordon-Salant, 1995! for duration discrimi-
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nation with isolated stimuli produced larger relative DLs
~about 20%! for single intervals than observed here for single
intervals within sequences. Nevertheless, it is clear from the
present results that multiple repetition of the same sequence
interval leads to improve temporal sensitivity.

B. Older listeners

The older listeners exhibited reduced ability to discrimi-
nate temporal intervals. Additionally, like the younger
groups of listeners, hearing loss among the older listeners
was shown to have little influence on discrimination perfor-
mance. For older listeners, the mean relative DLs for the
fixed-location single interverals were 17.3% and 6.1%, re-
spectively, for baseline IOIs of 100 ms and 600 ms. Each of
these values is significantly larger than corresponding values
measured for the younger listeners, with the absolute magni-
tude of the age-related difference being greatest for the
100-ms IOI. Unlike the younger listeners, the older listeners
were significantly affected by the procedure of randomizing
the sequence location of the single target interval that was
subjected to variation in duration. For example, relative to
their performance with fixed target locations, the relative
DLs of older listeners increased by 4.5% and 2.1%, respec-
tively, with randomization of the 100-ms and 600-ms target
intervals. It is conceivable that the target randomization ef-
fects simply reflect differences in temporal sensitivity as a
function of sequence location of the target interval, a possi-
bility that was not specifically examined in the experiments.
However, a sequence-location effect would necessarily apply
to elderly listeners only, as the young listeners were largely
unaffected by target randomization, and no sequence loca-
tion effects for single intervals were observed in the dis-
crimination experiments conducted by Hirshet al. ~1990!.
Thus, it seems reasonable to assume that the influence of
target randomization on the performance of the older listen-
ers was primarily a consequence of stimulus uncertainty.
These age-related performance decrements associated with
target randomization are similar to those observed earlier
with the spectrally complex tonal patterns that produced
larger temporal DLs~Fitzgibbons and Gordon-Salant, 1995!.

The older listeners also exhibited less sensitivity than
the younger listeners for rate discrimination, although the
shifts in performance as a function of sequence IOI tended to
parallel those observed with the younger listeners. For the
older listeners, mean relative DLs for rate discrimination
shifted from a value of about 8% for the 100-ms IOI to a
relatively stable value of 5.1% across longer IOIs, where the
Weber ratio was also fairly constant for younger listeners.
For rate discrimination, the magnitude of the age-related dec-
rement was reasonably uniform in degree across the range of
sequence IOI that was examined.

Explanations for the age-related differences observed in
temporal discrimination performance are not straightforward.
On the basis of previous accounts of an age-related slowing
in auditory processing, it was anticipated that the largest
deficits among older listeners in the present experiments
would be evident for the shorter temporal intervals associ-
ated with the fast sequence presentation rates. The rate dis-
crimination results did not show a substantially larger age-

related deficit at the fastest sequence rate. However, it was
apparent that the greatest age-related deviations from the per-
formance of younger listeners were associated with the short-
est reference interval~100-ms IOI! when presented as a
single target interval. Thus the degree of improvement in
temporal sensitivity from single-interval to multiple-interval
discrimination was greatest among elderly listeners, but only
for the brief reference intervals. This could imply more effi-
cient utilization of a multiple-look strategy among elderly
listeners, but this was not evident in the results for the slower
stimulus rates featuring longer IOI values. Alternatively, an
age-related loss of neural synchrony~Schneider and Pichora-
Fuller, 2000! that is required to mark successive tonal onsets
might be expected to impact discrimination of brief intervals
more so than much longer reference intervals. As such, mul-
tiple repetition of the same brief stimulus interval might be
expected to enhance the neural coding of stimulus onsets in
the same manner as signal averaging reveals a robust onset
response characteristically seen in the post-stimulus-time
histograms of single VIII N. fibers~Kiang et al., 1965!. One
outcome of this clearly defined onset marking would be to
improve sensitivity to duration cues.

The results of the experiments provide additional evi-
dence for age-related temporal processing deficits that are
unrelated to the presence of sensorineural hearing loss. It is
possible that a central timing mechanism is inherently in-
volved for listening tasks requiring a judgment about stimu-
lus duration, as postulated for some time in a theoretical
model developed initially by Creelman~1962!, and subse-
quently modified by Abel~1972! and Divenyi and Danner
~1977!. The theoretical accounts for duration discrimination
postulate a central counter that essentially sums neural fir-
ings produced during the extent of stimulation, with a larger
count resulting for the longer of two signals. Other elements
of the model include a memory factor for the neutral pulse
count, and a factor indicating the degree of precision in
marking of stimulus onsets and offsets. Earlier studies have
demonstrated the utility of the model in describing the gen-
eral trends and level of performance exhibited in a large
body of discrimination data collected from young, trained
listeners.

Consideration of the model components can provide a
useful framework for examining possible sources of the age-
related performance differences observed in the present in-
vestigation. A first consideration involves the possibility that
age effects in duration discrimination are partially the result
of reduced precision in marking signal onset/offset bound-
aries. For younger listeners, precision in marking signal
boundaries is a factor that is primarily influenced by signal
level, and Divenyi and Danner~1977! showed that levels of
about 25 dB SL are sufficient to minimize uncertainty in
registering signal onsets. This requirement was met in the
present experiment for all listeners except three in the elderly
hearing-loss group, who had thresholds of 65 dB HL at 4
kHz and may have listened at sensation levels below 25 dB.
However, the discrimination performance of these three lis-
teners was better than that of several others in the same eld-
erly group of listeners. Another factor that could influence
the coding of signal boundaries in elderly listeners is a loss

2961 2961J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 P. J. Fitzgibbons and S. Gordon-Salant: Aging and temporal discrimination



of synchrony in the neural response to stimulation, as sug-
gested previously by Schneider and Pichora-Fuller~2000!.
However, the primary effects of this factor would be ex-
pected for the discrimination of brief intervals, with progres-
sively less influence at longer reference durations, as noted
by Divenyi and Danner. The present results did show the
largest age-related deficit for single-interval discrimination
of the shortest reference IOI of 100 ms, but for rate discrimi-
nation the age differences were similar in degree for all ref-
erence IOIs. Thus, there is no consistent trend in the present
results indicating that lack of precision of the coding of
stimulus boundaries was a primary source of age-related
deficits. Of course, the shortest 100-ms reference interval of
the current study may have been too long to observe any
strong effects related to a loss of neural synchrony, a possi-
bility that we are currently investigating by examining dis-
crimination within a range of briefer reference intervals.

Other components of the Creelman model that could un-
dergo changes with aging include the central counting
mechanism itself, or the memory for accumulated counts that
is required to compare durations of two or more signals in a
discrimination task. For example, the density of neural
pulses feeding a central counter may be diminished simply as
a consequence of a reduction in the number of neural fibers
with aging ~Willott, 1990!. In this event, longer increments
of signal duration would be required for discrimination by
elderly listeners compared to younger listeners. This factor
could account for the uniform deficit with aging observed
across the range of reference IOIs. Alternatively, a difference
in memory for the clock count between younger and older
listeners for accumulated pulse counts could also produce
age-related differences in discrimination performance. In this
case, an age-related memory deficit should produce more
exaggerated performance differences between younger and
older subjects at the longer reference intervals. The rate dis-
crimination data shown in Fig. 1 do not provide strong evi-
dence in support of this hypothesis. However, the larger vari-
ability observed for the elderly listeners across the range of
longer reference IOIs suggest that the memory factor could
have contributed to performance deficits in some of the el-
derly listeners. Additional testing with longer reference in-
tervals than employed in the present study may show stron-
ger influences of memory differences between younger and
older listeners.

Finally, the observed age-related performance differ-
ences with single intervals for fixed- and random-location
targets implicate a cognitive factor that deteriorates with ag-
ing but remains robust in younger listeners. Possible sources
of this cognitive factor are auditory attention, auditory search
capacity, or working memory capacity. However, the fact
that a similar pattern of age-related performance deficits was
observed at the 100-ms IOI and the 600-ms IOI argues some-
what against working memory as the likely candidate of the
cognitive factor. These considerations of the model compo-
nents suggest a number of factors that can be investigated
independently in subsequent studies of aging and temporal
processing: accuracy of marking of stimulus onsets, number
of observation intervals, memory load, and the consequences
of cognitive demands in specific discrimination tasks.

C. Summary

The experiments measured the ability of younger and
older listeners with and without hearing loss to discriminate
changes in the temporal intervals separating components of
simple tonal sequences. Sequence rate discrimination was
assessed by varying the inter-onset intervals of all tonal com-
ponents in a uniform manner at each of four reference se-
quence rates. The relative DLs observed for rate discrimina-
tion for all listeners were larger for fast sequence rates, and
smaller but equivalent at the slower rates tested. The rate
DLs for the older listeners were larger than DLs of the
younger listeners at each sequence rate. Temporal DLs were
also measured for changes of a single sequence interval that
was either fixed or randomized in sequence location in sepa-
rate test conditions. For all listeners, the temporal DLs for
single-interval changes were larger than corresponding DLs
for multiple-interval changes. The older listeners also pro-
duced larger single-interval DLs than younger listeners, par-
ticularly for short reference intervals. The performance of the
young listeners was unaffected by randomization of target
interval location, whereas older listeners exhibited large per-
formance decrements with target randomization. None of the
results revealed a significant influence of sensorinueral hear-
ing loss. Collectively, the results indicate age-related differ-
ences in sensitivity to both localized and overall changes in
the timing of components within sequential tone patterns.
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The effects of compression ratio, signal-to-noise ratio, and level
on speech recognition in normal-hearing listeners
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Previous research has demonstrated reduced speech recognition when speech is presented at
higher-than-normal levels~e.g., above conversational speech levels!, particularly in the presence of
speech-shaped background noise. Persons with hearing loss frequently listen to speech-in-noise at
these levels through hearing aids, which incorporate multiple-channel, wide dynamic range
compression. This study examined the interactive effects of signal-to-noise ratio~SNR!, speech
presentation level, and compression ratio on consonant recognition in noise. Nine subjects with
normal hearing identified CV and VC nonsense syllables in a speech-shaped noise at two SNRs~0
and16 dB!, three presentation levels~65, 80, and 95 dB SPL! and four compression ratios~1:1, 2:1,
4:1, and 6:1!. Stimuli were processed through a simulated three-channel, fast-acting, wide dynamic
range compression hearing aid. Consonant recognition performance decreased as compression ratio
increased and presentation level increased. Interaction effects were noted between SNR and
compression ratio, as well as between presentation level and compression ratio. Performance
decrements due to increases in compression ratio were larger at the better~16 dB! SNR and at the
lowest~65 dB SPL! presentation level. At higher levels~95 dB SPL!, such as those experienced by
persons with hearing loss, increasing compression ratio did not significantly affect speech
intelligibility. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1369105#

PACS numbers: 43.66.Ts, 43.71.Es@SPB#

I. INTRODUCTION

With the increased use of digital signal processing in
commercial hearing aids, the number of processing param-
eters available for adjustment has grown substantially. Some
multichannel systems allow for very precise frequency-
specific and level-dependent application of gain. These sys-
tems may have specific control, in multiple channels, over
parameters such as overall gain, compression threshold,
compression ratio, and attack and release times. There has
been substantial research examining the effects of many of
these parameters on speech recognition as a function of
speech input level~see Dillon, 1996 for review!. In contrast,
very little work has been done examining the effects of vari-
ous hearing aid parameters as a function of output level at
the ear. It is not clear how specific changes to some hearing
aid parameters, such as compression ratio, will affect speech
recognition at high output levels. In this paper the terms
‘‘output level’’ and ‘‘presentation level’’ of speech will be
used interchangeably to refer to the in situ level of the signal
~measured in a Zwislocki coupler!.

High presentation levels influence several facets of au-
ditory processing, including speech recognition and discrimi-
nation, frequency and temporal resolution and upward spread
of masking~Egan and Hake, 1950; Dorman and Dougherty,
1981; Moore and Glasberg, 1987; Studebakeret al., 1999!.
Several researchers have shown that speech recognition is
degraded when speech is presented at high levels~French
and Steinberg, 1947; Pollack and Pickett, 1958; Goshorn and

Studebaker, 1994; Studebakeret al., 1999!. Studebaker and
colleagues~1999! reported decreases in speech intelligibility
at presentation levels above 69 dB SPL at some signal to-
noise ratios~SNRs!. In addition, SNR appears to interact
with presentation level to affect speech recognition perfor-
mance. Larger and more rapid decrements in speech intelli-
gibility are observed at poorer SNRs as speech levels in-
crease~Pollack and Pickett, 1958; Studebakeret al., 1999!.
Based on these and other findings~French and Steinberg,
1947; Fletcher and Galt, 1950; Pollack and Pickett, 1958;
Goshorn and Studebaker, 1994!, it appears that when a
speech-shaped noise is present, higher-than-normal speech
presentation levels reduce speech understanding. Persons
with hearing loss are forced to listen to speech at these levels
to ensure audibility and are therefore subject to these nega-
tive effects. In addition, using different techniques, Stude-
bakeret al. ~1999! and Chinget al. ~1998! found that high
levels similarly affected hearing-impaired and normal-
hearing subjects once audibility was taken into account. In
all the experiments cited above, however, performance was
assessed with linearly amplified speech. Appropriately fit
amplification for persons with hearing loss often results,
however, in the presentation of compressed speech at high
levels. Determining the effect of high presentation level on
the perception of compressed speech is the focus of the cur-
rent study.

The compression literature has a long history of mixed
findings regarding the efficacy of compression. In this paper
we focus solely on the use of fast-acting compression~see
Dillon, 1996, for a broader discussion of various types of
compression!. Wide dynamic range compression~WDRC!,

a!Author to whom correspondence should be addressed. Electronic mail:
ben.hornsby@vanderbilt.edu
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defined here as fast-acting~attack times,5 ms, release times
,50 ms!, low threshold compression~compression threshold
,60 dB SPL!, can provide persons with hearing loss more
gain for soft sounds than for loud sounds. Consequently, this
processing has the potential to increase audibility without
exceeding loudness discomfort levels. Several investigators
have advocated the use of fast-acting compression. Using
fast-acting compression, particularly in multiple frequency
channels, allows for increased gain of low-level consonants
following a more intense sound such as a vowel. This in-
crease in audibility and consonant sensation level has the
potential of improving speech understanding for some
hearing-impaired subjects~Yund and Buckles, 1995a, 1995b;
Verschuureet al., 1998; Souza and Bishop, 1999!. Moore
and colleagues found fast-acting compression, compared to
linear amplification, provided small but significant benefits
for hearing-impaired subjects particularly when listening to
speech in a noise background that contained temporal and
spectral dips~Moore et al., 1999!. The fast-acting compres-
sion was able to improve the audibility of speech in the
temporal and spectral dips in the noise.

Research also suggests, however, that in certain condi-
tions the use of fast-acting, multichannel compression may
degrade speech intelligibility~Nabelek, 1983; Plomp, 1994;
Hohmann and Kollmeier, 1995!. When compression is ap-
plied independently in multiple frequency channels the spec-
trotemporal variations of speech can be severely altered, par-
ticularly at high compression ratios. This may have a large
negative impact on speech recognition~Plomp, 1994!.

Boike and Souza~2000! measured sentence recognition
and sound quality at a fixed level of 80 dB SPL using speech
processed through a simulated single-channel compression
system with compression ratios ranging from 1:1 to 10:1. In
one condition the speech was mixed with a speech babble
noise~110 dB SNR! prior to compression. In this condition,
no decrease in speech recognition was observed for the
normal-hearing subjects. In contrast, performance for the
hearing-impaired group fell by about 30% as the compres-
sion ratio was increased from 1:1 to 10:1. Hohmann and
Kollmeier ~1995! reported a negative effect of fast-acting
compression, compared to linear processing, on speech intel-
ligibility under some conditions. These authors used a 23-
band phonemic compressor to examine the effects of multi-
band compression, compression ratio and SNR on speech
intelligibility. They showed only a small decrease in intelli-
gibility, compared to linear processing, with a SNR of22
dB and compression ratios up to 3:1. At a SNR of28, how-
ever, performance dropped by over 20% when the compres-
sion ratio increased from linear~1:1! up to 3:1. This study is
unusual, however, in that only the speech~and not the noise!
was compressed. Crain and Yund~1995! found stop-
consonant discrimination decreased, compared to linear pro-
cessing, when normal-hearing subjects listened to speech
processed at a 4:1 compression ratio using an eight-channel
fast-acting compression system. The previous research indi-
cates that increasing presentation levels and compression ra-
tios can, independently, have a negative effect on speech
recognition. It has also been demonstrated that both level and
compression ratio interact with other factors~e.g., SNR! to

affect speech intelligibility ~Yund and Buckles, 1995b;
Studebakeret al., 1999!. What is not clear is how output
levels and compression ratios interact to affect speech recog-
nition.

Much of the existing research on compression has fo-
cused on the benefits and limitations of compression for sub-
jects with hearing loss. Clearly this is important, as findings
from work using normal-hearing subjects are not always
similar in hearing impaired. For example, Verschuure and
colleagues have argued, and have some experimental support
for the idea, that fast-acting compression may limit the im-
pact of poorer temporal resolution in subjects with hearing
loss by restoring audibility to low level consonants~Vers-
chuure et al., 1994; Verschuureet al., 1996; Verschuure
et al., 1998!.

Interpreting the impact of changes in compression pa-
rameters on speech recognition based on results from persons
with hearing loss, however, is complicated by the changes in
audibility that occur following compression. The use of
normal-hearing subjects reduces this confound of increased
audibility when assessing the effects of level and compres-
sion ratio. Using subjects with normal hearing allows us to
vary presentation level and compression ratio without affect-
ing audibility. Therefore no improvements in speech recog-
nition based solely on audibility would be expected~Yund
and Buckles, 1995b!. Any changes in speech recognition
performance could then be attributed solely to the variable~s!
under investigation~e.g., compression ratio, SNR or level!.
This allows us to estimate the degradation in speech scores
that must be overcome to make multichannel compression an
appropriate choice for a given hearing loss. In addition, since
the direction of the interaction between these factors is un-
clear, some existing research using normal-hearing subjects
as controls may underestimate~or inflate! the negative ef-
fects of compression by presenting speech at levels much
lower than those required by a hearing-impaired subject
~Plomp, 1994; Crain and Yund, 1995!. It is for these reasons
that this study uses subjects with normal hearing to assess
the interactive effects of level and compression ratio on
speech recognition.

In summary, knowledge about compression ratio and
presentation levels~such as those experienced by persons
with hearing loss! is important because these factors may
interact to affect speech recognition. The use of amplitude
compression may have both negative~e.g., reduced temporal
and spectral contrasts; Plomp, 1994! and positive effects
~e.g., increased audibility of speech; Souza and Turner,
1998!. Since the magnitude of these effects may be depen-
dent on level, there is the potential for interaction between
compression parameters and output level. For example, the
negative effects of compression may be exacerbated at high
output levels, resulting in substantially poorer performance
with compressed speech as opposed to noncompressed
speech. This study systematically investigated the interactive
effects of compression ratio and output level on speech rec-
ognition with speech processed through a simulated
3-channel WDRC compression system.
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II. METHODS

A. Subjects

Nine subjects~2 males and 7 females!, between the ages
of 23 to 39 years (mean528.3), with normal hearing and no
history of otologic pathology participated in this study. All
subjects had pure-tone air-conduction thresholds of 20 dB or
less at octave frequencies of 250–8000 Hz~ANSI S3.6,
1996b!, and normal middle ear function. Normal middle ear
function was defined as normal pressure~2150 to 1100
daPa! and compliance~0.2 to 1.8 ml! functions. In addition,
all subjects showed the presence of an ipsilateral acoustic
reflex in response to 500 and 2000 Hz pure tones presented
at 90 dB HL. Speech recognition ability for all subjects was
good with a minimum performance of 92% on a 25-item
Northwestern University~NU-6! word list ~Tillman and Car-
hart, 1966! presented at 50 dB HL. In addition, prior to data
collection each subject was screened to ensure that presenta-
tion levels used in the study did not exceed loudness discom-
fort levels. Subjects listened to the same speech stimuli used
during the data collection phase~0 dB SNR! as the presen-
tation level was increased from 65 to 95 dB. Subjects were
allowed to listen to as many stimuli as needed to determine if
levels were uncomfortably loud. All subjects screened for
enrollment reported no difficulty in listening to stimuli at the
levels used in this study.

B. Stimuli

Eighty-six syllables~44 CV and 42 VC syllables! from
the UCLA recording of the NST or Nonsense Syllable Test
~Levitt and Resnick, 1978! were used as stimuli for this
study. Nonsense syllables were used to limit linguistic con-
tributions to speech recognition. The 23 consonants shown in
Table I were paired with the vowels /i/ and /a/. Stimulus
context was consistent with what occurs in conversational
English. Therefore the consonant /G/ occurred only in the VC
position while the consonants /w/ and /j/ occurred only in the
CV position. Stimuli were natural tokens spoken by a single
male speaker. Speech and noise stimuli were digitally re-
corded using a 33 kHz sampling rate with 16-bit quantiza-
tion.

Each stimulus was digitally mixed with a 1200-ms seg-
ment of speech-shaped noise~Byrne et al., 1994! prior to
compression. Since the maximum duration of a single syl-
lable was 950 ms and each syllable was centered within the
1200-ms segment, noise was present for at least 125 ms prior
to the onset and following the offset of each syllable. The

rms level of the noise was digitally adjusted to equal the rms
level of all test syllables concatenated together for a 0 dB
SNR, and adjusted to 6 dB less for a16 dB SNR. These
SNRs were chosen because they represent a range of every-
day difficult listening situations~Pearsons, Bennett, and Fi-
dell, 1977! and performance at these SNRs exhibited limited
floor and ceiling effects. Two concatenated files~0 dB and
16 dB SNRs! consisting of all test syllables were used as
input files for the compression algorithm.

C. Compression system

The focus of this study was on the interaction between
compression and output level. To this end the amount of
compression in each condition was fixed and only the
amount of attenuation or SNR was varied. This situation is
analogous to providing varying amounts of gain following
compression. This method results in some conditions that
would not usually occur when fitting compression hearing
aids to individuals with hearing loss. For example, a person
with a mild loss would not normally be provided with fast-
acting compression incorporating a compression ratio of 4:1.
A subject with a more severe loss, however, may be fit in
this fashion. Thus in order to limit confounding variables and
focus on the interaction of interest, we chose to fix the com-
pression ratio and vary the output level of the speech at the
ear.

The rms levels of the uncompressed concatenated
stimuli were digitally adjusted to a level 25 dB above com-
pression threshold~e.g., with input stimuli adjusted to 65 dB
SPL the compression threshold was 40 dB SPL!. Compres-
sion threshold was constant across frequency~octave fre-
quencies from 250 to 4000 Hz!. Compression ratio varied
somewhat as a function of frequency. The nominal values of
1:1, 2:1, 4:1, and 6:1 are based on rounded average values
measured across octave frequencies of 250–4000 Hz.
Frequency-specific compression ratios, for inputs over the
maximum dynamic range of our stimuli~22 dB!, are shown
in Table II.

It was assumed that the stimuli compressed at a 1:1 ratio
were equivalent to unprocessed stimuli. However, these
stimuli were also processed through the compression algo-
rithm at a 1:1 ratio, in order to ensure that any artifacts
introduced by the compression program would be equivalent
for all stimuli. Informal listening revealed no differences be-
tween the unprocessed stimuli and stimuli compressed at a
1:1 ratio. Attack and release times at 1000 Hz were fixed at
5 and 20 ms, respectively~ANSI S3.22, 1996a!. Attack and

TABLE I. Classification of consonants by acoustic-phonetic features. Place coding: 15labial, 25dental, 35alveolar, 45palatal, 55back. Manner coding:
15stop, 25fricative, 35affricate, 45nasal, 55glide.

Feature /p/ /t/ /k/ /f/ /Y/ /s/ /b/ /b/ /d/ /g/ /v/ /Z/ /z/ /c/ /m/ /n/ /G/ /#b/ /$c/ /w/ /r/ /j/ /l/

Voicing 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1
Frication 0 0 0 1 1 1 1 0 0 0 1 1 1 1 0 0 0 1 1 0 0 0 0
Duration 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0
Nasality 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0
Place 1 3 5 1 2 3 4 1 3 5 1 2 3 4 1 3 5 4 4 5 4 4 3
Sonorance 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 1 1 1
Manner 1 1 1 2 2 2 2 1 1 1 2 2 2 2 4 4 4 3 3 5 5 5 5
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release times, as measured by ANSI S3.22, vary as a func-
tion of compression ratio. Therefore the nominal input values
for attack and release were varied to achieve measured attack
and release times of 5 and 20 ms, independent of compres-
sion ratio.

Signal processing was performed offline using a digital
algorithm. A 3-channel compression system was imple-
mented. The concatenated speech and noise files were first
filtered into three channels prior to compression. Filtering
was performed digitally using three, 100th order FIR filters.
Filter shapes are shown graphically in Fig. 1. Compression
was then applied independently in each frequency channel
with the compressed output of each band recombined and
scaled to maximize the dynamic range of the D–A converter.
Following compression, the rms levels of the compressed
concatenated stimulus files were digitally adjusted to equal-
ize their levels. When played out through the test earphone
~Etymotic ER4!, the average rms levels in a Zwislocki cou-
pler for all concatenated stimulus files, at all SNRs and com-
pression ratios, were equivalent to within approximately 1
dB. Following compression each compressed concatenated
stimulus was separated into the 86 individual 1200-ms CV
and VC stimuli.

D. Calibration

Calibration levels were set so that the rms level of a
1000-Hz pure tone measured in a Zwislocki coupler was
equivalent to the rms level for the concatenated stimuli also

measured in the coupler. The output of the calibration tone in
the Zwislocki coupler was set to 95 dB SPL as measured
with a sound level meter~Larson–Davis 814! using C
weighting and slow averaging. A programmable attenuator
was employed to control the presentation level~65, 80, or 95
dB SPL! of the processed speech.

E. Procedure

Prior to data collection subjects were trained by listening
monaurally in quiet, to all 86 stimuli, at a 65 dB SPL pre-
sentation level. Practice sessions continued until asymptotic
performance~better than 90% performance on two sequential
practice sessions! was reached. This typically took three to
five practice sessions. During the data collection phase sub-
jects listened to two runs of 24 conditions~two SNRs, three
presentation levels, and four compression ratios! over four
test sessions. Each session lasted approximately 1.5 hours
with breaks provided as needed. The SNR remained constant
during a session, and subjects listened to 12 randomly pre-
sented conditions~four compression ratios at three presenta-
tion levels! during each session. The order of SNR was ran-
domized across subjects. Eighty-six syllables were presented
in each condition and each condition was repeated once.
Subject scores for each condition were then based on a total
of 172 syllables. Stimuli were presented monaurally~right
ear! via an insert earphone~Etymotic ER4!. Subjects listened
to stimuli while viewing the 86 response alternative on a
computer screen and indicated their response by clicking on
the appropriate syllable. All possible response options were
present on the screen during each trial and no correct answer
feedback was given during practice sessions or during actual
data collection.

F. Data analysis

Percentage correct scores for each SNR, level, and com-
pression condition were converted to Rationalized Arcsine
Transform Units~RAUs! to stabilize the error variance prior
to statistical analysis~Studebaker, 1985!. Results were ini-
tially examined using a four-factor repeated-measures analy-
sis of variance~ANOVA ! with SNR, level, compression ra-
tio and test session as independent variables and RAU score
as the dependent variable. Post hoc analysis was performed
using a Newman–Keuls test. All results are reported with a
statistical significance level ofp,0.05 unless otherwise
noted.

Results were also examined as a function of speech fea-
ture. The features used for analysis in this study followed
those suggested by Kentet al. ~1979!. The authors suggested
using five binary features@voicing, frication, duration, and
nasality from Miller and Nicely~1955!, and sonorance#, and
a five-value feature for place of articulation~labial, dental,
alveolar, palatal, and back!. An additional five-value feature
for manner of articulation~stop, fricative, affricate, nasal,
and glide! was also included. Previous research has demon-
strated the perceptual relevance of these features and shown
that discrimination of these features is important for speech

FIG. 1. Frequency response of the 100th order FIR filters used in the
3-channel simulated hearing aid. Nominal cutoff frequencies were 800 Hz
for the lowpass filter, 800 and 2500 Hz for the bandpass filter and 2500 Hz
for the high-pass filter.

TABLE II. Desired and actual compression ratios as a function of frequency
for the compression algorithm used in this study.

Frequency CR1:1 CR2:1 CR4:1 CR6:1

250 Hz 1.0 2.0 3.9 7.2
500 Hz 1.0 1.9 3.0 4.1
1000 Hz 1.0 2.0 3.9 7.4
2000 Hz 1.0 1.9 3.3 4.6
3000 Hz 1.0 1.9 3.3 4.8
4000 Hz 1.0 2.0 4.1 8.6
Average 1.0 1.9 3.6 6.1
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sound discrimination~Miller and Nicely, 1955; Wang and
Bilger, 1973!. Table I shows a breakdown of consonants by
acoustic–phonetic features.

Individual subject confusion matrices for the entire set
of 23 consonants~collapsed across vowel context and type!
were added together to create a single matrix for each ex-
perimental condition. These matrices were then analyzed us-
ing the Feature Information Transfer~FIX! program to deter-
mine the unconditional percent information transmitted as a
function of feature for each level, SNR and compression ra-
tio ~Miller and Nicely, 1955; Wang and Bilger, 1973!. This
transformation provided an estimate of how susceptible a
particular feature was to the effects of level, compression
ratio and SNR. Because of the limited number of consonants
presented to an individual subject in each condition, statisti-
cal analysis of confusion matrix data was not performed.

III. RESULTS

A. Constant recognition

Experimental data were initially examined using a four-
factor, repeated-measures ANOVA to explore potential prac-
tice effects. Along with SNR, level, and compression ratio,
test session was included as an independent variable. A sig-
nificant main effect of session was observed~F1,8516.16,
p,0.0038!. Overall performance was slightly better during
the second session~56% vs 58% for the first and second
sessions, respectively!, suggesting a small but significant
practice effect. However, no significant interaction effects
were observed between test session and other variables.
Therefore data between test days were collapsed for further
analysis. The results from the three-way ANOVA used to
examine the main and interaction effects of SNR, presenta-
tion level, and compression ratio on consonant recognition
are displayed in Table III.

Main effects of SNR, presentation level and compres-
sion ratio were observed. Figure 2 shows mean consonant
recognition values as a function of presentation level for both
SNRs and all four compression ratios. As expected, conso-
nant recognition worsened at the poorer SNR. Also, consis-
tent with previous research, consonant recognition scores on
average decreased as presentation levels increased~Pollack
and Pickett, 1958; Studebakeret al., 1999!. This decrease
was consistently observed across subjects, with all nine sub-
jects showing poorer average performance at 95 dB than at
65 dB. In addition, a small but significant effect of compres-
sion ratio was observed. Consonant recognition, averaged

across SNR and level, decreased systematically as compres-
sion ratio increased. An average decrease of approximately
4% occurred as compression ratio increased from 1:1 to 6:1.
This decrease was also consistent across subjects. In 26 of 27
conditions~nine subjects and three compression ratios! sub-
jects showed poorer speech recognition performance when
listening to compressed speech~2:1, 4:1, or 6:1! as compared
to speech processed at a 1:1 ratio.

Significant interaction effects between compression ratio
and SNR, as well as between level and compression ratio
were also observed. In addition, the three-way interaction
between SNR, compression ratio, and level approached sig-
nificance (p,0.052). Post hoc analyses using a Newman–
Keuls test were performed to compare performance between
compression conditions. A portion of the analysis results
comparing linearly processed speech to speech compressed
at ratios of 2, 4 and 6:1 are shown in Table IV. The general
findings were that consonant recognition was most nega-
tively affected at lower presentation levels, and the negative
effect of increasing compression ratio was more apparent at a
better SNR.

The effect of compression ratio at the lowest level tested
~65 dB! is discussed first. A negative effect of increasing
compression ratio was observedconsistentlyonly at this low-
est level. At the 65 dB level, across both SNRs, consonant
recognition performance was significantly higher for linearly
processed speech, as opposed to speech compressed at a 4:1
or 6:1 compression ratio. In addition, at the16 dB SNR,
performance decreased significantly as the compression ratio
increased from 4:1 to 6:1 (p,0.048), while no differences
among the 2, 4 or 6:1 compression conditions were observed

FIG. 2. Effect of SNR, presentation level and compression ratio on conso-
nant recognition in RAUs.

TABLE III. Results from three-way ANOVA.P-values less than 0.05 are
shown in boldface~SNR, signal-to-noise ratio; PL, presentation level, and
CR, compression rato!.

Effect d f F p level

SNR 1,8 291.97 Ë0.001
PL 2,16 54.99 Ë0.001
CR 3,24 18.81 Ë0.001
PL3SNR 2,16 0.61 0.543
SNR3CR 3,24 3.58 0.031
PL3CR 6,48 4.96 0.005
SNR3PL3CR 6,48 2.25 0.052

TABLE IV. P values from Neuman–Keuls post hoc testing of consonant
recognition for linearly~compression ratio 1:1! processed speech compared
to recognition for speech compressed at a ratio of 2, 4 or 6:1.P levels less
than 0.05 are shown in boldface.

Level

SNR: 0 dB SNR:16 dB

65 dB 80 dB 95 dB 65 dB 80 dB 95 dB

CR 2:1 0.020 0.703 0.668 0.053 0.033 0.806
CR 4:1 Ë0.001 0.606 0.346 0.021 Ë0.001 0.931
CR 6:1 Ë0.001 0.309 0.293 Ë0.001 Ë0.001 0.076
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at the 0-dB SNR. In other words, at low levels and with a
positive SNR, increasing the compression ratio above 4:1
continued to negatively affect consonant recognition. This
was not true for the 0-dB SNR condition.

In contrast, at the highest level tested~95 dB!, no sig-
nificant differences were observed between any compression
conditions at either SNR. That is, at high levels increasing
compression ratio did not negatively affect speech recogni-
tion. At the 80-dB level, however, performance differences
due to compression were dependent on SNR, with the nega-
tive effect of increasing compression ratio exacerbated at the
better SNR. At this level~80 dB! no effect of compression
was observed at the 0-dB SNR, while at the16 dB SNR
performance was significantly poorer for compressed speech
~2, 4 or 6:1!, than for linearly processed speech~see Table
IV !.

These data were further examined as a function of vowel
type ~/a/ or /i/! and context~CV versus VC! to determine if
the trends that were observed in the overall analysis were
consistent across conditions. Scores were derived separately
for CV and VC stimuli as well as for consonants paired with
/a/ and /i/. As in the overall analysis, 3-factor ANOVAs were
performed on the data from each of these four conditions.
The trend across conditions was similar to that observed in
the averaged data. At a low level~65 dB! consonant recog-
nition tended to decrease as the compression ratio increased.
At higher levels~95 dB! no such consistent decrease was
observed.

B. Feature analysis

It was also of interest to examine the impact of compres-
sion ratio and output levels as a function of speech feature.
An analysis of speech features might provide some insight
into mechanisms responsible for the trends observed in the
averaged consonant recognition data. It was possible that the
observed trends were due to deficits in specific feature sets as
opposed to more global deficits across features. Data were
pooled across subjects to create a single consonant confusion

matrix for each condition. These combined matrices included
72 responses for each syllable~except for /G/, /w/ and /j/
which had only 36 responses because they occurred only in a
single syllable position!. Using these combined matrices,
proportion of information transmitted as a function of feature
was determined for the group data. The results are shown in
Table V.

The pattern of results across features varied, although
the general trend observed in the consonant recognition
analysis was also observed in at least one SNR condition for
all speech features except voicing. In general, information
transmission decreased with increases in compression at low,
but not high levels. Specifically, the features of place, man-
ner and frication demonstrated this trend at both SNRs while
the voicing feature was resistant to the negative effects of
level and compression ratio at both SNRs.

To further clarify the interactive effects of level and
compression a difference in percent information transmitted
between linear and compressed speech was derived. First,
confusion matrices for compressed speech at a given SNR
and level were derived by adding the matrices from the 2, 4
and 6:1 compression conditions together. This resulted in a
compression confusion matrix for each level and SNR con-
dition. The percent information transmitted for compressed
and linearly processed speech was then determined for each
feature set. Difference scores were obtained by subtracting
the percent information transmitted for compressed speech,
at a given level and SNR, from that obtained with linearly
processed speech in the same condition. In Fig. 3 difference
scores as a function of feature are shown for all levels and
for both SNR conditions. A positive difference score is in-
dicative of greater information transmission by linearly pro-
cessed speech than by compressed speech.

The effect of level on feature transmission is most
clearly shown at the poorer SNR. At the 0-dB SNR, differ-
ence values across all features were more positive at low~65
dB! than at high~80 or 95 dB! intensity levels. In fact, at the
95-dB level difference values for some features, for example
sonorance, were negative. This suggests that at this SNR~0

TABLE V. Unconditional proportion of information transmitted as a function of speech feature, level, SNR and compression ratio.

Feature

CR 1:1 CR 2:1 CR 4:1 CR 6:1

65 dB 80 dB 95 dB 65 dB 80 dB 95 dB 65 dB 80 dB 95 dB 65 dB 80 dB 95 dB

SNR 0 dB
Voicing 0.672 0.607 0.596 0.622 0.64 0.591 0.685 0.63 0.596 0.684 0.591 0.626
Frication 0.248 0.199 0.145 0.235 0.179 0.139 0.203 0.191 0.127 0.189 0.193 0.164
Duration 0.364 0.284 0.211 0.295 0.243 0.18 0.322 0.218 0.186 0.288 0.24 0.199
Nasality 0.538 0.465 0.367 0.535 0.474 0.339 0.435 0.478 0.376 0.513 0.49 0.435
Place 0.334 0.261 0.213 0.306 0.25 0.195 0.288 0.248 0.194 0.291 0.244 0.23
Sonorance 0.572 0.505 0.361 0.567 0.499 0.395 0.511 0.498 0.383 0.525 0.507 0.465
Manner 0.451 0.368 0.285 0.413 0.353 0.291 0.391 0.361 0.291 0.376 0.353 0.333

SNR 16 dB
Voicing 0.849 0.848 0.803 0.795 0.811 0.791 0.843 0.789 0.829 0.849 0.812 0.782
Frication 0.486 0.435 0.364 0.439 0.4 0.381 0.467 0.376 0.346 0.375 0.362 0.323
Duration 0.553 0.543 0.453 0.55 0.503 0.425 0.563 0.417 0.412 0.53 0.373 0.364
Nasality 0.823 0.787 0.673 0.75 0.719 0.625 0.713 0.77 0.654 0.72 0.73 0.682
Place 0.555 0.506 0.41 0.512 0.465 0.414 0.516 0.417 0.403 0.462 0.423 0.385
Sonorance 0.836 0.824 0.734 0.788 0.783 0.721 0.781 0.788 0.743 0.77 0.775 0.742
Manner 0.661 0.644 0.552 0.642 0.605 0.562 0.642 0.587 0.548 0.584 0.582 0.536
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dB! the effect of compression on speech feature recognition
at high levels is either negligible or positive. At the16 dB
SNR the linear advantage was again present across most fea-
tures ~except for duration! at low ~65 and 80 dB levels! as
compared to high~95 dB! levels.

IV. DISCUSSION

The purpose of this research was to examine the effects
of SNR, level and compression ratio on speech recognition.
Previous research has demonstrated that speech recognition
performance breaks down when speech is presented at
higher-than-normal levels, particularly when the speech is
presented in a background of speech-shaped noise~Stude-
bakeret al., 1999!. In addition, the use of multichannel com-
pression in conjunction with a high compression ratio may
reduce speech recognition performance in some conditions
~Plomp, 1994!. It has not been clear, however, how these two
factors would interact to affect speech recognition. One pos-
sible scenario is that high compression ratios and high pre-
sentation levels would interact to further reduce speech rec-
ognition. The results from the current study, however,
suggest that the opposite is true. The negative impact of in-
creasing compression ratio was most apparent at speech lev-
els approximating unamplified conversational speech~e.g.,
65 dB SPL! rather than at the highest presentation levels~95
dB SPL! used in this study. This finding suggests that for
subjects with normal hearing, the application of compression
to speech presented at higher-than-normal levels does not
add to the existing speech recognition deficits already ob-
served at high levels. This effect is robust in that it is present
across vowel types and contexts as well as across multiple
speech features. The cause of the interaction between presen-
tation level and compression ratio observed in this study is
unknown. The application of multichannel fast-acting com-
pression to speech in noise may reduce spectrotemporal
variations important for speech recognition. It is not clear
why this reduction in spectrotemporal variations would vary
as a function of output level.

An alternative way of describing the data is that the
negative effect of increasing presentation level was less for
compressed than for uncompressed speech. This is evidenced
by the relatively shallow slopes of the functions for com-
pressed speech as opposed to uncompressed speech seen in
Fig. 2. Previous research has suggested that upward spread
of masking and temporal~forward and backward! masking
may play a role in the observed decreases in speech recog-
nition at high levels~Goshorn and Studebaker, 1994!. If this
were true, the high-frequency emphasis provided by com-
pression may make compressed speech less susceptible to
the deleterious effects of increasing presentation level.

To investigate this hypothesis, speech intelligibility in-
dex ~SII! calculations~ANSI S3.5, 1997! were made. The
current SII standard is an update of a previous standard
~ANSI S3.5, 1969!, which was then referred to as the Articu-
lation Index~AI !. Although the SII, as described in the ANSI
standard, is not appropriate for predicting the dynamic ef-
fects of compression on speech understanding, it is useful for
predicting the effects of static changes in frequency response
on speech understanding. Our motivation for using the SII is
to examine the latter~static! effect of the high-frequency
emphasis provided by compression processing. In other
words, is speech with a high-frequency emphasis~whether
obtained via linear frequency-shaping or fast-acting com-
pression! less susceptible to spread of masking effects ob-
served at high levels?

Briefly, the SII is a mathematical method for deriving a
single measure that is highly correlated with speech intelli-
gibility and can be defined as the algebraic sum:

SII5(
i 51

n

I iAi ,

wheren refers to the number of individual bands used for
computation~ranging from 6 bands for the octave method to
21 bands for the critical band procedure!, I i refers to the
importance of a given band in terms of speech understanding
andAi refers to the audibility of a given band. The valuesI i

are derived empirically for a given speech stimulus. The val-
uesAi indicate theeffectiveproportion of speech cues that
are audible in a given frequency band. The current ANSI
standard includes calculations to account for spread of mask-
ing effects~upward and downward spread of masking as well
as self-speech masking! and the negative effects of high pre-
sentation levels. These factors may reduce theAi value of a
given band and hence SII values will also be reduced. The
following calculations were made to determine if reductions
in SII values with increasing level were less for speech
stimuli with a high-frequency emphasis~due to compression
processing! than unprocessed speech in noise.

To calculate the SII, frequency-specific levels of both
speech and noise as well as the auditory thresholds of the
listener are required. It was not possible to derive frequency-
specific measures of our compressed speech and noise be-
cause they were mixed prior to compression. Therefore esti-
mates were made of the effects of compression on our speech
and noise signals based on the changes in frequency spec-
trum observed in the mixed speech and noise as a function of
compression ratio. One-third octave band levels were deter-

FIG. 3. Difference values for percent information transmitted as a function
of speech feature with linearly processed speech as compared to speech
compressed at a ratio of 2, 4, or 6:1. A positive value suggests more infor-
mation was transmitted by the linearly processed speech.
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mined for the mixed then compressed speech-plus-noise
stimuli ~for both SNR conditions!. The changes in the 1/3-
octave band levels due to compression were then applied to
the original unprocessed speech and noise. These adjusted
levels were used in the SII calculations. Results from these
calculations are shown in Table VI.

As expected, SII values for the unprocessed speech and
noise decreased as presentation level increased across both
SNR conditions. This decrease also occurred, however,
across all compression ratio conditions in an essentially
equivalent manner. In other words, the small high-frequency
emphasis, provided by the compression processing, did not
substantially impact SII values as level increased.

Although the high-frequency emphasis provided by
compression is not responsible for the reduced effect of com-
pression at high levels, at least as calculated by the SII, re-
duced spread of masking may still be involved. Dubnoet al.
~2000! examined the effects of presenting speech at higher-
than-normal levels on monosyllabic word recognition in
noise. The long-term rms spectrum of the noise was spec-
trally shaped to match the 1% levels of their speech stimuli.
In addition, they measured auditory thresholds in the pres-
ence of their speech-shaped masking noise and used these
measured thresholds to make AI predictions of speech rec-
ognition performance as a function of level. Their results
showed linear growth-of-masking slopes in the low frequen-
cies but nonlinear growth of masking, consistent with up-
ward spread of masking, in the high-frequency regions. In
addition, the peaks in growth-of-masking functions in the
high frequencies appeared to coincide with spectral peaks in
the masking noise. The steepest growth-of-masking occurred
in the 2000-Hz region which also coincided with a peak in
the frequency importance function for the speech stimuli
they used. Differences between observed and predicted
scores were minimized when the measured thresholds, which
accounted for spread of masking effects, were used in the AI
calculations. The authors argue that the poorer speech recog-
nition observed at high levels could be explained largely by
reductions in the effective audibility of the speech stimuli
resulting from upward spread of masking. Given that peaks
in growth of masking functions coincided with peaks in the
frequency response of the masker it is possible that the spec-
tral flattening resulting from multichannel compression may
reduce these peaks and consequently reduce nonlinear
growth of masking in the high frequencies. This may ex-
plain, in part, the reduced impact of level on compressed
speech. Further work in this area is needed to better under-

stand these processes and how they may affect persons with
hearing loss.

Another finding of interest was the interaction between
compression ratio and SNR. When averaged across levels,
increasing compression ratio caused performance to decrease
more at the better~16 dB! SNR as opposed to the poorer~0
dB! SNR. In addition, the three-way interaction between
level, compression ratio and SNR approached statistical sig-
nificance (p,0.052). An examination of this three-way in-
teraction provides a better understanding of how SNR and
compression ratio interact to affect consonant recognition.
As can be seen in Fig. 2, at the better~16 dB! SNR increas-
ing compression ratio had a negative effect at both the 65-dB
and 80-dB levels. In contrast, performance at the 0-dB SNR
was affected by increasing compression ratios only at the
lowest level~65-dB! tested. There was no effect of increas-
ing compression ratio at either SNR for stimuli presented at
a 95-dB level. Thus the effect of increasing compression
ratio appears to be similar across SNR for both the 65- and
95-dB levels but not the 80-dB level. The interaction appears
to be due, in large part, to the more rapid decrease in scores
as level increases at the poorer~0-dB! SNR for uncom-
pressed speech. Speech scores for uncompressed speech fall
more rapidly at the 0-dB SNR than the16-dB SNR, particu-
larly as the level increased from 65 to 80 dB. The changes in
speech scores for compressed speech, however, were similar
across SNR conditions as level increased. In other words, at
the 16-dB SNR the negative effect of increasing compres-
sion ratio was observed at the 80-dB level primarily because
the effect of level on the uncompressed speech was less. This
is consistent with previous research that indicates the nega-
tive effects of increasing level are reduced as SNR improves,
and are minimal in a quiet environment~Studebakeret al.,
1999!. Based on this trend, the negative effects of increasing
compression ratio may become apparent at even higher lev-
els ~e.g., 95 dB! if the SNR continued to improve above16
dB.

Drawing conclusions about the efficacy of multichannel
fast-acting compression based on study results using subjects
with normal hearing is clearly difficult. Previous research has
demonstrated substantial differences in the psychoacoustic
abilities of persons with normal and impaired hearing~see
Moore, 1996, for review!. Consequently, the impact of mul-
tichannel compression on speech recognition may be differ-
ent for these groups. That said, it is still of interest to exam-
ine these findings as applied to listeners with hearing loss.
When adjusted appropriately, multichannel compression can

TABLE VI. SII values based on the estimated frequency response of the speech and noise stimuli for each
compression ratio~CR! and signal-to-noise ratio~SNR!. Presentation levels refer to the output in dB SPL in a
Zwislocki coupler. The difference value refers to the difference in SII values for the 65 dB level minus the 95
dB level.

Level ~dB!

SNR 0 dB SNR16 dB

CR 1:1 CR 2:1 CR 4:1 CR 6:1 CR 1:1 CR 2:1 CR 4:1 CR 6:1

65 0.432 0.429 0.423 0.42 0.633 0.653 0.654 0.659
80 0.397 0.39 0.383 0.38 0.591 0.602 0.601 0.605
95 0.34 0.335 0.329 0.327 0.518 0.527 0.527 0.53
Difference 0.092 0.094 0.094 0.093 0.115 0.126 0.127 0.129
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improve audibility and consequently speech recognition per-
formance~Souza and Turner, 1998!. If at high levels, such as
those experienced by persons with hearing loss, the negative
effect of increasing compression ratios were large then the
increase in audibility provided by compression would also
need to be large to overcome this deficit. The current study,
however, does not support this hypothesis.

This study reports data suggesting that the amount of
degradation in speech understanding due to fast-acting com-
pression depends, in part, on speech output levels as well as
SNR. At higher presentation levels, such as those experi-
enced by persons with hearing loss, the negative impact of
3-channel, fast-acting compression is minimal. The contrast-
ing findings of the current study and those reporting much
larger negative effects for subjects with hearing loss~e.g.,
Boike and Souza, 2000!, may be due to differences in the
psychoacoustic abilities of normal-hearing and hearing-
impaired subjects. In addition, procedural differences in the
implementation of compression, the application of frequency
shaping and/or the type of speech materials~nonsense syl-
lables versus sentences! used may also play a role. Previous
research has demonstrated sentence intelligibility may be
more susceptible to the negative effects of compression than
nonsense syllables~Van Tasell and Trine, 1996!.

In summary, these study results support the following
conclusions. For subjects with normal hearing a significant
interaction exists between output level and compression ra-
tio. Increasing compression ratio at lower~65 dB! presenta-
tion levels results in reduced consonant recognition. In con-
trast, increasing compression ratio at higher~95 dB! levels
has only a minimal effect on consonant recognition. In addi-
tion, the negative effects of increasing compression ratio are
more apparent at a better SNR~16 dB!. Future work should
extend this research by further varying compression param-
eters, hearing aid characteristics such as frequency shaping,
incorporating sentence materials, and including subjects with
hearing loss.
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A new technique, tagged Cine-Magnetic Resonance Imaging~tMRI!, was used to develop a
mechanical model that represented local, homogeneous, internal tongue deformation during speech.
The goal was to infer muscle activity within the tongue from tissue deformations seen on tMRI.
Measurements were made in three sagittal slices~left, middle, right! during production of the
syllable /%Ä/. Each slice was superimposed with a grid of tag lines, and the approximately 40 tag line
intersections were tracked at 7 time-phases during the syllable. A local model, similar to a finite
element analysis, represented planar stretch and shear between the consonant and vowel at 110
probed locations within the tongue. Principal strains were calculated at these locations and revealed
internal compression and extension patterns from which inferences could be drawn about the
activities of the Verticalis, Hyoglossus, and Superior Longitudinal muscles, among others. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1344163#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

I. INTRODUCTION

It is difficult to measure the movements of local regions
within the human tongue during speech and determine their
effect on the tongue surface. It is useful to do so, however,
because the human tongue has a complicated musculature
that is not easily reconciled with the deformation patterns
seen on the tongue surface during speech. Moreover, the re-
lationship between muscle activity and surface deformation
is an important component in understanding how speech is
controlled and how it is disrupted in various disorders. As a
first step, the model and data presented here are intended to
add details about the local kinematics of the tongue during
speech. By interpolating the deformation of the tongue be-
tween observed MRI tag-points in a reference~consonant!
and deformed~vowel! state, detailed information on the~2D!
strain and in-plane muscle contraction was obtained. This

allowed us to investigate tissue deformation patterns and in-
fer related muscle activity.

There is a small body of material detailing the activity of
the internal tongue using tagged Magnetic Resonance Imag-
ing. These data have been used to predict tongue muscle
contractions for rest-to-vowel motion~Niitsu et al., 1992;
Kumadaet al., 1992; Dang and Honda, 1997! and nonspeech
movements~Napadowet al., 1999a, 1999b!. Some anatomi-
cal information on tongue muscles is also available from
dissections and histological studies~Abd-El Malek, 1939;
Carpentier and Pajoni, 1989; Doran, 1975; Miyawaki, 1974;
Shawkeret al., 1984; Takemoto, 2001!.

Electromyography~EMG! data are another source of
muscle information ~Miyawaki, 1975; MacNeilage and
Sholes, 1964; Sauerland and Mitchell, 1975!. Within the
tongue, however, EMG data are difficult to collect and inter-
pret due to substantial muscle interdigitation, cross-talk, dif-
fuse fiber distribution of the muscle of interest~Perlman
et al., 1989! and fatigue~Faber and Raphael, 1989!. Promis-
ing work has used EMG to predict articulator movementsa!Electronic mail: mstone@umaryland.edu
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from speech motor commands~Honda and Kusakawa, 1997!,
and has compared EMG to tongue configurations~Mac-
Neilage and Sholes, 1964; Maeda and Honda, 1994; Niimi
et al., 1994!, and acoustic spectra in vowels~Maeda and
Honda, 1994; Baeret al., 1988!. Nonetheless, EMG is not a
commonly used instrument, because it is unpleasant, inva-
sive, and difficult to interpret. Tagged MRI could supple-
ment EMG if it successfully represented tongue muscle con-
traction.

Soft tissue such as tongue musculature is generally re-
garded as volume preserving~Fung, 1993!. Therefore,
tongue motion is the result of local tissue distortion~without
volume change!. Since muscle activation is contractile in na-
ture, there is an associated elongation of tissue in the direc-
tion transverse to the primary contraction. By measuring the
local tongue deformation, principal stretches and their asso-
ciated directions can be determined. Using our knowledge of
tongue anatomy, these directions can be compared with the
orientation of the musculature to deduce which muscles lo-
cally are active during a particular phase of tongue motion.
These inferences can provide important information about
the neural control and muscle activation in both normal and
disordered speakers. In the present study, a simple model of
one plane of the tongue was developed based on a finite-
element type mesh derived from the movement of tagged
Cine-Magnetic Resonance Imaging~tMRI! tag-points. The
modeled plane could be probed at regions of any size and
principal strains could be calculated for that region.

Four concepts are necessary to keep in mind when ex-
amining how MRI tagging is accomplished. First, only the
spins aligned along theZ axis can become excited by the
applied rf energy. Second, only the spins on theXY or trans-
verse plane can produce an MRI signal. Third, the signal that
corresponds to a single pixel in the image is actually the
vector sum of more than 1015 spins. That signal can be
destroyed by causing the spins in a single pixel to lose phase
coherency. Fourth, the time necessary for the spins to realign
along theZ axis is measured in hundreds of milliseconds
~ms!. Tag lines are stripes of tissue that have been tipped
onto the XY plane and then forced to become dephased,
temporarily destroying their ability to produce a coherent
signal. A simplified description of how this is accomplished
follows.

First, apply an rf pulse that tips all spins in a plane by
45°. Next apply a linear magnetic gradient along one direc-
tion in the imaging plane, temporarily changing the reso-
nance frequency of these excited spins, resulting in an accu-
mulation of phase along that direction, say ten complete
cycles across the field of view~FOV!. There are now ten
lines that have the same phase~call it 0°! immediately after
the 45° rf pulse and ten lines in between that are 180° out of
phase. Now apply a second rf pulse of245°. Those spins
with 0° phase will be tipped back up to theZ axis, those with
180° phase will be tipped a total of290° down onto theXY
plane. Finally, another large gradient is applied that totally
dephases all of the spins on theXY plane. These spins are no
longer producing a coherent signal and cannot be re-excited

until they have recovered a significant portion of theirZ
magnetization. The process lasts on the order of a few ms,
producing alternating regions of tissue that produce no signal
or full signal. The number of bands, and hence the distance
between dark stripes, is determined by the strength and du-
ration of the gradient between the two rf pulses. A dark grid
is applied by first laying down horizontal lines~x axis! fol-
lowed by vertical lines~y axis!. Once these tag lines of little
or no signal have been created, a standard cine~motion!
imaging sequence can be used to track the motion and defor-
mation of the tag lines.

Deformation models have been developed for the heart,
which include circumferential shortening and stretching of
the ventricles, allowing tagged Cine-MRI~tMRI! to study
myocardial deformation~cf. McVeigh, 1996; McVeigh and
Atalar, 1992!. tMRI of the heart provides displacement and
motion of discrete points, allowing computation of principal
strains and directions. The heart differs from the tongue,
however, in important ways. The heart has relatively simple,
repetitive, kinematics that do not vary much with cardiac
contractility, stroke volume, preload, or afterload. Conse-
quently there is no regional variation~except in the case of
infarction!. Heart beats are highly repeatable and are inde-
pendent of the rate of contraction~Douglas et al., 1991!.
Heart beat cycles are easily synchronized temporally to the
electrocardiogram~ECG! because the heart produces a large
electrical depolarization~R-wave peak! immediately prior to
contraction.

What is different about this study of the tongue is that it
examines a soft tissue structure with highly variable and
complex deformation caused by the differential stimulation
of an anatomically highly complex~architecturally! muscu-
lature. The small rapid internal movements of the tongue
used in speech provide a challenge for the tMRI procedure,
since it has a fairly poor temporal~18 Hz! and spatial~1.9
mm31.9 mm37.0 mm! resolution. This study, therefore,
was an experimental application of tMRI to speech, to deter-
mine the extent to which small speech movements could be
resolved. Measurements were made of the small deforma-
tions internal to the tongue during CV syllables for evidence
of regional activity that reflected specific muscle contrac-
tions.

The goal of this study was to show the application of
tMRI and a fairly simple model of tongue deformation as a
means of illustrating internal tongue stretch and inferring
muscle activity during speech. The tMRI procedure and local
model presented here identified the direction and extent of
stretch at local tissue points. From the stretch and shear data
local principal strains were calculated and underlying muscle
contraction patterns were inferred. Because of the experi-
mental nature of this method the model was applied only to
a limited, preliminary data set.

II. METHODS

A. Subject and speech materials

A 19-year-old male, native speaker of English demon-
strated the application of the model. The subject had no den-
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tal fillings that might interfere with the MRI magnetic field.
The speech materials were the syllable /%Ä/. A standard MRI
head coil was used to record the MRI data and also position
the head. There appeared to be no extraneous head motion
~see Sec. I D below!. Three tMRI slice sequences were col-
lected in the left, middle, and right sagittal planes. The syl-
lable /%Ä/ was repeated 32 times per slice, or 96 times in
total. The spatial quality of the image depended on the ability
of the subject to repeat the syllable accurately 96 times on
cue, at one per second. An ECG simulator triggered a tonal
cue at theR-wave peak of the ECG simulator and created the
tags 300 ms later~Fig. 1!. At a later date, an audio recording
was made as the subject repeated the syllable 16 times to the
beat of a metronome. Acoustic analysis showed that the /k/
release occurred a mean of 534 ms~s.d. 37! after the acoustic
cue, suggesting that the first data frame was collected within
or before the stop, with the tongue pre-positioned in conso-
nantal position. Visual inspection of the tMRI data during
collection indicated that the tongue began moving downward
in the second or third time-phase, with the maximum tongue
position always in the first time-phase.

B. Instrumentation and data collection

A Picker 1.5 Tesla Edge System collected the data using
tagged Cine-MRI. The subject lay supine in the MRI scanner
with the neck coil positioned to image the area from the
lower nasal cavity to the upper trachea. Three sagittal slices,
left (L), middle ~M !, and right (R), were collected. During
each syllable repetition, 7 time-phases were recorded at 56
ms per time-phase, or the equivalent of 18 samples per sec-
ond ~Fig. 1!. The signal emitted by the protons, in a single
time-phase in a single slice, was summed across multiple
repetitions of the same syllable producing a single image-
sequence of 7 time-phases per syllable, i.e., a cyclic se-
quence of the C-to-V motion. The first four time-phases are
displayed in Fig. 2, showing the movement from /k/ to /Ä/.

A SPAMM-like procedure~Spatial Modulation of Mag-
netization prior to imaging! ~Axel and Dougherty, 1989a,
1989b! was used with the following parameters: a gradient
echo with an echo time of 4.6 ms and a repetition time of 14
ms, a phase encode group size of 4, a field of view of 24 cm,
and a slice thickness of 7 mm. A series of five rf pulses was
used, with relative amplitudes of@1124162411# to pro-

duce sharp dark tag lines separated by a distance of 11 mm.
This complex rf pulse was applied sequentially to thex andy
axis taking a total time of 30 ms, and resulting in a grid of
horizontal and vertical tag lines. Seven time-phases~56 ms
each! were recorded during the succeeding 392 ms as the
tongue moved into the vowel~see Fig. 1!. Therefore, the one
second repetition time is allotted to a time lag of 300 ms
between the trigger and the tag, a period of tag onset and
decay lasting about 420 ms~which includes creating the tags
and the 7 time-phases!, and a final period~about 280 ms!
devoted to looking for the next trigger.

Thirty-two repetitions were needed for reconstruction of
the 7 time-phases in a single plane, because only 4 of the 128
lines of k-space were acquired per repetition~128/4532!. It
should be noted thatk-space is Fourier or frequency-based
space. The third line in each group of four contained the high
frequency or edge definition material. By not collecting
fewer lines ofk-space at each sweep we sacrificed some edge
definition and temporal resolution. The gain was reduced syl-
lable repetitions and subject fatigue. A similar collection pro-
cess was done without tagging by Masakiet al. ~1999!. That
study differed from the present one in three ways. First, their
temporal resolution was 25 ms and ours 56 ms. Second, their
acquisition required 128 repetitions for each slice while ours
used 96 repetitions for three slices. Third, they were only
able to look at gross anatomical features; the use of tagging
lines in this paper enabled us to look at deformation of the
tongue tissue with a resolution of roughly 2 mm.

In tMRI images, the intersection of the tag lines are
material points that move with the tissue. Based on the mo-
tion of these discrete points, the motion of the entire tongue
was interpolated using the same low-order polynomials that
are employed in finite element analysis~Cook et al., 1989!.
Movement of the tongue normal to the sagittal plane was
assumed to be insignificant at midline, and indeterminate in
the parasagittal slices without 3D data.

FIG. 1. Procedure for producing a tag and measuring seven time-phases
during each repetition.

FIG. 2. MRI image sequence of the first four frames in the /k/ to /Ä/ motion.
~a! is the /k/ and~d! is the /Ä/. ~b! and ~c! are the transitional frames.
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C. Internal measurement and modeling

The intersections of tag-lines with each other and with
the tongue surface were measured for all time-phases be-
tween the consonant and vowel and stored asxy coordinates.
There were about 40 intersections or ‘‘tag-points’’ in each
image. The lowest anterior point of the tongue was defined
as the intersection of the inferior-posterior edge of the jaw
~black! and the nearest horizontal tag line in the tongue@Fig.
2~a!#. The bone of the jaw is black and the marrow within the
jaw is light gray. It is possible that the black region anterior
to the tongue included air from the sublingual cavity. If the
black area were air~i.e., soft tissue unattached! more motion
would be expected in the adjacent tongue region than if the
black were bone~soft tissue attached!. Air cannot be distin-
guished from bone on MRI images, so the black area could
not be better defined. Movement of the lower tongue, espe-
cially the anterior region, was quite small~Fig. 3! suggesting
a bony attachment. The lowest posterior point was defined
similarly as the intersection of the inferior–posterior surface
of the epiglottis with the nearest horizontal tag line.

Once the anterior and posterior tag-points were specified
at the base of the tongue, all the tags were tracked across the
sequence. We were consistent in the points chosen across
time-phases. The experimenter was assisted in tracking the
points by ~1! observing tag position in the preceding and
following time-phases and~2! digitally superimposing the
reference tag-points on the current image. Measured points
were within the tongue proper, that is, above the jaw-opening
muscles, which were brighter than the tongue. As the tags
decayed, muscle distinctions became clearer. Therefore, after
all the time-phases were measured, the base of the tongue
was determined on the vowel images@Fig. 2~d!#. Tags on
previous time-phases were then added or deleted to equalize
the number of points on all images within a single image
sequence. The vowel frame was defined as the last time-
phase before the posterior tongue surface changed direction
back toward the consonant, and was typically the third,
fourth, or fifth time-phase. Different portions of the tongue
do not reach maximum vowel position at the same time. Our
criterion was for the back of the tongue to reach maximum.
Due to the long time-phase, 56 ms, the entire tongue usually
appeared to reach maximum in a single frame.

As the tongue moved between two sounds the tags de-
formed, reflecting the internal tissue deformation. Principal
strains were calculated on the extreme consonant and vowel

shapes, because the intervening movements were too small
to rule out measurement error.

1. Deformation model

The extreme consonant~reference! and vowel ~de-
formed! tag-points were modeled using principal strains.
While these intersection points were treated as tissue points
in the plane, they actually represent the motion of a volume
with a depth of 7 mm perpendicular to the image plane.
Nodal motion therefore represented an average of the tongue
motion across that region. In the reference state the nodes
had coordinates (Xj ,Yj ). In the deformed statek ~wherek
51,...,7 indicating which of the time phases was being ex-
amined! the nodes had coordinates (xj

(k),yj
(k)).

The two in-plane displacement components,uj

5u(Xj ,Yj )5xj
(k)2Xj and v j5v(Xj ,Yj )5yj

(k)2Yj , were
calculated at each node. A finite-element type mesh, made up
of triangular and quadrilateral elements, was created from
these nodes. The details of the node point identification al-
gorithms and point-tracking procedures can be found in
Davis ~1999!. Displacement of any arbitrary points within
the tongue was calculated from the finite-element type basis
functions,f j (X,Y) and the displacements measured (uj ,v j )
at each associated node. These basis functions have the char-
acteristic thatf i(Xj ,Yj )5d i j , whered i j is the Kronecker
delta defined byd i j 51 if i 5 j andd i j 50 if iÞ j .

First the number of closest nodes,N, was found which
defined the quadrilateral (N54) or triangular (N53) ele-
ment in which any generic point was located. Second, theN
closest nodes, (Xj ,Yj ), j 51,...,N, were used to define the
basis functions,f j (X,Y) in that element~Cooket al., 1989!.
The displacement of any point in an element could then be
found using the known displacements,uj and v j , and the
basis functionsf j (X,Y) from

u~X,Y!5(
j 51

N

ujf j~X,Y!

and ~1!

v~X,Y!5(
j 51

N

v jf j~X,Y!.

FIG. 3. Time course of tag movement for first four
time-phases of the /k/ to /Ä/ movement. Line color
progresses from light gray~/k/! to black~/Ä/! over time.
All MRI based figures are oriented with the tongue tip
on the left.
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2. Computing deformation, stretch and strain

This principal strain model gives the simplest possible
kinematic interpretation to local tongue deformations. The
tag displacements can be computed from Eq.~1!, and we can
find the in-plane components of the displacement gradient
tensor,H, namely

H115
]u~X,Y!

]X
5(

j 51

N

uj

]f j~X,Y!

]X
,

H225
]v~X,Y!

]Y
5(

j 51

N

v j

]f j~X,Y!

]Y
,

~2!

H125
]u~X,Y!

]Y
5(

j 51

N

uj

]f j~X,Y!

]Y
,

H215
]v~X,Y!

]X
5(

j 51

N

v j

]f j~X,Y!

]X
,

wheref j (X,Y) and the derivatives off j (X,Y) are known
everywhere in any element.

Principal strains and their directions can be computed
from the two eigenvalues,Ei , and their associated eigenvec-
tors, Ni , of the in-plane Lagrangian strain tensor,E
5 1

2@HHT1HTH#. The stretch,lM , in any direction,M , can
be computed from the relationshiplM5A2M•EM11 ~Lai
et al., 1993, p. 134!.

D. Measurement error and repeatability

Three possible sources of error affect the MRI measure-
ments. The first source is image quality, and includes spatial
and temporal resolution of the image, as well as magnetic
distortion due to tagging. The second is human measurement
error, and the third is speaker variation, specifically speech
precision and head movement.

Spatial resolution of the acquired MRI image, was based
on a 1283128 pixel grid. Resolution was increased to 256
3256 in the raw image by zero filled Fourier interpolation.
Pixel to mm conversion was calculated by dividing the field
of view ~240 mm! by the number of pixels~256!. One dis-
played pixel, therefore, equaled 0.95 mm. Thus the minimum
resolvable movement, absent gray scale, was 2 pixels or 1.9
mm.

The temporal resolution was reduced by the large time
window. The time window~56 ms/time-phase! meant that
tongue movement might cause blurring of the surface in an
image. The magnetic disturbance of the tags caused frames
with newly laid tags~consonants! to have better tag quality,
and poorer surface clarity, than later frames~vowels! where
the tags have decayed~see Fig. 2!. Poor image clarity in-
creases human measurement error. Human measurement er-
ror was assessed by having a second judge re-measure the
tag-points in the midline /k/ and /Ä/ time-phases. For the
consonant frame, the average~maximum! error value wasx
50.5 ~0.95! mm, andy50.5 ~1.9! mm. For the vowel frame
the average and maximum errors were larger:x51.4 ~4.8!
andy51.8 ~6.6! mm. These numbers reflect human measure-
ment error, image resolution and speaker precision.

Speaker contributions to error included temporal preci-
sion ~discussed in Sec. II A above! and extraneous head mo-
tion. The latter was considered, because the head coil limited
but did not preclude head motion. Six specific tag-points,
three vertical and three horizontal, were measured in the
brain portion of the image of the consonant and vowel time-
phases. Five of the six points differed by one pixel, the sixth
differed by one in each direction. These differences were
within the measurement error indicating no evidence of
C-to-V head motion.

III. DATA APPLICATION

A natural use of the principal strain model is to infer
activity of tongue muscles from regions of compression. This
is done by measuring the tag-points consistent with the
muscles’ lines of action in the consonant~reference! and
vowel ~deformed! time-phases. A wire mesh of both data sets
is created by applying the deformation model and calculating
in-plane principal strains throughout the tongue. The patterns
of compression are then examined for patterns reflective of
muscle contraction.

A. Tag-point measurements

Tag-points were measured in all four time-phases from
/k/ to /Ä/ ~Fig. 3!. In all images the tongue tip is on the left.
The figures show time-lapse movement of the individual tags
with the first time-phase~/k/! in gray and the last~/Ä/! in
black. The tag trajectories depict local differences in motion.
For example, the midsagittal slice shows directional differ-
ences; the top third moves downward and the central third
backward. The local motion also differed in range; the top
moved farther than the center.

B. Wire mesh deformation grids

Tag-point wire mesh grids for left, middle and right
slices of the /k/-to-/Ä/ deformation appear below~Fig. 4!.
This figure, and the derived strains~Fig. 5!, cannot be di-
rectly compared to Fig. 3. These figures present deforma-
tions of tag grid cells~four points!, not single tag-points, and
are observed only at the extreme consonant and vowel posi-
tion. The intervening time-phases are not considered. The
grids are made by connecting with straight lines all the tag-
points, including surface tag-points, which are the intersec-
tions of the tag lines with the surface. This is why the sur-
faces of Fig. 4 look angular. The in-plane grids for the /k/
and /Ä/ contain the same tissue points; the differences are due
to changes in the shape of the tongue. For viewing conve-
nience, four cells have been shaded on each grid, indicating
local deformation at the top, central, back, and bottom re-
gions. An uncompressed cell is 1.1 cm per side.

In Fig. 4 the top lowered substantially in all three slices
~gray to black!. The posterior tongue moved backward about
half that amount. The upper-back was lower for /k/-L,M than
/k/-R ~gray!. The shaded cells in the center exhibit horizontal
expansion, shear, and vertical compression, especially on the
right ~black square!. The topmost cells compressed and low-
ered vertically, while the upper-back rotated. The bottom
showed some horizontal expansion.
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C. Principal strains

Once the model was developed, principal strains could
be calculated for any portion of the tongue, cover any size
area, and reflect the strain at that location. Principal strains
were computed at 110 locations in the tongue. The strain at
each location was derived from the tag-based model. Princi-
pal strains for /%Ä/ appear in Fig. 5. Gray indicates extension
and black compression.

The lower third of the tongue compressed primarily
downward and backward accompanied by upward and back-
ward extension. The middle tongue compressed vertically
and extended horizontally a small amount; the top com-
pressed inwardly. In all three slices the tip extended: forward
at midline, forward/upward at left and right. On the left a
band of tags just below the tongue surface compressed
lengthwise, parallel to the tongue surface~black lines!. On
the right the two surface tag rows also were distinct from the
deeper tags by being more greatly compressed~see Fig. 5!.
The location and direction of local compression could be
compared to the anatomy seen in Fig. 6.

IV. DISCUSSION

The present study is the first to use tagged Cine-MRI to
mathematically model tongue muscle activity during speech,
although Napadowet al. ~1999a, b! used a similar procedure
to study the midsagittal tongue during swallowing and non-
speech movements. Several features of the present study dif-
fer from other speech studies. First, previous studies have
examined the midsagittal plane and inferred muscle action
through visual inspection. Niimiet al. ~1994! visually in-
spected midsagittal MRI tag line deformations and hypoth-
esized muscle contraction. Kumadaet al. ~1992! and Niitsu

et al. ~1994! drew lines manually on midsagittal slices to
connect deformed tag-points. From these they inferred active
muscles. In the present study, principal strains modeled re-
gional homogeneities and allowed inference of underlying
muscle contraction patterns. The second feature was the
choice of a consonant as the reference shape. The above
studies used rest as the reference position, but rest position is
variable, because it is not constrained by any acoustic re-
quirements, and the starting position of the tongue affects
what muscles are used to achieve the end position. The
present study used /k/ because it is an extreme shape and
requires a specific downward movement into the vowel. The
third feature is that the present study used Cine-MRI, which
allowed us to choose the target frame from an actual motion
sequence, rather than examine the deformation from one sus-
tained position to another.

A. Internal segments and muscle activity

This study extracted principal strains for small local
tongue regions in an effort to expose compression patterns
consistent with lines of action of possible tongue muscle
contractions. The wire mesh grids~Fig. 4! depict local defor-
mations; the principal strains~Fig. 5! reflect local tissue
compression and expansion. Muscle lengthening~expansion!
must always be passive, because active muscle contraction
causes shortening. Muscle shortening, however, can be due
to active muscle contraction, or to passive compression of
the tissue. In addition, the tongue is globally and locally
volume preserving, i.e., tissue cannot be increased or de-
creased, only relocated. Therefore, when both in-plane
strains at a single point indicate compression, extension must
have occurred orthogonally to the slice, i.e., in the cross-
sectional, or lateral plane.

FIG. 4. Wire mesh representations of /k/~gray! and /Ä/
~black! for left, middle, and right slices.

FIG. 5. Principal strains for the /k/ to /Ä/ deformation
for left middle and right slices. Black lines indicate lo-
cal tissue compression and gray indicate local expan-
sion.
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In Fig. 5, the principal strains isolated several local re-
gions: the lower third, the upper tongue and the circumfer-
ence. These regions were used to predict the role of specific
muscles in the deformation. First, consider the lower third of
the tongue. The downward and backward compression seen
in the lower third of the tongue~Fig. 5! is consistent with
Hyoglossus~HG! muscle contraction~Fig. 6!. Next consider
the upper tongue in Fig. 5. Compression here was almost
uniformly vertical, particularly at midline and right, consis-
tent with Verticalis contraction~Fig. 6!. Verticalis fibers in-
terdigitate completely with several other muscles and so can-
not be isolated using EMG. As a result, the muscle does not
always appear in tongue muscle models~cf. Dang and
Honda, 1997; Honda and Kusakawa, 1997!, or its role is
based on anatomy, not physiology~Perkell, 1974; Wilhelms-
Tricarico, 1995!. The vertical compression in the middle and
upper tongue was sharply separated spatially from the back-
ward compression of the lower third. This spatial distinction
greatly reduces the likelihood that HG alone lowered and
backed the tongue, and strongly supports Verticalis contrac-
tion as a part of a rapid tongue lowering gesture for /%Ä/.
Contracting both muscles would increase the rate and dis-
tance of surface lowering compared to HG alone.

The third region that acted as a unit was the circumfer-
ence of the tongue—the outer two rows of tags. On the left
particularly, circumferential shortening of the tongue surface
was consistent with contraction of the Superior Longitudinal
muscle~SL!, as can be seen in the strains of the left side
~Fig. 5!. SL ~see Fig. 6! may have as many as three roles in
tongue movement. First, SL contraction shortens the tongue,
because it is a lengthwise muscle~Kier and Smith, 1985!.
Since the tongue surface is curved in the sagittal plane, SL
contraction should shorten tongue length circumferentially
from the tongue tip to the hyoid. Second, SL, in combination
with Genioglossus Anterior, can elevate the tongue tip~Na-
padow et al., 1999b, p. 4; Smith and Kier, 1989; Thexton
et al., 1998!. To cause upward curling, GGA contraction
would locally stiffen the tongue behind the tip, which is con-

sistent with the small concavity often seen in /Ä/. At the same
time, SL would compress the upper surface longitudinally.
This must be done without simultaneous compression of the
lower surface~Inferior Longitudinal! or the tongue will
merely shorten~Kier and Smith, 1986!. In the present data,
the tongue tip expanded horizontally at midline, and ob-
liquely on the sides, orthogonal to and consistent with SL
activity. This expansion, however, did not result in tongue
tip protrusion or elevation~Fig. 4!, because other muscles
pulled the entire tongue backward and downward. As a third
role for SL, we propose that contraction of the orthogonal SL
and Verticalis fibers might create a ‘‘belt’’ that stiffens the
tongue circumference and reduces its degrees of freedom. A
belt could be used to resist outward expansion. Resistance to
expansion was inferred from the strains in the back two rows
of the rear tongue, which rarely extended horizontally de-
spite the backward movement of /Ä/ ~Fig. 5!. One cannot
completely discount, however, the possibility that this, or
any of the other strains, is due to passive compression cre-
ated indirectly by the contraction of other muscles or to the
supine position.

Genioglossus anterior~GGA! has long been associated
with local depressions of the anterior tongue. For example, in
tMRI images, Niimiet al. ~1994! attributed downward mo-
tion from rest-to-/Ä/ to GGA. Their data exhibited a depres-
sion posterior to the tip. Considerable ultrasound data has
shown the same depression in /Ä/ ~cf. Stone and Lundberg,
1996!. More importantly, Daviset al. ~1996! found that for
steady state /Ä/ the local depression behind the tip could be
modeled as a shear deformation consistent with GGA con-
traction. Anatomy studies also have found that GGA fibers
do not curve forward or extend into the tip~Takemoto,
2001!. Contraction of fibers oriented vertically and inserting
behind the tip will lower the surface immediately posterior to
the tip, facilitating tip elevation. Figure 4, in the current data,
showed vertical compression behind the tongue tip that was
in agreement with GGA fiber direction. Inspection of the
midsagittal compression lines~Fig. 5!, however, did not dis-
close trajectories directly following the fibers of GGA. The
strains did not distinguish the local depression from the gen-
eral lowering of the upper surface, perhaps because the di-
rection of action of Verticalis and GGA are virtually identi-
cal in the midline upper tongue. In the lower tongue, some
support for GGA involvement was seen. Backward compres-
sion, due to HG contraction, was less pronounced in the
anterior two-thirds of the lower midline tongue than in the
left and right slices. GGA activity may have caused this at-
tenuation. Measurement of additional tasks and subjects, and
increased tMRI resolution, will create a database of internal
tongue strains that can be interpolated and interpreted with
more confidence.

B. Does the tongue surface reflect internal tag
deformation patterns?

The surface and tag movements of Fig. 3 were com-
pared. The tags tracked movement of specific tissue points at
the surface and within the tongue. The upper surface of the
tongue moved downward and the posterior surface moved
backward. The internal tag movements of the upper tongue

FIG. 6. Muscles of the tongue: Superior Longitudinal~SL!, Verticalis ~V!,
Genioglossus~GG!, Styloglossus~SG!, and Hyoglossus~HG!. From Dew
and Jenson,Phonetic Processing, 1977, pp. 92–93.
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were consistent with the movement of the upper surface and
the tag movements of the middle tongue with the back sur-
face. With a larger quantity of data and consistent associa-
tions, surface and internal relationships might be compiled in
a standard reference table. Such a table would be useful in
mapping normal muscle-to-surface relationships, and as
baseline data for comparison with articulatory disorders of
various origins.

Two characteristics of the internal tissue point motion
supplement the knowledge gained from 2D models. The first
characteristic was left-to-right asymmetry in the tag trajecto-
ries ~Fig. 3!. On the left, the upper tongue moved in a fairly
linear path downward and backward. On the right, it moved
downward and then backward. Because the data did not in-
clude the coronal and axial planes, asymmetries like this
were difficult to interpret. Some asymmetries are found in
normal human anatomy. Additionally, functional asymme-
tries could result if a muscle on one side of the tongue con-
tracted more forcefully, or a passive pull on the tissue modi-
fied its path asymmetrically. The second characteristic of
note was that the surface and tag motions were not always
simultaneous. For example, in Fig. 3 the movement of the
left and right tongue surface occurred primarily between
time-phases 2 and 3. The upper tags, however, moved quite a
bit between time-phases 3 and 4~black!. This movement
may have been a passive response to the rapid surface low-
ering at phase 3 or a reflection of activity in other planes.
True 3D volumetric data are needed to get a fully accurate
representation of the internal-to-surface relationships.

V. CONCLUSIONS

This preliminary study supports the continued use of
tagged Cine-MRI as a method of examining muscle activity
between phonemes during speech. Data such as these can
supplement EMG data, and the procedure is noninvasive.
From tags measured at the intersection of horizontal and ver-
tical tag lines, the deformation of tissue-points within the
tongue were measured with a resolution of about 0.95 mm.
Principal strains detailed regions of compression and exten-
sion in the tongue and were interpreted in relation to internal
tongue muscle activity. Two muscles, from which it is diffi-
cult ~Superior Longitudinal! or impossible~Verticalis! to ac-
quire accurate EMG data, appeared to contract in /k/-to-/Ä/
tongue lowering. Some evidence for GGA contraction was
seen in the anterior tongue consistent with surface lowering
and depression formation.

This local homogeneous model for deriving principal
strains from tMRI tongue images appears promising for fu-
ture examination of the tongue musculature. It enabled us to
examine stretch independently from translation, to infer con-
traction of muscles that are difficult to access with EMG, and
to hypothesize new roles for muscles from the data. We ex-
pect predictive models and additional data to improve the
accuracy of these inferences.

Since this data set was collected on a single subject, and
contains simplified speech material, these results cannot be
generalized. Rather, they are presented to illustrate the valu-
able information that can be derived from a principal strain
model.
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Verifying a vocal tract model with a closed side-branch
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In this article an implementation of a vocal tract model and its validation are described. The model
uses a transmission line model to calculate pole and zero frequencies for a vocal tract with a closed
side-branch such as a sublingual cavity. In the validation study calculated pole and zero frequencies
from the model are compared with frequencies estimated using elementary acoustic formulas for a
variety of vocal tract configurations. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1370526#

PACS numbers: 43.70.Bk, 43.70.Fq@AL #

I. INTRODUCTION

Our purpose in this article is to describe a vocal tract
model using a branching transmission line to model a sub-
lingual cavity, and its validation. As research on the acous-
tics of speech production proceeds, models necessarily be-
come more complex and detailed; the verification of these
models also becomes more difficult. Thorough validation of
the models is required before model-based inferences~e.g.,
‘‘analysis by synthesis’’! can be accepted.

The construction of the model was motivated by a desire
to test the hypothesis that a sublingual cavity plays a crucial
role in determining the acoustics of various apical, retroflex,
and rhotic speech sounds. This hypothesis has been advanced
separately in the literature for /s/~Perkell, Boyce, and
Stevens, 1979!, for retroflex and sublingual stops~Ladefoged
and Bhaskararao, 1983!, and retroflex American English /r/
~Stevens, 1999! and is addressed further in Espy-Wilson,
Boyce, Jackson, Narayanan, and Alwan~2000!. As in Espy-
Wilson et al. ~2000!, we assume that the sublingual cavity
behaves acoustically like a ‘‘side-branch’’ off the vocal tract,
at least for relatively low frequencies.

II. DESCRIPTION OF THE MODEL

The branching transmission-line model is implemented
as a MATLAB-callable routine called AFSB2XFB. It is
based on theVTCALCS program described by Maeda~1982!,
as modified for use with MATLAB numerical analysis soft-
ware by Dr. Ronan Scaife at Dublin City University. It is
intended to calculate the acoustic behavior of a vocal tract
that includes a side-branch such as a sublingual cavity. The
AFSB2XFB routine, given section lengths and area functions
of the ‘‘main’’ glottis-to-lips portion of the vocal tract and a
side-branch, calculates the vocal tract transfer function. The
transfer function may then be searched, using numerical
peak-picking routines, to determine peak~pole! frequencies.
The acoustic behavior of the ‘‘main’’ tract and the side-
branch is approximated using the transmission-line analog
sections specified in Maeda~1982! and Espy-Wilsonet al.

~2000!, Fig. 6. Each section includes terms for viscous
losses, heat-conduction losses, and vocal tract wall losses, as
specified in Maeda~1982!. For the purposes of this Letter,
the glottal end of the vocal tract was modeled with a closed
termination, and an R–L circuit model was used to approxi-
mate the effect of radiation at the lips.

III. VERIFICATION PROCEDURE

In order to verify the performance of the AFSB2XFB
implementation of this model, the pole and zero frequencies
of two groups of tube configurations were estimated using
simple tube models. The first group of configurations tests
the model when the side-branch is strongly coupled to the
rest of the vocal tract because the vocal tract has no constric-
tion. These configurations are similar to some configurations
observed in r-colored vowels in American English@see, for
example, the cineradiographic data in Lindau~1985!, espe-
cially speaker P5, Fig. 11.5#. The second group of configu-
rations tests the model when the vocal tract has a constriction
that decouples the side-branch from the back cavity of the
vocal tract. These configurations are similar to the configu-
rations observed in some /r/’s in American English@for ex-
ample, Lindau~1985!, especially speaker P4, Fig. 11.5; and
Espy-Wilsonet al. ~2000!, Fig. 3#. Unlike VTCALCS, these
estimates neglect radiation effects and the effects of vibrating
vocal tract walls.

Then, the model was used to calculate the frequency
response of the same tube configurations, and peak and zero
frequencies were determined from this frequency response.
The model’scalculatedpeak and zero frequencies are com-
pared with theestimatedpole and zero frequencies from
simple tubes. The results from the model are also compared
with the results from VTCALCS, since the model results
from side-branches tending toward zero length and zero
cross-sectional area should converge to the same results as
VTCALCS.

IV. RESULTS FOR VARIOUS TUBE CONFIGURATIONS

A. Side-branch strongly coupled to main tract

This configuration is schematized in Fig. 1~a!. A uni-
form tube with the ‘‘glottal’’ end closed and the ‘‘labial’’
end open has a side-branch~with a closed end! attached. The
position, length, and cross-sectional area of the side-branch
vary.

a!Current address: 86 Spring Ave., Arlington, MA 02476. Electronic mail:
ladmttj@ix.netcom.com

b!Currently at Department of Communication Sciences and Disorders, Mail
Location 379, University of Cincinnati, Cincinnati, OH 45221.
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The acoustic impedance of ideal, hard-walled tubes in
this configuration, as seen from the branching point, is given
by Eq.~1!, in which wall and other losses are neglected. The
resonances of the glottis-to-lips transfer function are given
by the zeros of Eq.~1!,

Z~v!5Ab tan~v l b /c!1As tan~v l s /c!2Af cot~v l f /c!.
~1!

@Here,Z(v) is the vocal tract impedance at the angular fre-
quencyv, Ab , As , andAf are the cross-sectional areas of the
back tube, side-branch tube, and front tube, respectively;l b ,
l s , and l f are the lengths of the same; andc is the speed of
sound. In this Letter,c will be taken as 35 000 cm/s for the
warm, humid air in the vocal tract.#

The side-branch produces zeros in the glottis-to-lip
transfer function at the frequencies at which the acoustic im-
pedance of the side-branch goes to zero, i.e., at the frequen-

cies that would be the resonant frequencies of the isolated
side-branch tube. This series of zero frequencieszn is given
by the well-known formula~2!,

zn5~2n21!c/4l s . ~2!

For example, given a 17-cm vocal tract with a uniform
cross-sectional areaAb5As5Af54 cm2, with a back cavity
length l b512, a side-branch lengthl s54, and a front cavity
length l f55, the zeros of Eq.~1! can be numerically evalu-
ated. The estimated resonant frequencies are'495, 1205,
2925, 3655, and 4605 Hz. An estimated zero frequency of
2190 Hz is found from Eq.~2!. Figure 1~b! shows a plot of
the glottis-to-lips transfer function calculated by the model
for this configuration. It can be seen that there are peaks near
450, 1150, 2650, 3400, and 4300 Hz. In addition, there is a
possible zero at 2000 Hz.

Table I summarizes the strongly coupled configurations
tested. The results are presented as nomograms in Figs. 2–4,
and summarized in Tables III and IV. The first two rows of
Table I summarize configurations in which the side-branch
length varied from 1 to 12 cm~with the minor variation of
using 0.5-cm sections for the 1-cm side-branch and 1.0-cm
sections for the rest!. The third row of Table I summarizes
configurations in which the cross-sectional area of the side-
branch varied from 0.5 to 4 cm2. The fourth row of Table I
summarizes configurations in which the location of the side-

FIG. 1. ~a! The tube configuration simulated in the ‘‘strongly coupled’’
models.~b! A sample plot of the calculated transfer function.

FIG. 2. ~a! Estimated pole and zero frequencies of the tube configuration in
Fig. 1 asl s varies from 1 to 12 cm. In this and subsequent figures, ‘‘3’’
represents a pole frequency and ‘‘s’’ represents a zero frequency.~b! Cal-
culated pole and zero frequencies.

TABLE I. ‘‘Strongly coupled’’ model configurations tested. ‘‘Fig.’’ is the figure in which the results are presented.nb , ns , nf : the number of tube sections
~circuit elements! used to model the back, side, and front cavities, respectively.xb , xs , xf : length in cm of tube sections used to model the back, side, and
front cavities. Other symbols are as in the text.

Fig.

Back cavity Side-branch Front cavity

l b Ab nb xb l s As ns xs l f Af nf xf

2 12.0 4.0 12 1.0 1.0 4.0 2 0.5 5.0 4.0 5 1.0
2 12.0 4.0 12 1.0 2.0→12.0 4.0 2→12 1.0 5.0 4.0 5 1.0
3 12.0 4.0 12 1.0 6.0 0.5→4.0 6 1.0 5.0 4.0 5 1.0
4 2.0→15.0 4.0 2→15 1.0 6.0 4.0 6 1.0 15.0→2.0 4.0 15→2 1.0
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branch~its distance from the glottal end of the model! varied
from 2 to 15 cm.

Figure 2~a! shows a nomogram of the pole and zero
frequencies beneath 5.5 kHz estimated from Eqs.~1! and~2!
as the length of the side-branch varies. Figure 2~b! shows the
~first five! pole and zero frequencies measured from the cal-
culated transfer function, together with the limiting pole fre-
quencies for a tube with no side-branch~i.e., the column of
pole frequencies plotted on they axis, at l s50 cm!, as cal-
culated by VTCALCS.

Qualitative features of the nomogram, such as the abrupt
decrease in the number of poles in the transfer function of
the model vocal tract atl b5 l s512 cm, are seen in both Figs.
2~a! ~estimated! and ~b! ~determined from model transfer
functions.! In addition, the pole frequencies calculated by the
model as the side-branch length tends to zero clearly con-
verge to the pole frequencies for a tube with no side branch.

Figure 3 shows nomograms of the estimated and calcu-
lated ~model! pole and zero frequencies as a function of the
cross-sectional area of the side-branch together with the lim-
iting pole frequencies for a tube with no side-branch. Figure
4 shows nomograms of the estimated and calculated pole and
zero frequencies as a function of the position of the side-
branch together with the limiting pole frequencies.

B. Side-branch weakly coupled to back cavity

This configuration is schematized in Fig. 5. In these con-
figurations, a back cavity opens, through a constriction of
lengthl c and cross-sectional areaAc , into a front cavity with
a side branch. Configurations in whichl s andAs varied were
tested. In addition, configurations in whichl s varied in-
versely withl f were tested.

A lumped vocal tract resonance exists in these configu-
rations because the back cavity is separated from the front
cavity of the vocal tract by a constriction. This resonant fre-
quency is approximately the Helmholtz, or cavity resonance
frequencyFH given by Eq.~3! ~again, the radiation imped-
ance and vocal tract losses are neglected!,

FH5~c/2p!A„Ac /~Vbl c!…. ~3!

@In ~4!, Ac is the cross-sectional area of the constriction;
Vb5Ab* l b is the back cavity volume, andl c is the constric-
tion length.#

The combination of the side-branch and front cavity
gives rise to a series of quarter-wave resonant frequenciesFn

given by Eq.~4!; see Espy-Wilsonet al. ~2000!, p. 345 ff,

FIG. 3. ~a! Estimated pole and zero frequencies of the tube configuration in
Fig. 1 asAs varies from 0.5 to 4 cm2. ~b! Calculated pole and zero frequen-
cies.

FIG. 4. ~a! Estimated pole and zero frequencies of the tube configuration in
Fig. 1 asl b varies from 2 to 15 cm whilel b1 l f ~the overall tract length! is
held constant at 17 cm.~b! Calculated pole and zero frequencies.

FIG. 5. The tube configuration simulated in the ‘‘weakly coupled’’ models.

TABLE II. ‘‘Weakly coupled’’ model configurations tested.nc: number of tube sections~circuit elements! used to model the constriction.xc: length in cm
of tube sections used to model the constriction. Other symbols are as in the previous table.

Fig.

Back cavity Constriction Side-branch Front cavity

l b Ab nb xb l c Ac nc xc l s As ns xs l f Af nf xf

6 12.0 4.0 12 1.0 1.0 0.2 1 1.0 0.75→6.0 2.0 2→16 3/8 4.0 2.0 4 1.0
7 12.0 4.0 24 0.5 1.0 0.2 2 0.5 2.5 0.25→2.0 5 0.5 4.0 2.0 8 0.5
8 12.0 4.0 24 0.5 1.0 0.2 2 0.5 1.0→6.0 2.0 2→12 0.5 7.0→2.0 2.0 14→4 0.5

2985 2985J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Jackson et al.: Verifying a vocal tract model



Fn5~2n21!c/4~ l s1 l f !. ~4!

The back cavity contributes a half-wave resonance with
the series of resonant frequencies given in~5!:

Fn5nc/2l s . ~5!

Finally, the side-branch causes zeros in the transfer
function at the frequencies given in~2!.

Table II summarizes the weakly coupled configurations
tested. The results are presented as nomograms in Figs. 6–8,
and summarized in Tables III and IV. The first row of Table
II summarizes configurations in which the side-branch length
l s varied from 0.75 to 6 cm. The second row summarizes
configurations in which the side-branch cross-sectional area
As varied from 0.25 to 2.0 cm2. The third row summarizes
configurations in which the side-branch lengthl s varied from
1 to 6 cm while the front cavity lengthl f varied inversely
from 7 to 2 cm~thus keeping the total lengthl s1 l f constant
at 8 cm!.

Figure 6 shows nomograms of the estimated and calcu-
lated ~model! pole and zero frequencies as the length of the
side-branch varies, together with the limiting pole frequen-
cies for a tube with no side-branch, as calculated by
VTCALCS. Figure 7 shows the estimated and calculated
pole and zero frequencies as the cross-sectional area of the
side-branch varies, together with the limiting pole frequen-
cies. Figure 8 shows the estimated and calculated pole and
zero frequencies as the lengths of the side-branch and front
cavity vary inversely, together with the limiting pole fre-
quencies.

Table III reports the rms differences between the esti-
mated and model pole frequencies in Hz and in percent~of
the average pole or zero frequency! for each series of con-
figurations. Table IV reports the rms differences between the
estimated and model zero frequencies.

V. DISCUSSION AND CONCLUSIONS

The patterns of pole and zero frequencies calculated by
the model are in good qualitative agreement with the patterns

of pole and zero frequencies estimated from simple tube
models. Many details are seen in both the estimated and the
calculated nomograms. For example, Figs. 2~a! and~b! both
show an exact pole-zero cancellation atl s53 cm; in Fig.
2~b!, F5 at l s53 cm appears to be 1 kHz greater thanF5 at
l s52 cm because a peak ‘‘expected’’ forF4 at about 3 kHz
has been cancelled. Finally, the calculated pole frequencies
when the side-branch length or cross-sectional area are close
to zero do in fact converge to the pole frequencies calculated
by VTCALCS for a tube with no side-branch.

In many cases, the pole frequencies calculated by
VTCALCS and this model implementation~AFSB2XFB! are
lower than the estimated values. The model pole frequencies
are from 5%–10% lower than the estimated ones, with the
smallest discrepancies generally inF2 . The discrepancy is
due to the fact that VTCALCS and the side-branch model
take into account viscous, heat conduction, and wall losses
and radiation loads that the simple tube models neglect. In
addition, it is possible that~3!, which estimates the lumped

FIG. 6. ~a! Estimated pole and zero frequencies of the tube configuration in
Fig. 5 asl s varies from 0.75 to 6 cm.~b! Calculated pole and zero frequen-
cies.

FIG. 7. ~a! Estimated pole and zero frequencies of the tube configuration in
Fig. 5 asAs varies from 0.25 to 2 cm.~b! Calculated pole and zero frequen-
cies.

FIG. 8. ~a! Estimated pole and zero frequencies of the tube configuration in
Fig. 5 asl s varies from 2 to 7 cm whilel s1 l f ~the ‘‘overall front cavity
length’’! is held constant at 8 cm.~b! Calculated pole and zero frequencies.
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vocal tract resonant frequency from the back cavity volume
and the dimensions of the constriction, unduly neglects the
load due to the front cavity and side-branch.

In summary, these results demonstrate that the pole and
zero frequencies produced by the side-branch model, as
implemented by the AFSB2XFB routine, are plausible for
/r/-like consonants produced by forming an acoustic side-
branch in the vocal tract.
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TABLE III. Root-mean-square differences between estimated and model pole frequencies in Hz, and in % of
the mean pole frequency, for each series of configurations.

Varying
parameter F1 @Hz ~%!# F2 @Hz ~%!# F3 @Hz ~%!# F4 @Hz ~%!# F5 @Hz ~%!#

‘‘Strongly coupled’’
l s 37.2~7.8! 51.5~4.7! 216.9~10.0! 207.8~7.1! 451.7~12.1!
As 37.3~7.5! 37.5~3.3! 52.3~2.8! 175.9~6.7! 253.8~7.1!
l b ,l f 34.4~7.6! 108.5~8.7! 287.3~14.6! 321.1~11.6! 568.1~15.5!

‘‘Weakly coupled’’
l s 84.3~23.4! 37.9~3.2! 113.0~7.4! 79.1~2.8! 559.5~15.4!
As 83.3~23.2! 95.2~7.1! 328.0~22.5! 33.7~1.2! 386.9~9.6!
l s ,l f 88.6~24.6! 76.7~7.0! 104.3~7.2! 38.6~1.3! 654.7~20.0!

TABLE IV. Root-mean-square differences between estimated and model
zero frequencies in Hz, and in % the mean zero frequency, for each series of
configurations.

Varying
parameter z1 @Hz ~%!# z2 @Hz ~%!# z3 @Hz ~%!# z4 @Hz ~%!#

‘‘Strongly coupled’’
l s 85.4~4.8! 83.3~2.4! 140.8~3.0! 220.0~4!
As 4.1~0.3! 105.7~2.4!
l b ,l f 5.6~0.4! 103.7~2.4!

‘‘Weakly coupled’’
l s 85.1~3.0!
As 21.4~0.6!
l s ,l f 41.3~1.6!
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The purpose of this study was to examine the acoustic characteristics of children’s speech and
voices that account for listeners’ ability to identify gender. In Experiment I, vocal recordings and
gross physical measurements of 4-, 8-, 12-, and 16-year olds were taken~10 girls and 10 boys per
age group!. The speech sample consisted of seven nondiphthongal vowels of American English~/,/
‘‘had,’’ / }/ ‘‘head,’’ /i/ ‘‘heed,’’ /I/ ‘‘hid,’’ / Ä/ ‘‘hod,’’ / #/ ‘‘hud,’’ and /u/ ‘‘who’d’’ ! produced in the
carrier phrase, ‘‘Say /hVd/ again.’’ Fundamental frequency (f 0) and formant frequencies~F1, F2,
F3! were measured from these syllables. In Experiment II, 20 adults rated the syllables produced by
the children in Experiment I based on a six-point gender rating scale. The results from these
experiments indicate~1! vowel formant frequencies differentiate gender for children as young as
four years of age, while formant frequencies andf 0 differentiate gender after 12 years of age,~2! the
relationship between gross measures of physical size and vocal characteristics is apparent for at least
12- and 16-year olds, and~3! listeners can identify gender from the speech and voice of children as
young as four years of age, and with respect to young children, listeners appear to base their gender
ratings on vowel formant frequencies. The findings are discussed in relation to the development of
gender identity and its perceptual representation in speech and voice. ©2001 Acoustical Society
of America. @DOI: 10.1121/1.1370525#

PACS numbers: 43.70.Ep, 43.71.Bp@AL #

I. INTRODUCTION

Differences between male and female speech and voice
are an important aspect of gender identity. These differences
are in part a result of anatomical structures such as vocal fold
size and vocal tract length as well as learned characteristics
of vocal production such as intonation contour~Cruttenden,
1986; Crystal, 1982; Ohde and Sharf, 1992!. Thus, prosodic
features that are overlaid~suprasegmentals! upon sound seg-
ments in words, phrases, or sentences and include intonation,
stress, duration, and juncture may be important in gender
identification. It is well known that a typicalf 0 for an adult
male is around 120 Hz, while a typicalf 0 for an adult female
is around 200 Hz. Moreover, an average adult male will have
lower formant frequencies than an average adult female, be-
cause of longer vocal tracts in the former than latter speakers
~Ladefoged and Broadbent, 1957; Laver and Trudgill, 1979;
Peterson and Barney, 1952; Lee, Potamianos, and Naray-
anan, 1999; Tecumseh Fitch and Giedd, 1999!.

The acoustic differences between male and female
voices are also influenced by behavioral factors. It has been
noted that adult males will often speak with an unnaturally
lower vocal pitch and women will often speak with an un-
naturally higher vocal pitch in order to conform to stereo-
typical views of vocal production characteristics~Sachs, Lie-
berman, and Erickson, 1973!. In studies of the perception of
maleness or femaleness in a transsexual’s voice, it was dem-
onstrated that listeners were more likely to rate a voice as
being female sounding with increasing variability in the in-
tonation contour~i.e., the relative rising and falling off 0! of

the speech sample~Oates and Dacakis, 1983; Spencer, 1988;
Wolfe, Ratusnik, Smith, and Northrop, 1990!.

There have been several previous investigations of
gender-specific vowel formant frequency characteristics of
preadolescent children~Eguchi and Hirsh, 1969; Hasek,
Singh, and Murry, 1980; Bennett, 1981; Busby and Plant,
1995; Lee, Potamianos, and Narayanan, 1999!. Bennett
~1981! analyzed the vocal productions of 7- to 8-year-old
children for five vowels in a fixed phonetic context. The
vowel resonances of boys were consistently lower than those
of the girls, and several measures of body size were related
to formant frequencies. The findings were consistent with the
conclusion that boys had larger vocal tracts than girls. Busby
and Plant~1995! examined the acoustic features of Austra-
lian vowels produced by preadolescent children. Five boys
and five girls from each of four age groups~5-, 7-, 9-, and
11-year olds! vocalized 11 test words representing the non-
diphthong vowels of Australian English. Fundamental fre-
quency, the first three formant frequencies, amplitudes of the
first three formants, and vowel duration were measured. The
results revealed that there was no difference inf 0 between
boys and girls within each age group, the values of the first
three formant frequencies for the girls were higher than those
for the boys, the formant amplitudes for the boys were higher
than those for the girls, and there was no consistent variation
in vowel duration values across age and/or gender. Forf 0

and formant frequencies (F1,F2), Eguchi and Hirsh~1969!
reported similar gender results for boys and girls between 11
and 13 years of age. Overall, these findings are consistent
with the notion that boys have larger vocal tracts than girls.
The specific age at which this distinction occurs is contro-
versial ~Lee et al., 1999!.a!Electronic mail: ohdexxrn@ctrvax.vanderbilt.edu
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The above studies show that there are differences be-
tween boys and girls, particularly in resonance characteristics
of vowels. Because of these production differences, there has
been an interest in determining their role in perceiving gen-
der from children’s speech and voice. Weinberg and Bennett
~1971! presented adult listeners with recorded samples of
spontaneous speech produced by 5- and 6-year-old children.
The listeners correctly identified speaker gender for 78% of
the boys and 71% of the girls. An acoustic analysis revealed
a large overlap in thef 0 ranges of the boys and girls. This
result suggested that gender identification of children’s
speech and voice must be based not only on fundamental
frequency, but on other acoustic properties as well. Sachs,
Lieberman, and Erickson~1973! studied the speech and
voice of 26 preadolescent children~4–14 years!. Adult lis-
teners made correct gender identifications of 81% of the
speakers. Acoustically, the boys had a higher averagef 0 than
the girls, although the boys did have lower resonance fre-
quencies than the girls. Due to the counterintuitive finding
that the boys had a higher averagef 0 than the girls, Sachs
et al. ~1973! suggested that gender identifications were based
on the differences in the formant frequencies between the
boys and the girls.

Other research has also suggested that, althoughf 0 pro-
vides the most dominant cue for gender identification from
the voices of adults, other vocal properties may be important,
especially in children. For example, listeners are able to
identify gender:~1! when f 0 is filtered~e.g., Lass, Almerino,
Jordan, and Walsh, 1980! or suppressed~e.g., Coleman,
1971, 1973! within the speech signal,~2! when speech
samples are whispered~e.g., Bennett and Weinberg, 1979!,
and ~3! when the frequency range off 0 is very similar, like
that of preadolescent boys and girls~e.g., Bennett, 1981;
Ingrisano, Weismer, and Schuckers, 1980!. In light of this
evidence, it appears that adults are accustomed to using
acoustic properties other thanf 0 alone as a basis for gender
identification. In addition to understanding the development
of gender, there is recent information underscoring the im-
portance of the voice in processing phonetic~vowels and
consonants! information~Johnson, 1990a, 1990b; Haley and
Ohde, 1996!. Moreover, it has been claimed that the percep-
tual representation of gender is auditory based and qualita-
tively different from phonetic information~Mullennix et al.,
1995!.

Although previous research has provided information on
the importance off 0 and formant frequencies in the acoustic
and perceptual differentiation of gender, there is no study
employing a consistent production/perceptual methodology
to examine gender development in production, along with an
adults’ perception of gender throughout the period ranging
from pre- to post-adolescence. For example, studies assess-
ing an adults’ perception of gender frequently have em-
ployed sentential material~Bennett and Weinberg, 1979; In-
grisano et al., 1980!, which could provide listeners with
gender-specific prosodic cues other thanf 0 and formant fre-
quencies~Wolfe et al., 1990!. Since formant frequencies
may contribute to gender differentiation, there is a potential
relationship between vocal tract resonances and indices of
body size, even for very young children. Previous findings

show such a relationship between measures of body size and
formant frequencies, but these findings were limited to 7- to
8-year-old children~Bennett, 1981!. Because the perception
of gender appears to depend on several acoustic factors, in-
cluding f 0 , formant frequencies, and breathiness~Klatt and
Klatt, 1990!, an evaluation of these properties in develop-
ment is important for an understanding of both gender and
the potential integration of source (f 0) and transfer function
~formant frequencies! as cues to gender identification. Thus,
the general purpose of this research was to examinef 0 and
formant frequencies to assess their developmental role in the
production and perception of gender. The two experiments
were designed to answer the following questions.

~1! Do f 0 and vowel formant frequencies differentiate gen-
der in 4-, 8-, 12-, and 16-year-old boys and girls?

~2! Is there a developmental relationship between gross
measures of physical size and the vocal characteristics of
these children?

~3! Is there a perceptual differentiation of gender between 4
and 16 years of age that parallels differences in produc-
tion?

II. EXPERIMENT I: ACOUSTIC PROPERTIES OF
GIRLS’ AND BOYS’ SPEECH AND VOICE

Anatomical properties of the vocal tract as well as
learned speech characteristics influence the identification of
gender from speech and voice. These speech characteristics
include changes in mouth opening, lip rounding, and larynx
height. The acoustic parameters considered most influential
are f 0 and vocal tract resonances~Abercrombie, 1967; Egu-
chi and Hirsh, 1969; Kent, 1976; Liberman, Cooper, Shank-
weiler, and Studdert-Kennedy, 1967; Nolan, 1983!. The fo-
cus of experiment I is on the salience off 0 and formant
frequencies as acoustic predictors of gender.

A. Method

1. Subjects

Twenty children in each of the age groups, 4-, 8-, 12-,
and 16-year olds, participated with 10 girls and 10 boys per
age group. The mean~and age range! ages~years:months!
were 4:3~4:1 to 4:8!, 8:7 ~8:5 to 9:5!, 12:4 ~12:2 to 12:9!,
and 16:4~16:3 to 16:10! years. Age ranges computed for
boys and girls separately were very similar, and varied be-
tween 1 to 4 months. All children spoke Standard American
dialect, and none had a known speech disorder. A hearing
screening at 20-dB HL for the octave frequencies between
500 and 4000 Hz was performed on children.

2. Speech sample and recording procedure

The speech sample consisted of seven nondiphthongal
vowels of American English~/,/ ‘‘had,’’ / e/ ‘‘head,’’ /i/
‘‘heed,’’ /I/ ‘‘hid,’’ / ɑ/ ‘‘hod,’’ / #/ ‘‘hud,’’ and /u/ ‘‘who’d’’ !
produced in the neutral context of /hVd/. Each /hVd/ syllable
was embedded in the carrier phrase, ‘‘Say /hVd/ again.’’ The
children listened to a tape recording of an adult female vo-
calizing each syllable seven times within the carrier phrase
according to a randomized schedule. There was a 3-s interval
between presentations of the syllables, during which the chil-
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dren repeated the phrase last heard. For each child, five of
the seven syllables produced for each vowel were chosen as
token utterances by the experimenter on the basis of clarity
of recording and correctness of the vowel sound. All speech
recordings were made at the children’s schools in a portable
sound-treated booth~noise level approximately 35–40 dBA!
using a Tascam reel-to-reel tape recorder~Model 22-2! and a
Signet unidirectional electret condenser recording micro-
phone ~Model RK 201!. The microphone was placed in a
microphone stand and positioned 8–10 in. from the speaker’s
mouth. The recording procedure took approximately 15–20
min for each child to complete.

3. Perceptual verification of vowels

Perceptual verification tests of the speech samples were
conducted to determine that the vowels were consistent with
their intended targets. Five phonetically experienced adult
native speakers of English with no known speech or hearing
disorder identified the 2800 syllables in random order from
all experimental syllables (5 syllables37 vowels380
speakers). A criterion of 80% agreement~four out of five
listeners! was used to consider the vowels as judged to be the
intended targets. One-hundred fourteen of the syllables were
judged at 80% agreement, while the remainder of the syl-
lables were judged at 100% agreement. Consequently, all of
these syllables were used.

4. Physical measurements

Body size measurements of the children similar to those
obtained by Bennett~1981! were taken. Standing height, sit-
ting height, body weight, and neck circumference were mea-
sured with the children’s shoes removed. Standing height
and body weight were measured using a medical scale, while
sitting height and neck circumference were measured by a
tape measure. Sitting height was measured as children sat on
a stool. The distance from the seat of the stool to the vertex
of the head was measured. Neck circumference was mea-
sured at the angle of the thyroid cartilage. This point was
determined by palpation, and the measurement was taken
just above the thyroid~laryngeal! prominence.

5. Formant frequency and fundamental frequency
analyses

The speech samples were analyzed on a microcomputer
system ~CSL—Computerized Speech Lab, Model 4300,
Software Version 5.0, Kay Elemetrics Corp.! at a 20-kHz
sampling rate. Each syllable was isolated and removed from
the sentence, ‘‘Say /hVd/ again,’’ by determining the onset
of aspiration in /h/ and the point of the stop-gap in /d/. This
was accomplished by producing a spectrogram of the sen-
tence and segmenting the syllable from the phrase. In order
to ensure capture of the entire vowel, segmentation was
made 5–10 ms into the stop-gap of each syllable. Measure-
ments of formant frequencies of children’s speech can be
difficult because of their highf 0’s and unusual voice types
~Kent, 1978!. To minimize difficulties in formant frequency
measurement, an analysis procedure similar to Sussman,
Minifie, Buder, Stoel-Gammon, and Smith~1996! was

adopted.F1, F2, andF3 were measured from the spectro-
gram of each syllable at the duration midpoint of the vowel.
Furthermore, LPC~linear predictive coding! analyses were
obtained with a 10-msec Triangular window at approxi-
mately the same point at which the formant values were de-
termined from the spectrogram by placing the cursor at the
midpoint ofF2 stability. In the LPC analysis, the number of
coefficients employed varied between 14 and 20 to derive the
best estimate of formant frequencies. Both formant values
from the spectrogram and the LPC analysis were recorded,
and the specific frequency was determined as the average for
a valid criterion measure~Sussmanet al., 1996!. There was
no more than 150-Hz difference between the values recorded
from the spectrogram and the LPC analysis.

Fundamental frequency of the vowel was determined
with the CSL pitch extraction program. Fundamental fre-
quency is computed as the inverse of the time between glot-
tal impulse markers. In addition to the absolute formant and
f 0 frequency values, frequency scale factors~K factors! were
used to show the percentage relationship of male and female
f 0 and formant frequencies~Fant, 1973!.

6. Statistical analyses

Since the major emphasis in Experiment I was to mea-
sure acoustic differences in children’s speech as a function of
gender, these data were analyzed using repeated measures
analysis of variance~ANOVA !, simple correlations, and
multiple regression analysis~Kirk, 1982!. All post-hoctests
were made using Tukey HSD comparisons atp,0.05. Sepa-
rate analyses were conducted on data forf 0 , F1, F2, and
F3 as well as measures of physical size.

Several vowels were included in these analyses to rep-
resent the comprehensive range of productions in the oral
cavity. Based on previous research~Bennett, 1981!, gender
differences for specific formants were likely to interact with
specific vowel productions. However, the overall gender ef-
fects were of greatest interest, and the interactions of gender
and vowel type entail complexities that do not have a clear
theoretical basis. Therefore, the statistical interactions in-
volving a vowel are reported, but not examined in detail.

B. Results and discussion

1. Reliability measures

Interjudge reliability was determined by having a second
examiner sophisticated in acoustic analyses measure 10% of
the speech sample. All four age groups were represented in
these analyses. An equal number of samples from boys and
girls were analyzed. The speakers and vowels were randomly
selected. Interjudge reliability was high for bothf 0 and for-
mant frequency measures. Correlations of the two experi-
menters were computed for the two measures. The mean and
range of thef 0 correlations across the speaker age groups
were 0.91, and 0.86–0.99, respectively. The mean and range
of the formant frequency correlations were 0.93, and 0.87–
0.97, respectively.
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2. Fundamental frequency

The f 0 means averaged across vowel type are illustrated
in Fig. 1. There were gender differences between thef 0 val-
ues of girls and boys only in the 16-year-old age group. In an
Age (4)3Gender (2)3Vowel (7) analysis of variance, there
were main effects of age@F(3,72)586.96;p,0.0001#, gen-
der @F(1,72)550.44; p,0.0001#, vowel @F(6,432)
510.27; p,0.0001#, and a significant interaction of
age3gender@F(3,72)535.72; p,0.0001#. Within each age
group, the only significant gender difference was for the 16-
year olds.

The finding thatf 0 was similar for girls and boys at 4, 8,
and 12 years is consistent with previous research~e.g., Ben-
nett, 1983; Busby and Plant, 1995; Kent, 1976!, although
Haseket al. ~1980! found gender differences inf 0 for 7- to
10-year-old children. Nevertheless, the data from the current
study suggest that there is little or no difference inf 0 be-
tween boys and girls 12 years old or younger. Therefore, it is
unlikely that f 0 provides sufficient information to differenti-
ate speaker gender in young children. Because most acoustic
studies of children’s speech have shown little difference in
f 0 between boys and girls under 13 years of age, it appears
that vocal fold size increases modestly throughout middle
childhood ~Kent, 1976; Hollien, Green, and Massey, 1994;
Kent and Vorperian, 1995!.

K factors were calculated for these children to determine
the pattern of gender differences inf 0 and formant frequen-
cies using the formula Kn%5100@(Fn female/Fn male)21#
where Fn is eitherf 0 , F1, F2, or F3 ~Fant, 1973; Bennett,
1981; Nordstrom, 1997!. These values represent the percent-
age difference between the vocal and speech characteristics
of the boys and girls. K factors were calculated for meanf 0 ,
F1, F2, andF3 values within each age group for the boys
and girls referred to as K0, K1, K2, and K3, respectively.

The extent of gender differences inf 0 within the
younger age groups was very small~K0: 2.6% for 4-year
olds,21.2% for 8-year olds, and 4.7% for 12-year olds!. The
negative value for the 8-year olds reflects a slightly lower
meanf 0 for the girls than the boys. However, the difference
betweenf 0 of the 16-year-old boys and girls was substantial
~88.2%!.

3. Vowel formant frequency

The above analyses suggest thatf 0 does not provide the
information necessary to differentiate gender until after 12
years of age. However, gender differences may exist in the
vowel formant frequencies of these children. The three pan-
els of Fig. 2 illustrate theF1, F2, andF3 means collapsed
across the vowels. Separate Age~4!3Gender~2!3Vowel~7!
analyses of variance were performed on theF1, F2, andF3
values. The results of the analysis forF1 values showed
main effects of age@F(3,72)569.74; p,0.0001#, gender
@F(1,72)584.45; p,0.0001#, and vowel @F(6,432)
51008.19; p,0.0001#. A significant age3gender interac-
tion was found@F(3,72)58.87; p,0.0001#.1 The analysis
for F2 values showed the main effects of age@F(3,72)
573.15; p,0.0001#, gender@F(1,72)598.20; p,0.0001#,
and vowel@F(6,432)5980.69;p,0.0001#, and a significant
age3gender @F(3,72)56.16; p,0.001# interaction.2 The
analysis for F3 values showed the main effects of age
@F(3,72)5175.70; p,0.0001#, gender@F(1,72)584.18; p

FIG. 1. Mean fundamental frequency (f 0) across the CVC syllables for 4-,
8-, 12-, and 16-year-old speakers. Error bars show61 standard error.

FIG. 2. MeanF1, F2, andF3 values across the CVC syllables for 4-, 8-,
12-, and 16-year-old speakers. Error bars show61 standard error.
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,0.0001#, and vowel@F(6,432)5167.94;p,0.0001# and a
significant age3gender @F(3,72)52.78; p,0.05# interac-
tion.

According to Tukey tests,F1 values for the boys were
significantly lower than those for the girls within each age
group except the 4-year olds. The same pattern held for the
F2 values.F3 values for the boys were significantly lower
than for the girls within each age group~Tukey HSD, p
,0.05!. These results suggest that there may be adequate
information available fromF1, F2, andF3 values to differ-
entiate gender of the 8-, 12-, and 16-year olds. Differences
betweenF1 and F2 values for the 4-year olds were not
significant. However, sinceF3 differences between 4-year-
old boys and girls were significantly different, it is conceiv-
able that this information may also be sufficient to differen-
tiate gender.

Computation of K factors in this study revealed that the
percentage of differences between boys and girls inF1 ~K1:
2.6%, 11.4%, 9.1%, and 27.5% for 4-, 8-, 12-, and 16-year
olds, respectively!, F2 ~K2: 4.6%, 10.3%, 12.5%, and 23.8%
for 4-, 8-, 12-, and 16-year olds, respectively! andF3 ~K3:
5.2%, 8.3%, 12.0%, and 18.4% for 4-, 8-, 12-, and 16-year
olds, respectively! values within each age group remained
very similar, and these formant frequencies were lower for
the boys than for the girls. Busby and Plant~1995! also
showed that vowel formant frequencies were consistently
lower for boys than girls, and thatF1, F2, andF3 decreased
in value with age. Though Bennett~1981! only examined 7-
and 8-year olds, she found that vowel formant frequencies
for the boys were, on average, 10% lower than those for the
girls. Similar data from the 8-year olds in the present study
revealed that the boys’ formant frequencies were approxi-
mately 9% lower than those for the girls. Thus, gender dif-
ferences in formant frequencies increase with age and are
apparent, even in very young children. If gender identifica-
tion from young children’s speech is possible, then listeners
may utilize this difference in formant frequencies.

4. Relationship between physical size and formant
frequencies

Bennett~1981! suggested that gender differences in for-
mant frequencies of children may be attributable to vocal
tract size, and in particular the pharynx~Kent and Vorperian,
1995!. Bennett does not define vocal tract size, but it is rea-
sonable to assume that the length and width of the vocal tract
would vary as a function of gross changes in body size. For
purposes of this paper, size will include the length and width
of the vocal tract. Because it was not possible to obtain exact
measurements of vocal tract size, various measurements of
physical size were taken. Findings for height, weight, sitting
height, and neck circumference are contained in Table I. The
difference between the physical size of boys and girls in-
creased with age but became readily apparent only at 16
years of age. On average, the 4-, 8-, and 12-year-old boys
were 2 cm taller, 2 kg heavier, and had neck circumferences
2 cm larger than the girls. Separate analyses of variance
(age3gender) were carried out for each of the four physical
size measures. As expected, all four analyses showed signifi-
cant main effects of age and gender, as well as significant

interactions of age and gender. Since these results were
highly predicted based on anatomical development~Kent and
Vorperian, 1995!, the details of these analyses are not re-
ported. These analyses were run principally to provide the
error terms used for Tukey tests of gender differences at each
age level. The pattern of the Tukey tests was simple. At age
16 years, boys were significantly larger than girls on all four
measures. At age 12 years, boys had significantly larger neck
circumferences than girls. None of the other comparisons of
boys versus girls within age groups were significant. The
measurements employed in the current research are similar to
Bennett’s~1981! measurements for 7- and 8-year olds~mean
age57 years 11 months!, though her measurements showed
that the boys were slightly taller~7 cm! and heavier~4 kg!
than the girls in her study.

Figure 3 shows scatter plots of the relationship between
body weight and the formant measures. The measures of
body size were highly correlated with one another and all
showed similar relationships with formant values, so only
body weight is shown for illustrative purposes. The formant
values are averaged across all speech tokens for each indi-
vidual child speaker. The symbols in Fig. 3 indicate the age
and gender of each child. Linear regression lines are shown
separately for the boys and girls~each regression was com-
puted on all 40 children of a given gender, that is, on chil-
dren from all four age groups!. There are two points to em-
phasize with respect to Fig. 3. First, physical size is strongly

TABLE I. Means and standard deviations~SD! for measures of physical
size for 4-, 8-, 12-, and 16-year-old males and females~H5height,
W5weight, SH5sitting height, and NC5neck circumference!.

Age
group H ~cm! W ~kg! SH ~cm! NC ~cm!

4 years
Male
mean 106.8 17.8 60.1 26.1
SD 2.8 1.2 2.6 1.2

Female
mean 106.9 17.9 58.6 24.9
SD 5.1 2.5 3.6 1.1

8 years
Male
mean 134.9 34.4 74.3 29.0
SD 8.0 9.1 4.9 1.8

Female
mean 132.8 33.8 73.7 27.9
SD 4.7 8.2 2.9 2.1

12 years
Male
mean 158.4 49.7 83.9 32.2
SD 5.9 5.8 3.9 1.6

Female
mean 155.5 44.1 84.7 29.4
SD 6.1 4.6 3.5 1.5

16 years
Male
mean 179.8 79.1 96.1 38.0
SD 4.8 10.2 2.7 2.9

Female
mean 164.7 60.8 90.1 31.4
SD 6.1 7.6 2.5 1.2
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correlated with formant frequencies, as would be expected if
vocal tract size grows along with grosser measures of size
such as body weight. All the correlations indicated in Fig. 3
were statistically significant, and the slope values for boys
and girls were similar, as can be seen in the figure. The
second point about Fig. 3 is that there are gender differences
in formant frequencies even when physical size is taken into
account. The girls’ formant frequencies tended to be higher
than the boys,’ especially forF1 andF2.

This gender difference in formant frequencies was fur-
ther analyzed with stepwise multiple regression. The logic of
each regression analysis, which was done separately forF1,
F2, andF3, was to enter predictors of the formant frequency
in the following order: physical size measures~body weight,
neck circumference, sitting height, standing height!; age
group~4, 8, 12, or 16 years!; and gender~boy, girl!. If gender
has a unique effect on formant frequencies, over and above
physical size and age, then the addition of gender as a pre-
dictor on the last step should produce a significant increase
in the R2 value. The gender-related increase inR2 was sig-
nificant for all three formants:@F1—R2 increment50.054,
F(1,73)521.052; p,0.0001#, @F2—R2 increment50.088,
F(1,73)535.484; p,0.0001#, and @F3—R2 increment
50.049,F(1,73)543.645;p,0.0001#. The overallR2 val-
ues with all predictors in the model were 0.902, 0.905, and
0.918 forF1, F2, andF3, respectively, so the variance in
formant frequencies was accounted for quite well by these

predictors. In summary, formant frequencies were strongly
correlated with body size measures for both boys and girls,
but there were gender differences in formant frequencies,
even after the body size measures used in this study were
taken into account. These remaining gender differences
could reflect differences in vocal tract size between boys and
girls that were not captured by the body size measures taken,
but the difference could also reflect variations in articulatory
postures of lip rounding and jaw opening for boys and girls
~Lindblom and Sundberg, 1971; Fant, 1973; Bennett and
Weinberg, 1979; Bennett, 1981!.

III. EXPERIMENT II: PERCEPTION OF GIRLS’ AND
BOYS’ SPEECH AND VOICE

The acoustic data from Experiment I showed thatf 0 was
only slightly different between the 4-, 8-, and 12-year-old
boys and girls, whilef 0 was significantly lower for the 16-
year-old boys than for the 16-year-old girls. However, all
formant frequency values were lower for the 8-, 12-, and
16-year-old boys than for the girls. As for the 4-year olds,
there were only small gender differences inF1 andF2 val-
ues, butF3 was lower for the boys than for the girls. Be-
cause acoustic gender differences were observed in all age
groups, it was of interest to determine if adult listeners could
differentiate gender from the CVC syllables, and to see
whether this identification varied with speaker age. Since the
magnitude of acoustic differences as a function of gender
differed across age groups, it was important to employ a
scaling technique, which would be a more sensitive identifi-
cation procedure than a two category response choice.

A. Method

1. Subjects and listening procedure

The subjects for this experiment were 20 undergraduate
students~equal numbers of men and women! with no known
speech or hearing disorders by self-report. All subjects spoke
general American dialect.

Perceptual tests were performed in an IAC booth over
headphones~TDH-49! at a comfortable listening level
~75-dB SPL!. Before beginning a series of trial blocks, lis-
teners were informed by the experimenter that they would
hear speech sounds from either 4-, 8-, 12-, or 16-year-old
boys and girls and that they would make gender ratings of
each vocalization based on a six-point scale described below.
Though listeners were not told the age of the speakers to be
heard, they were informed that all voices in a single session
were from the same age group. On-line data collection as
well as the generation of random orderings of the vowel
sounds within each trial block was performed by a computer.
Listeners were not given any feedback as to the actual gender
of the speakers.

Listeners used a six-point rating scale to indicate gender.
Ratings were entered via a six-button response box. The cat-
egories were as follows:

1 positively a female;

2 appeared to be a female;

3 unsure, may have been a female;

FIG. 3. Average formant frequencies versus body weight for individual
children.
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4 unsure, may have been a male;

5 appeared to be a male;

6 positively a male.

The rating scale numbers were written on the response box,
and a copy of the rating scale was always within view. This
scale allowed listeners to make judgments based upon their
certainty of gender, unlike previous studies that permitted
only binary male and female responses~Bennett and Wein-
berg, 1979; Ingrisanoet al., 1980; Sachset al., 1973; Wein-
berg and Bennett, 1971!.

The events in a trial consisted of a 300-ms warning light,
a 300-ms delay, the stimulus, and a response light indicating
that it was time to make a rating. There was a four-second
interval between trials. Subjects were presented five trial
blocks per session, with all five trial blocks consisting of
stimuli from only one speaker age group. There were four
listening sessions, with the order of speaker age group coun-
terbalanced~each listener had a different one of the 24 pos-
sible orders!. No more than one session was conducted per
day, and there were no more than ten days between sessions.

The stimuli consisted of the CVC syllables from Experi-
ment I. Each of the seven vowel sounds was produced five
times by the 20 speakers within each of the four age groups
~4-, 8-, 12-, and 16-year olds!, yielding a total of 2800 syl-
lables. There were 700 stimuli for each of the four age
groups. These 700 stimuli were divided into 5 trial blocks
per speaker group. Within each age group, a trial block con-
sisted of the 140 utterances produced by 20 children, each
saying 7 vowel sounds once. For reliability purposes, four of
the utterances within each vowel sound were presented
twice. Thus, each of the 5 trial blocks consisted of 168 trials,
140 trials corresponding to seven vowels from each of 20
children in a single age group plus 28 repetition trials.

2. Reliability

In order to determine the test–retest reliability, one syl-
lable per speaker was chosen at random for each of the seven
vowel sounds within each speaker age group for a total of
560 (80 speakers37 vowels) reliability tokens for each lis-
tener. Kappa~Cohen, 1969; Fleiss, 1981! was used to deter-
mine the chance-corrected reliability of the gender ratings for
the two presentations of the same stimuli for the listeners
within each trial block. Two categories were used in this
analysis. A rating of ‘‘1,’’ ‘‘2,’’ or ‘‘3’’ was considered as
‘‘female sounding,’’ and a rating of ‘‘4,’’ ‘‘5,’’ or ‘‘6’’ was
considered as ‘‘male sounding.’’ The kappa value was 0.64,
which according to Fleiss~1981! reflects good agreement.

B. Results and discussion

1. Gender ratings

Previous data suggested that female listeners were better
than male listeners in determining gender from children’s
speech and voice~Ingrisanoet al., 1980!. Preliminary analy-
ses of the data in which ratings were collapsed categorically
as female~‘‘1,’’ ‘‘2,’’ ‘‘3’’ ! and male~‘‘4,’’ ‘‘5,’’ ‘‘6’’ !

indicated no differences in the rating responses by listener
gender. Thus, listener gender was excluded as a variable in
further analyses.

Based on the six-point gender rating scale, listeners’
mean ratings are shown in Fig. 4. In a Speaker Age (4)
3Speaker Gender (2)3Vowel ~7! repeated measures analy-
sis of variance, there were main effects of speaker age
@F(3,57)58.70; p,0.001#, speaker gender @F(1,19)
5683.69; p,0.0001#, and vowel @F(6,114)557.88; p
,0.0001#, and a significant speaker age3speaker gender
@F(3,57)5328.61; p,0.0001# interaction.3 As illustrated,
gender ratings were significantly different between boys’ and
girls’ speech and voice within each age group~Tukey HSD,
p,0.05!. However, the gender ratings were clearly more
similar at the three younger speaker ages than at 16 years.

To obtain an overall measure of whether gender was
rated appropriately, the six-point rating scale was collapsed
into a dichotomous scale, where 1, 2, or 3 was ‘‘female’’ and
4, 5, or 6 was ‘‘male.’’ The rating of each utterance by each
listener was then scored as correct or not, based on whether
the collapsed rating corresponded to the gender of the
speaker. The percentages of utterances rated for which a cor-
rect gender rating was made were as follows: 4-year-olds
~boys 67%, girls 62%!; 8-year olds~boys 74%, girls 56%!;
12-year-olds~boys 82%, girls 56%!; and 16-year olds~boys
99.7%, girls 95%!. Each of these percentages was based on
7,000 ratings, so that even the modest values of 56% for the
8- and 12-year-old girls exceeded the 50% chance level ac-
cording to binomial tests. Nevertheless, listeners were better
able to assign a correct gender to utterances spoken by boys
than by girls in the 4-, 8-, and 12-year age groups.

Listeners in this study responded to CVC syllables based
on a six-point gender rating scale. Overall, results indicated
that listeners were able to rate vocalizations as either male of
female sounding, even for the youngest children. Similarly,
Weinberg and Bennett~1971! reported an identification rate
of 78% for boys and 71% for girls in 5- and 6-year olds.
Ingrisanoet al. ~1980! reported a gender identification rate of
71% for 4- and 5-year olds, and Bennett and Weinberg
~1979! reported an identification rate of approximately 65%

FIG. 4. Mean gender ratings~15girl; 65boy! for 4-, 8-, 12-, and 16-year-
old speakers. Error bars show61 standard error.
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for 6- and 7-year olds. Overall, listeners in this study cor-
rectly identified the speaker gender of 74% of the utterances
averaged across the four age groups. This is comparable to
the 81% identification rate reported by Sachset al. ~1973!
for children between 4 and 14 years of age. Differences in
gender identification between the current study and previous
research may be due to the kind of speech material that was
used. The current research used the CVC syllable, whereas
all previous studies employed sentences. The sentence mate-
rial may have contained additional prosodic cues to gender
identification.

2. Relationship between voice Õspeech characteristics
and gender ratings

To investigate the relationship between acoustic mea-
sures and gender ratings, simple correlations were per-
formed. Table II shows the simple correlation coefficients
between the average listener gender rating across all utter-
ances for each child speaker, andf 0 , F1, F2, andF3. Note
that a negative correlation means that a higher frequency was
associated with ‘‘girl-ness’’~since the gender rating scale
had lower values for girls and higher values for boys!. This
table suggests that listeners gave considerable emphasis to
F3 for the 4-year olds, to all three formants for the 8- and
12-year olds, and tof 0 as well as all the formants for the
16-year olds.

It has been shown thatf 0 provides the most salient cue
to gender perception from the voices of adults~e.g., Cole-
man, 1971, 1973; Lass, Hughes, Bowyer, Waters, and
Bourne, 1976; Schwartz, 1968!. However, even in the ab-
sence off 0 , listeners are able to make correct gender iden-
tifications from adults’ speech~e.g., Lass et al., 1976;
Schwartz, 1968!. As for children’s voices, this study as well
as others~e.g., Bennett, 1983; Bennett and Weinberg, 1979;
Busby and Plant, 1995; Kent, 1976; Weinberg and Bennett,
1971! indicate that there is little or no difference inf 0 be-
tween boys and girls under the age of 12. Sincef 0 probably
does not play a large role in the determination of gender
from children’s voices in the four to 12 year age range, the
contribution of vocal tract resonance characteristics to gen-
der identification appears important.

IV. GENERAL DISCUSSION

The main objective of this study was to examine chil-
dren’s acoustic characteristics that account for listeners’ abil-
ity to identify gender from the voice and speech. To accom-
plish this, vocal recordings of 4-, 8-, 12-, and 16-year-old
boys and girls were made, and acoustic analyses of these

recordings were performed. These speech tokens were then
used in a gender perceptual rating task. Results from these
acoustic and perceptual experiments have provided informa-
tion about the developmental bases for listeners’ ability to
identify gender from speech and voice.

A. Acoustic correlates of gender

Adult listeners were able to determine gender from the
speech and voice of children as young as four years of age.
Sincef 0 is very similar for young girls and boys between 4-
and 12-years-old, it is unlikely that this property was utilized
by the listeners. Instead, listeners must have attended to other
acoustic correlates of gender such as formant frequencies.

The average formant frequency~F1, F2, F3! functions
revealed consistently lower values for boys than girls. Vocal
tract length is one determinant of formant frequencies. Sev-
eral anatomical studies have provided support for gender dif-
ferences in vocal tract length. Fant~1973! found differences
in both oral and pharyngeal dimensions for male female vo-
cal tracts, but the distinction was largest for the pharynx. In
a cephalometric study, King~1952! found that the pharyn-
geal portion extending from the hard palate to the hyoid bone
was longer for boys than girls ranging from one to 16 years.
The difference in vocal tract length values for boys and girls
ranged from 2% to 13%, with the smaller value for the
1-year olds and the larger value for the 16-year olds. Based
on these anatomical data, it would be predicted that differ-
ences in formant frequencies of boys and girls would in-
crease as a function of age. The results of the current study
clearly support this prediction. AcrossF1, F2, andF3, gen-
der differences were greatest for the 16-year-old group and
smallest for the 4-year-old group.

The computation of K factors in this study revealed that
the percentage of differences between boys and girls inF1,
F2, and F3 values within each age group remained very
similar, and these formant frequencies were lower for the
boys than for the girls. Busby and Plant~1955! also showed
that vowel formant frequencies were consistently lower for
boys than girls, and thatF1, F2, andF3 decreased in value
with age. The formant frequency K factors were computed as
an average across vowel contexts. An examination of spe-
cific vowels showed that for 8-, 12-, and 16-year olds, aver-
age formant frequencies were always lower for boys than
girls. Previous studies employing K-factor analyses of adult
formant frequencies have shown that sexual distinctions are
vowel and formant dependent~Fant, 1973!. For example,
Fant determined that male/female differences were largest
for F2 andF3 of the front vowels, andF1 of @{#. These
differences were smaller forF1 and F2 of back vowels.
Thus, certain vowels may have a larger impact of gender
differentiation than other vowels.

One obvious implication of the current findings showing
lower vocal tract resonances for young boys than girls is that
sexual differences exist in vocal tract length. Although direct
estimates of vocal tract size are difficult to obtain for chil-
dren, at least one previous study estimated more gross mea-
sures of vocal tract dimensions~Bennett, 1981!. Bennett
measured standing height, sitting height, weight, and neck
circumference in 7- to 8-year-old boys and girls. Simple cor-

TABLE II. Simple correlations betweenf 0 , F1, F2, F3 and listener gender
ratings for 4-, 8-, 12-, and 16-year-old boys and girls.

Age
group f 0 F1 F2 F3

4 years 20.60a 20.47 20.33 20.82a

8 years 20.52a 20.81a 20.84a 20.86a

12 years 20.56a 20.89a 20.78a 20.83a

16 years 20.98a 20.96a 20.95a 20.90a

ap,0.05.
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relations between each of the measures of body size and the
various vowel formants revealed that 93% of these correla-
tions were significant. All of the correlations were negative,
indicating that an increase in a physical dimension was as-
sociated with a decrease in formant frequency. These same
physical dimensions were measured in the current study for a
population of children similar in age. The majority of the
correlations were negative, and the correlations for body
weight were in the same range as those reported by Bennett.
Moreover, these findings are consistent with the K-factor
analyses revealing that the average formant frequency differ-
ence between 7- to 8-year-old boys and girls was 10% and
9% for the Bennett and current studies, respectively. Thus,
the acoustic analyses and measures of gross vocal tract di-
mensions were comparable across studies.

In a recent study~Tecumseh Fitch and Giedd, 1999!,
magnetic resonance imaging~MRI! was used to quantify the
vocal tract morphology of subjects between 2 and 25 years
of age. The MRI results revealed positive correlations be-
tween vocal tract length and either body height or weight. As
illustrated in Fig. 3 of the current study, the relationship
between body weight and formant frequency change was
similar for boys and girls. Thus, an increase in weight re-
sulted in lower formant frequencies for both boys and girls.
Although it would be reasonable to predict that vocal tract
length contributed to lower formant frequencies of boys
compared to girls at a given age level in the current research,
the MRI data only partially support this prediction. Tecum-
seh Fitch and Giedd found that vocal tract length was sig-
nificantly longer in boys than girls after 10 years of age.
These findings indicate that vocal tract length contributes to
differences in formant frequencies between boys and girls
after age 10. However, the results also suggest that formant
frequency differences between boys and girls before age 10
come from anatomical and/or articulatory sources other than
vocal tract length.

B. Perceptual correlates of gender

It is plausible that listeners in this study based their gen-
der rating of the younger children on information from vowel
formant frequencies. The third formant values accounted for
the highest percentage of the total variance in listener rating
behavior for the 4- and 8-year olds, whileF1 accounted for
the highest percentage of the total variance in listener rating
behavior for the 12-year olds. Across all age groups, boys
tended to have lower vowel formant frequencies than girls.
Bennett and Weinberg~1979! and Ingrisanoet al. ~1980!
found similar results for 4- to 7-year olds. We conclude that
vowel formant frequencies most likely played a primary role
in listener rating behavior of the younger children.

It is generally assumed that the perception of gender
from speech and voice is dependent upon several acoustic
correlates of sound such asf 0 and formant frequencies~Mul-
lennix et al., 1995!. Even though gender is characterized by
various acoustic properties, our perceptual system is able to
adapt to and compensate for different types of acoustic in-
formation~e.g., in the absence off 0!, which provide cues as
to speaker gender. In a series of experiments, Mullennix
et al. ~1995! investigated the perceptual representation of

gender from the voice. In one experiment, listeners were pre-
sented synthetic vowel sounds designed to range from male
to female voices and were asked to rate each stimulus on a
six-point scale similar to the one used in the current study.
There was a gradual identification function between male
and female voices, as well as good discrimination between
voices within each gender category. They concluded that the
perceptual representation of gender from the voice is audi-
tory based, not categorical. Though the current study did not
directly examine the perceptual mode~i.e., categorical versus
auditory perception! for identifying gender from speech and
voice, the results indicate that listeners were attending to
various f 0 and formant acoustic cues in order to make their
gender ratings.

Since the focus of the current research was on the role of
formant frequencies andf 0 in gender identification, a CVC
production unit was used to minimize other prosodic cues to
gender. However, gender-specific prosodic differences have
been shown to provide listeners with cues as to speaker gen-
der ~e.g., Spencer, 1988; Wolfeet al., 1990!. For example,
typical female speech patterns generally show greater tonal
variability ~i.e., more upward intonations! than male speech
patterns~Crystal, 1975!. Wolfe et al. ~1990! found when lis-
teners were presented voices with similarf 0 ranges, they
tended to identify voices that were less monotonous~i.e.,
more f 0 variability! as female sounding. There is a strong
possibility that the results from several studies that examined
the gender perception of children’s speech were influenced
by this type of prosodic effect, because listener responses
were based on sentence stimuli~e.g., Bennett and Weinberg,
1979; Ingrisanoet al., 1980!. Nevertheless, it is unlikely that
prosodic effects influenced listener ratings in the current
study. The CVC syllables in this study were of very short
duration~mean duration was 200 ms!, and stressed with typi-
cal rhythmic and intonational patterns.

V. CONCLUSIONS

In the present study we showed clear gender differences
in both children’s vowel productions, and adults’ perception
of children’s speech and voice. The acoustic as well as the
perceptual data from this study clarify the role off 0 and
formant frequency properties in the production and percep-
tual differentiation of gender across a large age range of
child speakers. Moreover, the current research also provides
directions for future research. Although a number of produc-
tion studies, including the present, have examined the role of
f 0 and formant frequency in gender identification, there is a
need for research on the role of voice quality and particularly
breathiness in sex differentiation. In the perception of gen-
der, future research should examine the contribution of the
auditory mode of perception through appropriate discrimina-
tion conditions of sound continua. As in the current research,
the inclusion of a rating scale in conjunction with the dis-
crimination paradigm may provide additional information on
the mode of gender identification~Mullennix et al., 1995!.
Further perceptual studies should examine variations in
prosody as cues to gender perception.

The conclusions supported by the results of this research
are as follows.
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~1! Vowel formant frequencies differentiate gender for very
young children, whereas formant frequencies andf 0 dif-
ferentiate gender after 12 years of age.

~2! Adults can perceive the gender of children as young as
four years of age, and the magnitude of the difference
between boy and girl perceptual ratings is large by age
16. Adults’ perception of gender from children’s speech
and voice is strongly related to formant frequencies for
children aged 4 to 12 years, whereasf 0 plays a key role
by 16 years.
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The present study examined the benefits of providing amplified speech to the low- and
mid-frequency regions of listeners with various degrees of sensorineural hearing loss. Nonsense
syllables were low-pass filtered at various cutoff frequencies and consonant recognition was
measured as the bandwidth of the signal was increased. In addition, error patterns were analyzed to
determine the types of speech cues that were, or were not, transmitted to the listeners. For speech
frequencies of 2800 Hz and below, a positive benefit of amplified speech was observed in every
case, although the benefit provided was very often less than that observed in normal-hearing
listeners who received the same increase in speech audibility. There was no dependence of this
benefit upon the degree of hearing loss. Error patterns suggested that the primary difficulty that
hearing-impaired individuals have in using amplified speech is due to their poor ability to perceive
the place of articulation of consonants, followed by a reduced ability to perceive manner
information. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1371757#

PACS numbers: 43.71.Ky, 43.66.Sr, 43.66.Ts@KRK#

I. INTRODUCTION

Sensorineural hearing loss is often accompanied by re-
duced understanding of speech. Elevated sensitivity thresh-
olds, leading to the inaudibility of conversational speech, is a
major contributing factor. Numerous investigators have dem-
onstrated that speech recognition for persons with mild to
moderate hearing loss is often the same as that of normal-
hearing listeners for equivalent amounts of audible speech
information ~e.g., Dubnoet al., 1989; Humeset al., 1986;
Kamm et al., 1985; Zurek and Delhorne, 1987!. Restoring
speech audibility, usually accomplished by hearing aid am-
plification, is the most common form of rehabilitation for
persons with sensorineural hearing loss.

On the other hand, evidence exists that reduced audibil-
ity is not the only factor contributing to speech recognition
deficits in persons with sensorineural hearing loss. For listen-
ers with more severe hearing loss, providing equivalent
speech information at suprathreshold levels to both normal-
hearing and hearing-impaired listeners often results in poorer
speech understanding for the impaired listeners~e.g., Kamm
et al., 1985; Pavlovic, 1984; Chinget al., 1998; Hogan and
Turner, 1998; Turner and Cummings, 1999!. Specifically,
these studies demonstrated that when the hearing loss is
more severe~greater than 50–80 dB HL! in the higher fre-
quencies, the benefits of audible speech were, on average,
negligible. In fact, for some patients, adding audible speech
to regions of severe high-frequency hearing loss sometimes
produced decreases in speech scores~Rankovic, 1991; Ching
et al., 1998; Hogan and Turner, 1998!. Thus it may not al-
ways be beneficial to amplify certain frequency regions of
speech for some patients.

For the most part, the above studies looked at listeners

who exhibited substantial amounts of sensorineural hearing
loss only in the higher frequencies. For example, the Hogan
and Turner~1998! study employed only one listener with
greater than 50 dB of hearing loss below 1000 Hz. Turner
and Cummings~1999! showed data from one listener with a
severe low-frequency hearing loss who did receive benefit
from low-frequency amplification. Data from these two stud-
ies do not provide much information regarding the benefits
of amplifying low-frequency speech information and its pos-
sible relation to the degree of hearing loss. The Chinget al.
~1998! study is a notable exception to this pattern. In their
study, a large proportion of the subjects had substantial hear-
ing losses for frequencies less than 1500 Hz. In their data
analysis, providing audible speech information to frequency
regions of 1500 Hz and below resulted in improvements in
speech recognition for the majority of subjects; however,
some subjects did show zero or negative changes in speech
scores when audible speech was provided to low-frequency
regions. There was, on average, no obvious effect of the
degree of hearing loss upon the benefit of audible low-
frequency speech. Their work suggests that the benefits of
audible speech are linked more closely to the degree of hear-
ing loss in the higher frequencies than in the lower frequen-
cies. The present study was undertaken in part to further
investigate if the degree of hearing loss is an important factor
in whether or not there is a benefit in providing audible
speech to lower-frequency regions of hearing loss.

Why might there be differences between the benefits
provided to low- versus high-frequency regions of the speech
signal in terms of their dependence upon degree of hearing
loss might arise? One might hypothesize that the types of
speech cues located in the high versus low frequencies are
different, and therefore might be differentially affected by
cochlear damage. For example, place of articulation cues,
which are usually located in the higher-frequency regions
and tend to be signaled by the specific frequency spectrum of

a!Author to whom correspondence should be addressed. Electronic mail:
christopher-turner@uiowa.edu
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the speech signal, may not be transmitted effectively by a
cochlea containing regions of substantial inner hair cell loss.
In contrast, cues for the presence or absence of voicing,
which presumably are encoded by amplitude variations com-
mon across large regions of the speech spectrum, may not be
affected by regions of inner hair cell loss as long as some
intact inner hair cells remain.

The present study was designed to provide additional
data on the benefits of low-frequency speech audibility for
listeners with sensorineural hearing loss in that frequency
region. This was accomplished by specifically selecting sub-
jects with a wide range of hearing losses in the lower fre-
quencies. Listeners’ error patterns were also analyzed to de-
termine if the perception of some speech features are more
affected than others by the degree of hearing loss. Specifi-
cally, the present study asks the following questions.

~1! Does the benefit of providing audible speech information
below 2800 Hz to listeners with sensorineural hearing
loss depend upon the degree of hearing loss in those
frequency regions? If so, are there situations where pro-
viding audible low-frequency speech information is not
beneficial?

~2! When speech is made audible, are the perception of cer-
tain features of speech more affected than others by the
degree of sensorineural hearing loss?

II. METHODS

A. Subjects

Eighteen subjects participated in the present study. Five
females with a mean age of 24 years~ranging from 23 to 27
years! had hearing within normal limits with pure tone
thresholds better than 20 dB HL@re: ANSI ~1996!# for the
octave frequencies from 125 to 8000 Hz. Thirteen hearing-
impaired listeners~nine females and four males! also partici-
pated; their mean age was 65 years~ranging from 53 to 80
years!. Subjects were selected in order to achieve a range of
hearing losses in the low-frequency region. Although the ma-
jority of subjects had pure-tone thresholds poorer than 20 dB
HL for the frequencies of 1000 Hz and below, a few indi-
viduals were included who had thresholds better than 20 dB
HL at some of these lower frequencies. Figure 1 depicts the
individual audiograms of the subjects with hearing impair-
ment and the average hearing thresholds of the subjects with
normal hearing. The hearing-impaired listeners’ threshold
curves are divided into two groups~open squares versus
filled circles! based upon whether their pure-tone average
amount of hearing loss~PTA! for 0.5, 1.0 and 2.0 kHz was
better or worse than 40 dB HL, respectively.

B. Stimuli

For purposes of articulation index calculations, pure-
tone thresholds were measured at the center frequency of
one-third octaves from 250 to 5000 Hz, with 1000 Hz tested
twice for reliability purposes. Test tones were 500 ms in
duration with 25-ms rise/fall times. All testing was done in a
sound booth using Sennheiser HD 25-SP circumaural head-
phones. All sound levels reported in these experiments are

referenced to the levels developed by these headphones in
the NBS-9A coupler. Participants were tested using the same
ear throughout the experiment.

The 12 lists of the Nonsense Syllable Test~NST, UCLA
version! were used to obtain measures of consonant recogni-
tion. These speech materials consist of six consonant-vowel
~CV! lists and six vowel-consonant~VC! lists. Each list con-
sisted of target consonants paired with a vowel which re-
mained fixed throughout the list~either /u/, /i/, or /a/!. Half
the lists were spoken by a male talker and the other half by a
female talker. The consonant phonemes used were /b/, /t/,
/d/, /c/, /z/, /f/, /g/, /k/, /l/, /m/, /h/, /n/, /p/, /r/, /s/, /b/, /Ö/, /Z/,
/v/, /w/, /y/, and /z/. These speech materials were identical to
those used in the Hogan and Turner~1998! study. One hun-
dred randomly chosen stimuli were presented for each list.

The speech stimuli were stored in a digital form on a
Power Macintosh 9500/150 computer after being transferred
from a DAT recording. The stimuli were presented through a
16-bit, digital-to-analog converter~AudioMedia III, DigiDe-
sign, Inc.! at a sampling rate of 44.1 kHz. The speech mate-
rials were presented using either unshaped or high-pass em-
phasis shaping~with an Altec-Lansing spectrum shaper!,
depending upon each subject’s degree and configuration of
hearing loss. The high-pass shaping provided approximately
20 dB of gain for frequencies above 1000 Hz. The subject
was allowed to choose whether or not they desired the high-
pass shaping and also to choose their presentation level in
initial practice sessions listening to the NST materials in a
broadband condition The experimenter instructed the subject
to choose the speech level that ‘‘provided the most informa-
tion about the speech sounds yet was not uncomfortably
loud.’’ The chosen settings and levels were then used
throughout the study for that subject. For the actual data
collection portion of the experiment, the speech materials
were low-pass filtered with the cutoff frequencies of 560,
700, 900, 1120, 1400, 1800, 2250, or 2800 Hz. The filter
slopes were measured at approximately 30 dB/oct. For each

FIG. 1. The pure-tone detection thresholds at one-third octave test frequen-
cies for the hearing-impaired listeners in this study. The heavy, solid line
represents laboratory norms for a group of young, normal-hearing listeners.
The lighter lines with symbols each represent one of the hearing-impaired
individuals. Open squares represent subjects with pure-tone averages at 0.5,
1.0 and 2.0 kHz less than 40 dB HL, and the filled circles represent those
subjects with PTA greater than 40 dB HL.
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subject across the various filtering conditions, the levels of
speech for frequency bands below the filter cutoff frequency
remained the same as they were in the subject’s chosen
broadband settings.

C. Procedures

Pure tone stimuli for threshold testing were generated
using a Power Macintosh 9500/150 computer and attenuated
by a Tucker-Davis Programmable attenuator~model PATT!.
Each subject’s air conduction thresholds were obtained in a
one-up, two-down, four-alternative forced-choice method,
with threshold defined as the 70.7% point in the psychomet-
ric function for each subject, using 2-dB steps.

At their first visit, subjects were trained to associate the
different phonemes with specific response buttons and live-
voice examples were given to demonstrate any they had dif-
ficulty identifying. After this introduction, subjects partici-
pated in the computer-controlled NST recognition procedure.
Subjects were instructed to respond following each stimulus
presentation by pushing the button labeled with the correct
phoneme. The subjects were instructed to guess if they were
unsure at any time of an answer. Feedback in the form of a
correct-answer light located above the button labels was pro-
vided for these first practice runs. Each run consisted of 100
randomly chosen syllables~phoneme/vowel combination! of
a particular list. Data collection was begun once the subject
was able to perform consistently on the broadband speech
testing ~recognition scores grouped within 10 percentage
points of each other on three consecutive 100-item runs!.
Final data for each condition for each subject consisted of 12
runs of 100 trials each, corresponding to the 12 lists of the
NST materials. No trial-by-trial feedback was provided to
the subject during the actual data collection, however sub-
jects were informed of their score on each list if they were
interested.

For the subjects with normal hearing, the speech recog-
nition material was administered at 70 dB SPL~for the
broadband condition!, without any spectrum shaping, at eight
low-pass cutoff frequencies, and also in the broadband con-
dition. For the subjects with hearing loss, presentation level
and the choice whether or not to use the spectrum shaper was
individually determined for each listener, as described ear-
lier. These levels ranged from 85 to 110 dB SPL across
hearing-impaired listeners. A complete set of data for each
listener consisted of all 12 lists at all of the filter cutoff
frequency conditions. The order of filter cutoff conditions
was randomized separately for all listeners with the excep-
tion that the practice testing was first administered at the
broadband setting to familiarize the subjects with the speech
materials.

III. RESULTS

A. Data analysis

Both the original articulation index, or AI~ANSI, 1969!,
and the revision of the AI method, known as the speech
intelligibility index, or SII ~ANSI, R1997!, were used to
quantify the audible speech information available to each
subject for the various filter settings. These calculations take

into account the subject’s hearing loss and the level at which
the speech signal was presented, along with the importance
of speech information in each frequency band, giving a value
ranging from 0.0 to 1.0 for each experimental condition for
each subject, which represents the proportion of speech in-
formation~the AI or SII! available to the listener. Frequency-
importance functions specifically measured for our record-
ings of the NST speech materials were provided by the
UCLA group. In our application of the SII, we used speech
dynamic ranges of112 and218 dBre: long-term rms level
of the speech to make the two methods equivalent except for
the high-presentation level corrections. The original AI pro-
cedure makes no corrections for overall speech presentation
level, whereas the newer SII ‘‘corrects’’ the calculated SII
value for the reduced speech information available at higher
presentation levels. Thus comparing the results of the data
analyzed using the original AI versus the newer SII proce-
dures allows us to estimate the contributions of high presen-
tation levels to the performance of the hearing-impaired lis-
teners separate from the effects of cochlear damage in those
listeners.

Data were further analyzed using FIX, a ‘‘SINFA’’
Analysis Suite~Department of Phonetics and Linguistics,
University College of London!. SINFA, or ‘‘Sequential In-
formation Analysis,’’ determines the relative amount of in-
formation transferred to the listener based upon phoneme
error patterns~Wang and Bilger, 1973!. The analysis sepa-
rates the features of speech, such that manner, voicing, and
place are given individual values. The 12 files for each filter
cutoff frequency for each subject were collapsed into a con-
fusion matrix, then analyzed for the relative transmitted in-
formation ~RTI! for place, voicing, and manner. RTI is a
number between 0.0 and 1.0 that represents the proportion of
information transmitted for each distinctive feature. In this
analysis, the order of feature analysis was held fixed for
voicing, manner, followed by place.

B. Normal-hearing listeners

All normal-hearing listeners scored 95% or above for
the broadband condition. Their recognition scores decreased
as the higher frequency regions of speech were removed by
decreasing the low-pass filter cutoff. Recognition scores in
each condition for each normal-hearing subject were trans-
formed to rationalized arcsin units~RAU, Studebaker, 1985!
to normalize the variance of the speech scores, and were
plotted as a function of the degree of audible speech infor-
mation ~AI or SII!. These data were then fit with a second-
order polynomial curve which then served as a comparison
for the hearing-impaired listeners. The second-order polyno-
mial was chosen as the simplest curve fit that allowed for the
possibility of fitting hearing-impaired data that may show a
‘‘rollover’’ as speech audibility was increased@as was found
in the previous work of Hogan and Turner~1998! and Ching
et al. ~1998!#. Ninety-five percent confidence intervals about
this average curve were calculated based upon the residuals
of the curve fit. In Fig. 2, the average normal articulation
function and its associated confidence intervals are shown by
the heavy solid line~without symbols! and the surrounding
lighter solid lines, respectively. As one moves from left to
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right along the fitted function, the low-pass frequency cutoff
of the speech was increased. The normal data and curve fits
of the present study were similar to, but slightly different
from, the normal-hearing articulation function published in
Hogan and Turner~1998!, even though that study used the
same speech materials. We speculate that these differences
most likely arose from~1! the use of different normal subject
populations and~2! the fact that the present data were col-
lected using different~lower-frequency! filter cutoffs than
the previous study.

C. Hearing-impaired listeners

In Fig. 2 the articulation functions obtained under the
various filtering conditions are displayed for the individual
hearing-impaired listeners~data also transformed into RAU!.
The two symbol types represent the two general groupings of
subject’s as in Fig. 1; those with pure-tone average better
than 40 dB HL are shown by open squares, those poorer than
that by filled circles. As a group, the hearing-impaired listen-
ers performed somewhat more poorly than the normals for
equivalent degrees of audible speech information, however a
large number of the data points~70 out of 117! fell within
the 95%-confidence intervals of the normal curve. In particu-
lar, for the leftmost points on each hearing-impaired listen-
er’s data~representing the conditions of speech low-pass fil-
tered at 560, 700, and 900 Hz!, the scores lie almost entirely
within the range of normally predicted performance. This
may be a ‘‘floor’’ effect, in that neither the normal-hearing
or the hearing-impaired listeners performed well for these
conditions. When the presented speech included the higher
frequencies~the rightmost data points!, the performances of
the individual hearing-impaired listeners were overwhelm-
ingly located below the normal range. However, it is not
possible to clearly separate the effects of speech-band fre-

quency from the confounding factor of the degree of hearing
loss from this figure, due to the fact that most of the subjects
had greater amounts of hearing loss at the higher frequencies
than at the lows.

In order to examine the question of whether adding low-
frequency audible speech is beneficial or not for a hearing-
impaired listener, and if this depends upon the degree of
hearing loss, the data for the hearing-impaired listeners were
analyzed in terms of the ‘‘efficiency’’ of adding each fre-
quency increment of the speech range. Efficiency is defined
as the ratio of improvement in a speech score resulting from
providing an increment in audible speech for an individual as
compared to providing an equivalent increment in audible
speech to normal-hearing listeners. This same measure was
used in the Hogan and Turner~1998! paper in looking at the
higher-frequency regions of speech. Figure 3 gives an ex-
ample of a typical calculation of the efficiency for one
hearing-impaired listener. For each listener with hearing loss,
a second-order polynomial curve was fitted to their articula-
tion function data. For each frequency increment of audible
speech information~AI ! added for a hearing-impaired sub-
ject, an equal increment in AI corresponding to the same
point on the articulation function was chosen on the average
function for the normal-hearing subjects. The increase in
score from the fitted curve for the hearing-impaired subject
was divided by the corresponding increase in the normal-
hearing fitted curve to yield the efficiency measure. An effi-
ciency of 1.0 means that the patient received the same benefit
of an increment of audible speech information as a normal-
hearing listener, whereas an efficiency of 0.0 means no ben-
efit was received.

Since the pure-tone threshold was known for each lis-
tener at the center frequency of each speech frequency incre-
ment added as the filter cutoff was raised, it is possible to
associate each calculated efficiency with a degree of hearing
loss, as was done in the Hogan and Turner~1998! paper. A
similar analysis, using a related ‘‘proficiency’’ factor as a

FIG. 2. Articulation functions for the individual hearing-impaired listeners.
The speech recognition scores in rationalized arcsin units~RAU! are plotted
as a function of the articulation index~ANSI, 1969! for each listening con-
dition. The heavy solid line depicts the fitted curve~see text! to the average
performance for the normal-hearing listeners, and the two surrounding
lighter solid lines show the 95%-confidence intervals for the normal perfor-
mance. The individual hearing-impaired data are shown by the lines with
symbols. As in Fig. 1, the open squares represent subjects with PTA less
than 40 dB HL, and the filled circles represent subjects with PTA greater
than 40 dB HL.

FIG. 3. An example of the method used for calculation of the efficiency
measure for one hearing-impaired subject at one listening condition. The
increase in speech recognition~predicted by the curve fit! for the hearing-
impaired listener for a given increase in speech audibility~AI ! is divided by
the corresponding increase in score predicted by a curve fit to the normal-
hearing data for an equivalent increase in audible speech information.
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function of degree of hearing loss, was used in the Ching
et al. ~1998! study. The degree of hearing loss was calculated
from the individual hearing-impaired subjects’ pure-tone
thresholds as compared to our laboratory norms for the one-
third octave test frequencies, which were based upon a group
of young, normal-hearing individuals. For all filter cutoff
frequencies of 2800 Hz and below, these data are displayed
in Fig. 4. One should keep in mind that since the low-pass
filter slopes in this experiment were not infinite, when speech
was low-pass filtered with a stated filter cutoff, some speech
information from the next few higher one-third octave bands
was often also audible to the listener. Thus the ‘‘effective’’
cutoff frequency for the low-pass speech was somewhat
higher than the nominal cutoff frequency used in each con-
dition. This ‘‘effective’’ cutoff frequency depended upon the
subject’s hearing thresholds and also upon the presentation
level of the speech, but in all cases additional audible infor-
mation was calculated to be present in only one or two one-
third-octave bands above the nominal cutoff frequency. In
Fig. 4, the efficiencies were calculated using the ANSI
~1969! standards for calculation of the AI, meaning that the
higher presentation levels for speech for the hearing-
impaired listeners will contribute to the calculated efficiency.
Since hearing-impaired individuals have no choice but to
listen to speech at higher presentation levels, this analysis
depicts the benefit that they might expect listening to ampli-
fied speech.

Figure 4 shows that for hearing losses up to approxi-
mately 75 dB HL, and for speech information at approxi-
mately 2800 Hz and below, all efficiencies were positive.
However, many efficiency values for the hearing-loss sub-
jects were less than 1.0, indicating that they did not receive
full benefit from audible speech. There was no relation be-
tween the degree of hearing loss and the efficiency when the
data were collapsed across all frequencies. A linear regres-
sion line fit to the data yielded a slightly positive slope, how-
ever the correlation coefficient ofr 50.13 was not significant

(p.0.05). While the average efficiency was less than 1.0,
and there was considerable scatter in the data, it is still the
case that providing amplified, audible speech for the lower-
frequency regions of the spectrum was beneficial in every
case.

In Fig. 5, the efficiencies from Fig. 4 are plotted sepa-
rately by frequency, corresponding to the center frequencies
of the added speech bands for six of the filter cutoff frequen-
cies. The seventh condition~1000 Hz center frequency! was
omitted from this figure to conserve space; however the
1000-Hz data was very similar to the data shown in the six
panels of Fig. 5. Linear regression lines are fit to each of
these data subsets, and a slight positive slope was found in
six of the seven cases. None of the correlations were signifi-
cant (p,0.05), with correlation coefficients ranging from
r 520.02 tor 50.29. With the limited number of data points
in each panel, these slope estimates are, however, not par-
ticularly reliable. The general pattern of results in the panels
of Fig. 5 is similar across frequency; in each case, the effi-
ciency is greater than zero, and there is no tendency for the
benefits of amplification at these lower frequencies to de-
crease as a function of degree of hearing loss.

In Fig. 6, the efficiencies across all frequencies@as cal-
culated using the newer SII standards~ANSI, R1997!# are
plotted. In these calculations, the SII contains a correction
for ‘‘loud’’ speech levels, resulting in an estimate of the
benefit of audible speech that would be obtained if the
speech could have been presented audibly to the hearing-
impaired listeners at lower sound levels. If these ‘‘loud
speech’’ corrections are accurate, then any deficits in speech
recognition for our hearing-impaired patients seen in this fig-
ure would be due to the damage to the auditory system ac-
companying sensorineural hearing loss, without a negative
contribution from ‘‘loud speech.’’ By comparing the pattern
of results in Fig. 4 with those of Fig. 6, we can estimate the
contribution of ‘‘loud’’ speech to amplification benefit for
these lower frequencies. There is a slight tendency for some
of the efficiencies to be higher when corrected for loud
speech; however, the important trends of the data remain
unchanged. There are no negative efficiencies when they are
calculated using the older AI or the newer SII standards. In
Fig. 6, there is also no significant correlation between the
amount of benefit provided by audible speech and the degree
of hearing loss for frequencies of approximately 2800 Hz
and below (r 520.18; p,0.5!. As in Figs. 4 and 5, the
amount of benefit provided by making speech information
audible to the hearing-loss listeners was often less than that
obtained by providing a similar increment in audible speech
information to normal-hearing listeners.

D. Distinctive features of speech

In order to determine what types of speech cues are
transmitted most effectively to listeners with sensorineural
hearing loss when they are provided with audible speech, the
relative transmitted information~RTI! was calculated for
each condition and each listener for the features of voicing,
manner, and place. For each calculation of RTI, the degree of
audible speech information~AI ! was also calculated@using
the older, ANSI~1969! standards#. One caution is that the AI

FIG. 4. The efficiency of adding audible speech for each hearing-impaired
listener and each listening condition plotted as a function of the degree of
hearing loss at the center frequency of the upper band of speech frequencies
added in that condition. The efficiency measures in this figure are based
upon calculation using the older ANSI~1969! method, in which higher
presentation levels of speech are not accounted for. The fitted line is a linear
regression fit to the data.
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and its frequency-importance functions were not specifically
designed to be used with feature analysis data; Duggirala
et al. ~1988! showed that the frequency-importance functions
for several of the distinctive features of speech were different
from frequency-importance functions based upon overall
recognition score. However, the present calculations provide
a reasonable first approximation of speech audibility for this
comparison. In particular, the same AI procedures are used
for the normal-hearing and the hearing-impaired listeners.

In Fig. 7, the RTI for voicing information is plotted as a
function of AI for the group normal data as well as for the
individual hearing-impaired listeners. The average normal
data are indicated by the heavy solid line, and the 95%-
confidence intervals are indicated by the lighter surrounding
solid lines. The hearing-impaired individuals’ data are shown
by the individual lines with symbols. Figure 7 shows that
considerable voicing information is available to normal-
hearing listeners when only the lowest frequency portions of
speech are presented~left side of the heavy solid lines!. As
the frequency cutoff of the low-pass filter was increased,
very little increase in voicing information is even possible.
The hearing-impaired listeners, as a group, performed
slightly poorer than the normal group for the lower values of
AI, and increasing speech audibility by providing higher-
frequency speech information provided only small gains in
the perception of voicing. The present results suggest that

most individuals with sensorineural hearing loss have a small
deficit in the perception of voicing even when speech infor-
mation is made audible, and that this small deficit is not
compensated for by increasing the frequency bandwidth of
speech made available to the listener. One hearing-impaired
subject~the lowest set of data in Fig. 7! seemed to be an
exception to this trend. This subject performed poorly for the
perception of voicing in all conditions. This same subject
was the poorest performer for all analyses of the data includ-
ing the overall performance measures presented in previous
figures, as well as in the following analyses of manner and
place. No specific characteristics of this subject’s audiogram
were noted that would seem to distinguish him/her from the
other more severe hearing-loss subjects however.

In Fig. 8, the RTI for the perception of manner as a
function of audible speech information is displayed. For this
feature of speech, increasing the amount of high-frequency
speech information provides a substantial increase in the per-
ception of the manner feature for the normal-hearing listen-
ers. The listeners with hearing loss perform at the lower end
of the normal range for the lowest frequencies of speech, and
as additional high frequencies of speech are added, their per-
ception of manner continues to lag behind that of the nor-
mals.

Figure 9 displays RTI for place of articulation informa-
tion as a function of AI. The normal-hearing listeners receive

FIG. 5. The individual panels repre-
sent the efficiency data from Fig. 4,
separated by the center frequency of
the speech band added.
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almost no place information from the lowest frequencies of
speech, and as the higher frequencies are added, their per-
ception of the place feature increases rapidly. The listeners
with hearing loss perform considerably poorer than the nor-
mals for the perception of place as the higher frequencies of
speech are added. It is also very evident that those listeners
with more severe hearing losses~filled circles! perform con-
siderably poorer than those with lesser amounts of hearing
loss ~open circles! as the higher frequencies of speech are
added to the signal.

IV. DISCUSSION

In the present study, all listeners received some benefit
from amplified speech in the lower-frequency regions of the

spectrum. There was no dependence upon the degree of hear-
ing for the hearing losses employed in this study~up to 70
dB HL!. The present study provides further support for the
previously reported conclusions of Chinget al. ~1998!, in
which they found that the majority of hearing-impaired lis-
teners received benefit for amplified speech for frequencies
of approximately 2800 Hz and below, even when hearing
losses were as great as 90–100 dB HL. These conclusions
for the lower frequencies of the speech range are in contrast
to the case of higher frequencies~above 3000 Hz!. Hogan
and Turner~1998!, as well as Chinget al. ~1998!, found that
for higher frequencies the amount of benefit received from
amplification did depend upon the degree of hearing loss,
such that when the hearing loss exceeded approximately
50–80 dB HL, a substantial number of patients received no

FIG. 6. The efficiency of adding audible speech for each hearing-impaired
listener and each listening condition plotted as function of the degree of
hearing loss at the center frequency of the speech frequencies added in that
condition. The efficiency measures in this figure are based upon calculation
using the newer SII ANSI~1997! method, in which higher presentation
levels of speech are corrected for. The fitted line is a linear regression fit to
the data.

FIG. 7. The relative information transmitted for the feature of voicing for all
subjects plotted as a function of the degree of audible speech information
~AI ! for each listening condition. The heavy solid line represents the average
performance of the normal-hearing group, and the surrounding lighter, solid
lines are the 95%-confidence intervals of the normal data. Individual
hearing-impaired listeners’ data are shown by the lines with symbols as in
previous figures.

FIG. 8. The relative information transmitted for the feature of manner for all
subjects plotted as a function of the degree of audible speech information
~AI ! for each listening condition. The heavy solid line represents the average
performance of the normal-hearing group, and the surrounding lighter, solid
lines are the 95%-confidence intervals of the normal data. Individual
hearing-impaired listeners’ data are shown by the lines with symbols as in
previous figures.

FIG. 9. The relative information transmitted for the feature of place for all
subjects plotted as a function of the degree of audible speech information
~AI ! for each listening condition. The heavy solid line represents the average
performance of the normal-hearing group, and the surrounding lighter, solid
lines are the 95%-confidence intervals of the normal data. Individual
hearing-impaired listeners’ data are shown by the lines with symbols as in
previous figures.
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benefit from amplification. While all listeners in the present
study did receive some benefit from amplification in the
lower frequencies, in most cases the amount of benefit was
less than that observed in normal-hearing listeners for
equivalent increases in audible speech information. The im-
plications of these results are that in most cases providing
audible speech to lower frequency regions will be beneficial,
however, even providing fully audible speech will usually
not restore speech recognition abilities to completely normal
capabilities. For higher-frequency regions in hearing-
impaired listeners, amplification may not always be benefi-
cial. In both cases~high and low frequencies!, the general
pattern of results did not change when the data were ana-
lyzed using newer SII procedures that ‘‘corrected’’ for the
higher-than-normal presentation levels of speech that are re-
quired to make speech audible for hearing-impaired listeners.
This implies that the underlying causes of these deficits are
primarily due to the consequences of more severe cochlear
damage in the basal end of the cochlea, and not merely to
high presentation levels.

Why the apparent differences between high- and low-
frequency regions of the audiogram? It appears that this is a
result of the types of speech cues residing in the different
regions of the speech spectrum, as well as the consequences
of severe hearing loss upon the transmission of the various
types of speech cues. Miller and Nicely~1955!, among oth-
ers, demonstrated that place of articulation information for
speech is located primarily in the frequencies of 1000 Hz and
above, whereas a great deal of voicing information is present
at lower frequencies. In the present data, we observed the
same pattern of results in our measures of normal-hearing
listeners. Our hearing-impaired listeners showed only a
slight deficit for voicing information for all frequency-cutoff
conditions. On the other hand, perception of place of articu-
lation information by our hearing-impaired listeners was
considerably poorer than that of the normal-hearing group,
and this deficit began to appear almost as soon as mid- to
high-frequency regions of speech were presented. It was also
the case that the more severe the hearing loss, the more se-
vere the deficit for place perception. The pattern of results
for the perception of manner lay somewhere in between
those of voicing and manner. This suggests that the unique
nature of place of articulation~and to a lesser extent, man-
ner! cues of speech as opposed to those for voicing, in com-
bination with the inability of more severe degrees of hearing
loss to transmit these cues, results in the differential pattern
of results for high versus low-frequency regions, even when
speech information is made audible to the listener. Thus, a
reasonable goal for future types of sensory aids for hearing-

impaired individuals should be to increase the transmission
of place ~and to a lesser degree, manner! cues of speech
which are generally located in the higher-frequency regions
of the audiogram.
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Audio-visual enhancement of speech in noise
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A key problem for telecommunication or human–machine communication systems concerns speech
enhancement in noise. In this domain, a certain number of techniques exist, all of them based on an
acoustic-only approach—that is, the processing of the audio corrupted signal using audio
information ~from the corrupted signal only or additive audio information!. In this paper, an
audio-visual approach to the problem is considered, since it has been demonstrated in several studies
that viewing the speaker’s face improves message intelligibility, especially in noisy environments.
A speech enhancement prototype system that takes advantage of visual inputs is developed. A
filtering process approach is proposed that uses enhancement filters estimated with the help of lip
shape information. The estimation process is based on linear regression or simple neural networks
using a training corpus. A set of experiments assessed by Gaussian classification and perceptual
tests demonstrates that it is indeed possible to enhance simple stimuli~vowel-plosive-vowel
sequences! embedded in white Gaussian noise. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1358887#

PACS numbers: 43.72.Ew, 43.71.Ma@DOS#

I. INTRODUCTION

The bimodal nature of speech is now acknowledged as a
basic characteristic, both for understanding speech percep-
tion ~Summerfield, 1987! and for developing tools for
human–human and human–machine communication~Bern-
stein and Benoıˆt, 1996!. One of the most well-known para-
digms for the study of audio-visual speech perception is the
identification of speech in noise~Sumby and Pollack, 1954;
Erber, 1975; MacLeod and Summerfield, 1987; Benoıˆt et al.,
1994; Grant and Walden, 1996; Robert-Ribeset al., 1998!.
In the field of speech technologies, there is an increasing
number of works on automatic audio-visual speech recogni-
tion systems, evaluated in general through their performance
in recognizing speech in adverse conditions~e.g., Stork and
Hennecke, 1996!.

In all these studies, a common assumption is that the
audio and visual sensors process informationindependently
for parameter estimation, feature extraction or category esti-
mation ~according to the various architectures proposed, see
Schwartzet al., 1998! before they are fused by the human
brain or the decision recognition algorithm for achieving an
audio-visual identification task. The question of the depen-
dence versus independence of processing is seldom ad-
dressed~although see Massaro, 1989! but independence is
implicit in all recognition systems and cognitive models of
audio-visual speech identification.

At the same time, it is obvious that there is some depen-
dence between thecontentof the sensory inputs, that is audio
and visual speech, since they are both consequences of one
physical cause, the articulatory gestures: e.g., spread lips
may be associated in French with the sound of an@i# or a @ti#
but not an@y# or a @by#, while open lips are compatible with

almost nothing but the sound of an@a#. This means that some
predictions about the soundshould be feasible from the im-
age. Indeed, it seems that the visual information coming
from a speaker is able to improve the auditorydetectionof
speech in noise~Grant and Seitz, 2000!. Hence it is likely
that audio and video processing are not independent in hu-
man perception. This could result in an additional contribu-
tion to audio-visual speech perception, in which the visual
stream would not only provide an intrinsic benefit through
lipreading, but also, at an earlier level, help the extraction of
audio cues necessary for identification~Barkeret al., 1998!.
This idea receives some confirmation through data obtained
by Driver ~1996! which show that seeing a speaker improves
the identification of a message produced byanotherunseen
speaker, the audio component of which has been mixed with
the audio component of the seen speaker’s message.

All these facts lead us to suggest that sound enhance-
ment could exploit the information contained in the coherent
visible movements of the speaker’s face. The objective of
this study was to demonstrate the technical feasibility of
audio-visual speech enhancement—that is, the enhancement
of noisy speech sounds, using the video input—which, to our
knowledge, has never before been attempted. We developed
a prototype system that generates enhanced speech sounds
from noisy speech plus visual information. It is based on a
fusion-and-filteringalgorithm that combines the information
provided by the noisy audio and video channels to estimate
the parameters of an enhancement filter—in this case, a
Wiener filter—and then processes the noisy audio input with
this filter.

This study focused on degradations due to additive, sta-
tionary, white Gaussian noise. Obviously, such ‘‘simple’’
degradations of the audio input could be efficiently removed
using classical pure audio enhancement systems, such as
spectral subtraction based on noise estimation in silent peri-
ods of speech~Boll, 1979; McAulay and Malpass, 1980;
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Kang and Fransen, 1989; Le Bouquin-Jeanne`s and Faucon,
1995!, multi-microphone techniques~Widrow et al., 1975;
Sambur, 1978; Boll and Pulsipher, 1980; Ferrara and Wid-
row, 1981; Harrisonet al., 1986; Federet al., 1989!, or blind
source separation~Comon et al., 1991; Jutten and He´rault,
1991; for an overview of basic acoustic speech enhancement
methods, see Lim, 1983!. However, our aim was to demon-
strate that enhancement may be improved through the use of
the video channel. Therefore, we focused on a mono-
microphone technique, and special care was given to imple-
ment three variants within the fusion-and-filtering process:
that is, filter parameters were estimated from only the audio
sensor, only the video sensor, or both sensors. The enhance-
ment results were then compared systematically. This en-
abled us to determine if the system was able to exploit the
partial complementarity of the audio and video signals in
speech perception: that is, the phonetic contrasts least robust
in auditory perception in acoustical noise are the most visible
ones, both for consonants~Summerfield, 1987! and vowels
~Robert-Ribeset al., 1998!. In the future, our project will be
to combine the audiovisual technique—if successful—with
the previously mentioned pure audio mono- or multi-
microphone algorithms to improve speech enhancement: this
will be discussed further in Sec. V.

This paper is organized into five sections. In Sec. II, we
introduce the basic components of the system: the architec-
ture for estimating filter parameters from audio and video
inputs, the filter design, and the nature of these audio and
video inputs. In Sec. III, we describe the experimental con-
ditions in more detail and present the main results obtained
with an early version of the system. In Sec. IV, we present a
second version in which we implemented more powerful
~and more successful! processing tools to eliminate difficul-
ties encountered with plosives. Both objective tools such as
classification experiments and subjective tools involving per-
ceptual data from identification tests were used to assess the
enhancement effect. Finally, in Sec. V, we evaluate the
achievements of the system and propose a number of direc-
tions for future development.

II. ARCHITECTURE OF THE SPEECH ENHANCEMENT
SYSTEM

A. Audio-visual fusion for speech enhancement

Audio-visual speech enhancement is a multi-channel en-
hancement problem. Most classical multi-sensors noise can-
celing systems are based on the calculation of correlation
functions between the samples of different audio inputs. In
our case, the two sensors, that is, the audio and the video
input, are quite different in nature. Indeed, the visual input,
which is restricted to lip characteristics, has a low sampling
frequency compared to the audio one, and it provides only
partial information about the vocal tract shape, and no infor-
mation at all about the source. Hence no usual correlation
function can be computed, and we cannot exploit these noise
canceling systems as they are. However, the partial informa-
tion provided by the lips about the vocal tract shape corre-
sponds to some information on the spectral shape of the
speech signal. Hence it can be used to define the spectral

parameters of an enhancement filter designed to process the
audio noisy channel. As additional spectral information
should be available from the audio channel, even degraded,
the audio and video inputs must be integrated for an accurate
estimation of the filter.

Since the problem of mixing an audio and a video
speech stream has been addressed extensively in automatic
speech recognition, it may be interesting to analyze the pro-
posed solutions. It appears that there exist four basic archi-
tectures for fusing sounds and images toward the identifica-
tion of the speech message~Schwartzet al., 1998!. We shall
review them briefly, before attempting to study their adapta-
tion to the speech enhancement problem.

In speech recognition, the problem is to estimate a pho-
netic class from audio and video parameters. In the Direct
Identification model~DI!, the input stimuli are recognized by
a bimodal classifier, which works with vectors of concat-
enated audio-visual parameters@Fig. 1~a!#. In the Separate
Identification model~SI!, the audio and video inputs are clas-

FIG. 1. Four integration models for audiovisual speech identification.
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sified separately before a late-integration fusion process oc-
curs on the separate classification results@Fig. 1~b!#. In con-
trast, the last two models are based on early-integration~i.e.,
before classification!. In the Dominant Recoding model
~DR!, audition is supposed to be the dominant modality for
speech perception and the visual input is recoded into an
auditory representation. Then, classification takes place in-
side this auditory integration space@Fig. 1~c!#. In the Motor
Recoding model~MR!, both inputs are projected into an
amodal motor representation of articulatory gestures before
fusion and classification@Fig. 1~d!#.

In this speech enhancement problem, the parameters of
an enhancement filterH(u) must be estimated from audio
and video parameters. The noisy acoustic input is then pro-
cessed by this filter to provide an enhanced audio signal. By
adapting the previous taxonomy to audio-video fusion for
filter estimation, four possible architectures can be defined:
Direct Estimation~DE! of the filter from the audio1video
parameters@Fig. 2~a!#; Separate Estimations~SE! of spectral
characteristics of the filter from each input, followed by a
fusion process@Fig. 2~b!#; Dominant Recoding~DR! of the
video input into spectral characteristics of the filter@Fig.
2~c!#; or implementation of a complete audio-visual inver-
sion process followed by a resynthesis of the filter~Motor
Recoding, MR! @Fig. 2~d!#.

Within these four architectures, the last one, MR, while
quite appealing for theoretical and technical reasons, seems
not feasible at present. Indeed, articulatory data are sorely
lacking, and neither audiovisual-to-articulatory inversion,
nor articulatory-to-acoustic synthesis are sufficient~although
see promising advances in, e.g., Baillyet al., 1991; Schroeter
and Sondhi, 1994; Yehiaet al., 1998!. The DR structure,
which is the simplest one, has already been tested~Girin
et al., 1996!. Although preliminary results on vowel en-
hancement were interesting, they were limited by the fact
that the filter was estimated only from the visual input.
Therefore, it seems necessary to combine audio and video
inputs for filter estimation, which is the case of the two other
architectures, SE and DE. Using DE seems to provide a more
general framework than SE and requires fewera priori as-
sumptions about audio-visual fusion; this is the one which
was selected in this study. In this architecture, the filter esti-
mation is realized from both the video and the noisy audio
input. We compared this audio-visual~AV ! version with an
audio-only ~A! condition and with a video-only~V! condi-
tion in which only the noisy audio input or only the video
input was used for filter estimation. Notice that the V condi-
tion is similar to both the DR architecture and the video
branch of SE, while the A condition is a special case of the
audio branch of SE. This provided a basic homogeneous
framework for a comparison with the audio techniques. Such
comparisons enabled us to evaluate the true benefit of the
video input for speech enhancement, and the role of the
audio-visual synergy in this process. In the following, the
synergy criterion will be the test of the inequality AV>~A or
V!, that is, performances should be better with two inputs
than with one.

B. Filter estimation

The sensor fusion process in the DE architecture con-
verges on the estimation of the filter frequency response
H(u) @Fig. 2~a!#. We shall now specify our choice for this
filter and its estimation process. Let us denote, respectively,
the speech signals(t), the noisev(t) @white, Gaussian and
assumed to be uncorrelated withs(t)#, and the observed
noisy signalx(t)5s(t)1v(t). The linear, optimal estimator
of the signal according to the mean square error criterion is
obtained by filteringx(t) with the Wiener filter, of which the
expression in the~normalized! frequency domain is~Lim,
1983!:

H~u!5
Ps~u!

Px~u!
, ~1!

where Ps(u) and Px(u) denote, respectively, the power

FIG. 2. Four derived integration models for audiovisual speech enhance-
ment.
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spectral densities~PSD! of the signal and the observed noisy
signal.

Px(u) can be estimated directly from the observed noisy
signal with classical spectral analysis techniques. The major
problem is the estimation ofPs(u) since the signal is cor-
rupted by noise. In the present system,Ps(u) was estimated
using an associative algorithm~henceforth ‘‘associator’’!
trained on data from a training corpus. This corpus contained
clean audio stimuli and their associated video input. The au-
dio stimuli were mixed with noise in a controlled way, so
that both clean and noisy spectra~PSD! were available.
Then, we used this training set to tune the following three
associators:

• an audio-only associator A estimatingPs(u) from Px(u)
only;

• a video-only associator V estimatingPs(u) from the video
input only;

• an audio-visual associator AV estimatingPs(u) from both
Px(u) and the video input.

Concerning the representation of the PSDs, a linear pre-
diction ~LP! model was used~Markel and Gray, 1976!. There
are several justifications for this choice. Since the lip contour
provides no information about the source, only the global
shape of the short-time spectral amplitude~STSA! of the
signal can be estimated from a labial shape, rather than any
information on the fine~temporal! structure of the signal.2 It
so happens that the LP model is an efficient method for
coding the STSA envelope with a small number of coeffi-
cients that can be used by the associators. Furthermore, the
LP model has the form of an all-poles transfer function, that
is to say a numeric filter, which can be easily used to build
the enhancement filter.

Thus the A, V, or AV associators deliver an estimated
spectrum of the signal modeled by LP equations, that is,

Ŝs~z!5
Ĝs

11( i 51
p âsiz

2 i 5
Ĝs

Âs~z!
, ~2!

whereÂs(z)511( i 51
p âsiz

2 i is the polynomial of the esti-
mated LP signal model andĜs is its gain~the detailed pro-
tocol for this estimation will be described in the methodol-
ogy sub-sections!. Then, the PSDPs(u) can be estimated by
uŜs(e

j u)u2. The observation spectrum is estimated with the
LP model calculated directly on the noisy signal, that is,

Sx~z!5
Gx

11( i 51
p axiz

2 i 5
Gx

Ax~z!
, ~3!

and Px(u) can be estimated byuSx(e
j u)u2. Now, the en-

hancement filter is defined by

H~z!5
uŜs~z!u2

uSx~z!u2 5
Ĝs

2

Gx
2

Ax~z!Ax~z21!

Âs~z!Âs~z21!
. ~4!

This filter was implemented with the two following restric-
tions. First, since no information about the source energy can
be estimated from the lip shape,Ĝs remained unknown. In
other words, only theâsi coefficients could be estimated
from the lip shape~i.e., the coefficients that describe the
global shape of the spectrum but not its energy level!. Thus
the filter was defined without its gain, and the output signal
was renormalized in energy with the same energy as the
input signal. Second, to simplify the model, only the causal
factorized part of the filter was considered, that is,

H~z!5
Ax~z!

Âs~z!
. ~5!

Hence, the filtering can be considered as a two-step process,
summarized in Fig. 3. In the first step, an LP analysis was
performed on the noisy signal and the noisy residual signal
was extracted by filtering through the inverse noisy LP filter
Ax(z). Then, a new signal was synthesized by filtering the
residual through the LP filter 1/Âs(z), estimated by the as-
sociators. Enhancement was expected, provided that the es-
timated spectrum was close enough to the true spectrum of
the signal, or at least, closer than the noisy spectrum
1/Ax(z). For continuous speech, the processing was per-
formed frame-by-frame in synchrony with the extraction pe-
riod of the video parameters. A trapezoidal window was ap-
plied to frame junctions to ensure the continuity of the
filtered signal.

III. A, V, AND AV ENHANCEMENT OF
VOWEL-PLOSIVE-VOWEL SEQUENCES

A. Stimuli

1. Phonetic content and predictions

To evaluate the feasibility of the method and to assess
its potential advantages and drawbacks, we worked on a
simple corpus consisting of single speaker French vowel–
consonant sequences of the form V1CV2CV1, where V1 and

FIG. 3. General schema for the audio-
visual speech enhancement system.
AV, A, and V correspond, respec-
tively, to the audiovisual, audio-only,
and visual-only conditions. TheLW,
LH, and LS lip contour parameters
are defined in Sec. III A 2.
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V2 were within the set@a,i,y,u# and C was within@p,t,k,
b,d,g#. The 96 V1CV2CV1 sequences~43V1, 63C, 43V2!
were repeated twice, once for training, the second time for
testing. The advantage of this corpus is that it enables us to
make a number of predictions based on previous experiments
on audio-visual speech perception. Indeed, the vowel set dis-
plays the three basic phonetic contrasts for vowels, namely
height~e.g.,@a# vs @i#!, backness~e.g.,@y# vs @u#!, and round-
ing ~e.g.,@i# vs @y#!, these last two contrasts being indepen-
dent in French~Table Ia!. It is well-known that rounding and
height are visible while backness is not. It has also been
shown~Robert-Ribeset al., 1998! that the auditory informa-
tion of these vowels is distributed in a manner complemen-
tary to the visual information: the most visible contrast@i y#
is the least robust in acoustical noise. We expected that this
complementarity of the audio and video channels should
play an important role in the comparison of the AV speech
enhancement process with the A-alone or V-alone processes.
The same kind of pattern holds for the plosive set, including
a visible place contrast~bilabials vs dentals/velars!; an al-
most invisible one, at least when only the lip information is
provided ~dentals vs velars!; and an invisible but quite au-
dible mode contrast between voiced and unvoiced conso-
nants~Table I b!. Once more, the audio and video channels
are complementary~see Summerfield, 1987!, and the AV
enhancement process should be expected to increase place
intelligibility, if not voicing.

2. Audiovisual characteristics

The video parameters used in this work were geometric
parameters describing the lip contour. The choice of such
parameters is justified by three main reasons.~i! Lip shape
provides the main contribution to visual speech information.
By isolating the lip movements in speech perception tests,
Summerfield~1979! and Le Goffet al. ~1996! have shown
that lip information represents about two-thirds to three-
fourths of the total intelligibility gain obtained when seeing
the speaker’s face.~ii ! It happens that the most relevant in-
formation is at the same time the easiest to extract. Different
video lip shape tracking systems have been elaborated to
focus on this particular region of the face. The lip shape

extraction process is usually based on texture contrast with
the background skin. Such a system has been developed in
our laboratory to record and analyze synchronized sounds
and lip movements~Lallouache, 1990!. This system, which
is used in the present study, can automatically extract basic
parameters of the lip shape contour in two steps. First, the lip
contour is isolated from the remainder of the image using
blue lipstick and a Chroma-Key system. Second, classical
pixel-based contour tracking algorithms are applied.1 ~iii !
These parameters represent an efficient ‘‘coding’’ of the vi-
sual input, since information is well concentrated in a small
number of coefficients. Several studies have been completed
that efficiently characterize lip shape in French~Abry and
Boë, 1980, 1986; Benoıˆt et al., 1992!. We chose the three
parameters that appear to be the most informative, namely
interolabial width (LW), height (LH), and area (LS) ~see
Fig. 3!. Notice thatLS is highly correlated with the product
LW.LH, which provided an indirect way to introduce a qua-
dratic term into the linear associator defined later.

Each audio-visual stimulus consisted of an audio seg-
ment with a duration around 500 ms, sampled at 16 kHz,
paired with a video matrix of@LW LH LS# vectors extracted
every 20 ms, according to the 50 frames-per-second camera
sampling.

B. Noise degradation and LP model generation

Stationary white Gaussian noise~generated by com-
puter! was added to each audio stimulus of both the training
and test sets with signal-to-noise ratios~SNR! in the set$`,
18, 12, 6, 0,26, 212, 218 dB% ~SNR5` means that no
noise was added!.

Then, all ~clean and noisy, training and test! audio
stimuli were cut into 32 ms frames synchronized with the
video parameters. This involved an audio window overlap of
12 ms to synchronize with the 20 ms video period. For each
audio frame, a 20-order LP spectrum was calculated using
the autocorrelation method and the Durbin–Levinson algo-
rithm ~Markel and Gray, 1976!.

On the one hand, the LP spectra of the training corpus
were used for the training of the associators~see Sec. C!, and
the LP spectra of the test corpus were used for the Gaussian
classification test of Sec. E. On the other hand, the noisy
stimuli of the test set were processed by the system~in the
same configuration as above in what concerns synchroniza-
tion, overlap, and LP model calculation! and used in the
perceptual test of Sec. F. Note that when generating the
noisy stimuli, the SNR was defined as the ratio of the signal
energy and the noise energy on each entire stimulus so that
the noise was stationary over its entirety. But when generat-
ing the LP spectra, the SNR was defined as the ratio of the
signal energy and the noise energy on each frame. In this
latter case, the noise was added frame by frame, so that the
complete set of eight SNRs was well controlled in the train-
ing process and classification test~see the following sec-
tions!.

TABLE I. Phonetic features for the vowel set@a,i,y,u# ~a! and the plosive set
@p,t,k,b,d,g# ~b!. Only the height feature is required for the vowel@a#. The@a#
stimuli/answers were not used in the computation of transmitted information
for the rounding and backness features.

~a! Vowel Height Rounding Backness

a 2 ? ?
i 1 2 2

y 1 1 2

u 1 1 1

~b! Consonant Place Voicing

p labial unvoiced
t dental unvoiced
k velar unvoiced
b labial voiced
d dental voiced
g velar voiced
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C. Associators for filter parameter estimation

For each noisy frame of the signal to be processed, the
A, V, and AV associators were designed to estimate the
1/Âs(z) spectrum from either 1/Ax(z), or the corresponding
set of video parameters@LW LH LS#, or both.

The first tool chosen for performing the estimation was
linear regression. Its efficiency has already been demon-
strated in different works involving estimation of speech
spectral parameters from characteristics of the speaking face
~Robert-Ribeset al., 1996; Teissieret al., 1999; Yehiaet al.,
1998!. The principle is simply to estimate each output spec-
tral parameter as a linear combination of the input~audio and
video! parameters. The regression matrixM of linear com-
bination coefficients was obtained by minimizing the mean
square errore5iM IM2MOi2 , whereM I andMO were two
matrices concatenating the input and corresponding output
parameter sets contained in the training corpus.

As far as the input/output LP parameters are concerned,
preliminary tests based on spectral distances and classifica-
tion tests~as described in Sec. E! showed that the best esti-
mation performances were obtained with a spectral ampli-
tude representation, consisting of the logarithmic values of
the amplitudes of the LP spectrum taken for 50 values
spaced equally on the upper-half unit circle. To obtain the
1/Âs(z) filter from the 50 output spectral parameters, an in-
verse FFT was processed on the squared linear-scale coeffi-
cients, and a 20-order Levinson procedure was performed on
the resulting estimated autocorrelation coefficients.

The A, V, and AV linear associators were trained on the
96 stimuli in the training set, with altogether about 2400
audio-visual vectors~about 25 frames per stimulus!. In each
condition ~A, V, or AV !, the associator output consisted of
the set of the 50 values of 1/Âs(z) for each training frame. In
the A condition, these values were estimated from 1/Ax(z)
only. Each input was hence a vector concatenating the 50
values of 1/Ax(z) and the value 1~thereby ensuring that the
intercept value of the regression need not be zero!. Thus the
associatorM was a 51350 matrix. In the V condition,
1/Âs(z) was estimated from the@LW LH LS# triplet, andM
was a 4350 matrix. In the AV condition, 1/Âs(z) was esti-
mated from both the 50 values of 1/Ax(z) and from
@LW LH LS#, resulting in a 54350 matrix forM .

In the A and AV conditions, the associator training was
realized with audio inputs corrupted at different noise levels
for better generalization with respect to SNR. Then the asso-
ciation process combined two associators tuned under two
different training/processing conditions. One was dedicated
to stimuli with ‘‘large’’ SNRs: in the training phase, the
stimuli frames were presented at frame SNRs of`, 18, 12, 6,
and 0 dB. The other one was dedicated to stimuli with
‘‘small’’ SNRs: the stimuli frames were presented at frame
SNRs of 6, 0,26, 212, and218 dB. During the enhance-
ment process, each frame was submitted to a linear discrimi-
nant analysis~trained on the same corpus! to decide whether
it belonged to the large or small SNR condition, so that the
corresponding associator could be applied. Pilot tests carried
out on the complete training corpus showed that this linear
discriminant analysis could separate frames with SNR lower

than 0 dB or higher than 6 dB with less than 1% errors.
Between 0 and 6 dB, the two associators provided quite simi-
lar outputs.

D. Filtered stimuli

Once the three associators had been trained, the 768
stimuli in the test set~96 sequences, 8 SNRs! were processed
in the following way. First, for each 32 ms video-
synchronous frame, the LP normalized spectrum 1/Ax(z) and
the residual signal were computed, and the 50 values of the
spectrum log amplitude were extracted. Second, these values
and/or the video input@LW LH LS# were used to estimate
the 50 values of 1/Âs(z) ~in the A or AV condition, each
frame was first submitted to the linear discriminant analysis
to select the large or small SNR associator!. Then, an inverse
FFT was performed on the linearized 50 estimated values of
1/Âs(z), providing autocorrelation coefficients; the filter pa-
rameters were obtained from these coefficients by a 20-order
LP model. Last, the residual signal was processed in this
filter; energy was normalized and a trapezoidal windowing
was used for frame continuity. This provided us with three
sets of filtered stimuli, in the A, V, and AV conditions. The
evaluation of these filtered stimuli together with the unproc-
essed noisy stimuli was made objectively, by a classification
test, and subjectively, by a perceptual identification test.

E. Gaussian classification test

1. Methodology

The objective evaluation of the process was made by a
classification test performed separately on the vowel and plo-
sive spectra. For each of the 96 sequences in both the train-
ing and test corpus, we first manually selected two frames
within the vocalic nuclei of each vowel and two frames con-
taining or just preceding the burst of each consonant. Alto-
gether, this provided us with 576 vowel frames in both the
training and test corpus~96 stimuli33 vowels per
stimulus32 frames per vowel!—that is to say 144 per vowel
category~four categories!—and 384 consonant frames~96
stimuli32 plosives per stimulus32 frames per plosive!—
that is to say 64 per plosive category~six categories!.

From the frames selected in the training corpus, we
found the Gaussian distribution associated with the four
vowels and the six plosives. Since the number of data were
small compared to the number of input parameters, the num-
ber of audio parameters was reduced from 50 to 10 by means
of a principal component analysis~PCA!. Both the PCA and
the Gaussian distribution parameters for the ten classes
~means and covariance matrices! were determined with the
audio data selected in the training corpus and presented at
the three largest SNRs~`, 18, 12 dB!. The ten first compo-
nents in the PCA represented 97% of the whole variance in
this training set.

Then the selected vowel frames in the test set were sub-
mitted to Gaussian classification. This means that for each
frame, ten PCA spectral components were computed, anda
priori probabilities of this vector of ten components were
calculated for each of the four vowel Gaussian distributions
estimated from the training set. The frame was identified as
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belonging to the category providing the highesta priori
probability. Similarly, the selected plosive frames in the test
set were classified in reference to the six plosive Gaussian
distributions. Both unfiltered frames and A, V, and AV fil-
tered frames~that is, the spectra at the output of the A, V,
and AV associators! were submitted to the classification pro-
cess for the eight selected SNRs.

Results are presented in terms of classification scores
and transmitted information scores. The classification scores
were normalized with respect to chance performance accord-
ing to the formula

Corrected score

5100

correct responses

total responses
2

1

number of categories

12
1

number of categories

. ~6!

The numbers of classification of each phonemei for presen-
tation of each phonemej were gathered into confusion ma-
trices. From these matrices, the transmitted information
~Miller and Nicely, 1955; Breeuwer and Plomp, 1986;
Robert-Ribeset al., 1998! was computed for the three vo-
calic phonetic features introduced in Sec. A 1, namely height,
rounding, and front–back contrast, and the two consonantic
phonetic features, namely voicing and place~see Table I!.
The percentage of transmitted information is defined by:

T5100
H~s,r !

H~s!
, ~7!

with H(s,r ) the transmitted information from stimulis to
answersr, andH(s) the existing information in the stimuli.
These values are defined by:

H~s,r !52(
i

(
j

p~si ,r j !log2S p~si !p~r j !

p~si ,r j !
D

H~s!52(
i

p~si !log2~p~si !!,

with p(si) the probability of occurrence of featuresi in the
stimuli, p(r j ) the probability of occurrence of featurer j in
the answers,p(si ,r j ) the probability of shared occurrence of
featuresi in the stimuli and featurer j in the answers. If we
denoten the total number of stimuli andni the number of
occurrences of stimulussi ~both fixed!, andnj the number of
occurrences of answerr j andni j the number of occurrences
of stimulussi with answerr j ~both provided by the confu-
sion matrices!, thenp(si) is known asni /n; and p(r j ) and
p(si ,r j ) are not known but can be estimated bynj /n and
ni j /n.

2. Results

The correct classification scores are displayed in Fig.
4~a! for the unfiltered and filtered vowel frames. First, we
notice that the scores in the unfiltered condition decreased

FIG. 4. Gaussian classification scores for the four vowels, in the unfiltered
condition and AV, A, and V filtered conditions. MLP stands for the Multi-
Layer Perceptron used in Sec. IV.~a! Corrected percentage of correct clas-
sification; percentage of transmitted information for the height,~b!, round-
ing, ~c!, and backness,~d! features.
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from 100% with clean stimuli to close to 0% for SNR5218
dB. At such a small SNR value, all spectra were roughly flat,
hence identification became impossible. From this baseline,
we observe that the A filtered stimuli were better identified,
with a gain up to 20% or more around26 dB to 0 dB@at 0
dB, 43% vs 69%,x2(1)577.1, p,0.001#. This shows that
the associator did learn some helpful relationship between
noisy and clean audio spectra. More interestingly, we notice
that the V filtered stimuli were partly recognizable, with a
score around 40%. Finally, the AV filtered condition shows
the efficiency of the system, with an increase in recognition
score around 40% at SNRs lower than 0 dB@at 0 dB, 43% vs
84%, x2(1)5211.3,p,0.001#. The scores in the AV con-
dition were higher than in the A condition for SNRs below
18 dB @e.g., at 0 dB, 84% for AV vs 69% for A,x2(1)
538.5,p,0.001# and similar above 18 dB. The AV scores
were always higher than the V scores for all SNRs except
218 dB where the AV and V scores were similar. The su-
periority of AV over V holds even at very low SNRs where
the audio information is very poor@e.g., at212 dB, 46.5%
for AV vs 37% for V, x2(1)510.1, p,0.005#. To summa-
rize, the inequality AV>~A or V! was verified for the clas-
sification scores. This shows the ability of the AV system to
‘‘reshape’’ vowel spectra, and to efficiently exploit the
complementarity of the A and V sensors.

In terms of individual phonetic features, the transmitted
information scores for the vowel features@Figs. 4~b!–~d!#
show that each feature was improved by the process in the
AV condition. The rounding and height contrasts were well
maintained up to the largest amounts of noise in the AV
filtered condition compared to the unfiltered~and the A and
V filtered! condition~s!. The only surprise comes from the
low score for the rounding feature in the V condition~and
AV condition at SNR5218 dB!, since this feature is con-
sidered highly visible. We shall come back on this in Sec.
IV. For the front–back feature, the AV condition was similar
to the A condition, which was expected since the video in-
formation is quite poor for this feature, as shown by the V
score close to 0%. Altogether, the inequality AV>~A or V!
was confirmed for the different features. These results are a
first indication of the efficiency of the DE architecture to
combine the video and audio information for vowel enhance-
ment.

The results for consonants are more disappointing. Ab-
solute scores were quite poor, but they must be taken cau-
tiously, since it is well known that local information is too
restricted. Hence Gaussian classifiers were not powerful
enough to achieve fully acceptable performances. However,
compared scores are relevant, and they demonstrate that the
consonants were poorly improved by the AV filtering pro-
cess~which was again more efficient than the A or V pro-
cesses!. The scores for large SNRs were even decreased by
the filtering procedure while the gains for the small SNRs
were less than 15%@max at 0 dB, 5% for unfiltered vs 19%
for AV, x2(1)536.7,p,0.001# @Fig. 5~a!#. The transmitted
information scores@Figs. 5~b!–~c!# show that the voicing
feature was severely degraded by both the A and AV filtering
procedure at large SNRs. The place feature was degraded by
the A filtering over 6 dB SNR and was slightly or not en-

hanced by the AV filtering for almost all SNRs~some deg-
radation is even induced at 18 dB!, in spite of the high vis-
ibility of the labial versus nonlabial contrast.

F. Perceptual test

1. Methodology

To perform a complete assessment of the system, a per-
ceptual identification experiment was carried out on the 96
stimuli of the test corpus. Sixteen French native subjects,
aged from 22 to 31, were tested. They displayed no known
problem of hearing and speech production/perception. They

FIG. 5. Gaussian classification scores for the six plosives, in the unfiltered
condition and AV, A, and V, filtered conditions. ‘‘Local’’ stands for the
local consonant associator introduced in Sec. III G, and MLP stands for the
Multi-Layer Perceptron used in Sec. IV.~a! Corrected percentage of correct
classification; percentage of transmitted information for the place,~b! and
voicing ~c! features.
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were asked to identify both vowels and consonants of the
stimuli presented in the unfiltered and A, V, and AV filtered
conditions, for the eight SNRs. It should be remembered that
in this test, the SNR was defined as the ratio of the signal
energy and the noise energy over the complete stimulus~and
no longer for each frame!.

The V1CV2CV1 stimuli were segmented manually into
V1CV2 and V2CV1 items so that the subjects would hear V1

and C only once for each presentation. The total of 6144
sounds~96 stimuli32 segments38 SNRs34 conditions! was
randomized and divided between the 16 subjects. For each
stimulus, they were asked to give a response between the
four possible vowels for both V1 and V2 , and between the
six possible plosives for C. There were altogether 384 vowel
responses and 192 consonant responses for each noise level
and each condition~96 stimuli, two VCV segments per
stimulus, 2 vowels and 1 plosive per segment!, that is to say
96 responses per vowel category~4 categories! and 32 re-
sponses per consonant category~6 categories!. These re-
sponses were analyzed separately for the vowels and the plo-
sives and processed in the same way as for the Gaussian
classification test, that is, with corrected global scores, con-
fusion matrices, and transmitted information scores for the
individual phonetic features.

2. Results

The results are presented in Fig. 6 for the vowels and
Fig. 7 for the plosives. Concerning the vowels, we first no-
tice that the degradation of identification scores for the un-
filtered stimuli with low SNRs was similar to classification
scores. However, the A filtering was not very efficient: the
gain was low at low SNRs@at SNR5212 dB, 20% for un-
filtered vs 29% for A,x2(1)57.8, p,0.005#. There was
even some degradation due to filtering at high SNRs@at
SNR518 dB, 96% for unfiltered vs 91% for A,x2(1)
59.6,p,0.005#. The V filtering provided some information,
with an intelligibility around 20%–30%. Notice that the fluc-
tuations in score with SNR were due to differences in the
residual form~see Fig. 3!. However, the results in the AV
condition were quite good, although less so than in the
Gaussian classification test, with an increase in identification
scores compared with unfiltered stimuli at all SNRs below 18
dB. The gains reach 5.5% at 12 dB@x2(1)59.2, p,0.005#,
9% at 6 dB @x2(1)512.6, p,0.001#, 17.5% at 0 dB
@x2(1)524.6, p,0.001#, 16% at 26 dB @x2(1)520, p
,0.001#, and about 22% at212 dB @x2(1)541.7, p
,0.001#, and218 dB @x2(1)577.8,p,0.001#. Once more,
the AV condition was systematically better than the A and V
conditions.

The percentages of transmitted information, given in
Figs. 6~b!–~d!, confirm these results and the ones of the clas-
sification test. The scores for the A condition were close to
the scores in the unfiltered condition with some improvement
for low SNRs and some degradation for high SNRs. The V
condition, while providing some information on the height
contrast, was surprisingly deceptive for the rounding con-
trast. However, in the AV condition the system provided
much better performances that can be summarized as fol-
lows. ~i! There was an efficient reinforcement of the round-

FIG. 6. Perceptual test scores for the vowels, in the unfiltered condition and
in the AV, A, and V filtered conditions. MLP stands for the Multi-Layer
Perceptron used in Sec. IV.~a! Corrected percentage of correct identifica-
tion; percentage of transmitted information for the height~b!, rounding~c!,
and backness~d! features.
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ing feature: the@i,y# contrast, which was rapidly and strongly
degraded in noise before enhancement, was well recovered.
This case represents a good example of the audio/video
complementarity of speech~robust video distinction while it
is the weakest audio contrast in noise; see Robert-Ribes
et al., 1998!. ~ii ! Contrary to the rounding feature, the height
@a# versus@i y u# contrast was robust in the unfiltered condi-
tion ~until 0 dB SNR!. This is due to the good audibility of
the first formant region in white noise. Below 0 dB, the AV
filtering produced a large improvement of the height feature
scores.~iii ! At last, the front–back@y,u# contrast, not very

robust in the unfiltered condition, was not improved by the
AV process.

For consonants, the perceptual results were poor and
confirmed the classification test results. While still better
than in the A and V conditions, the identification scores@Fig.
7~a!# in the AV condition remained lower than those for
unfiltered stimuli@e.g., at SNR50 dB, 53% for unfiltered vs
39.5% for AV, x2(1)57.3, p,0.01#, except for the two
weakest SNRs@e.g., at SNR5212 dB, 6% for unfiltered vs
15.5% for AV, x2(1)58.7, p,0.005#. This shows that at
this point the system produced some degradation of the con-
sonants. As shown by Figs. 7~b!–~c!, the voicing feature was
degraded by the process, while the place feature was not
improved despite the labial information available in the data
~the V condition seemed unable to exploit this information as
well!.

G. Discussion

The Gaussian classification tests on single frames and
the perceptual identification of whole sequences provided a
consistent pattern of results. AV filtering produced a strong
enhancement of vowels, at all SNRs, and always much stron-
ger than both the A and the V filtering. The results for con-
sonants were much more disappointing: A, V, or AV en-
hancement filters failed to improve on consonant
identification or classification except at the poorest SNR con-
ditions, and often resulted in lower scores than those ob-
tained when no filter was applied. Our interpretation is that
in the present implementation, the linear associator was more
adapted to vowel spectra than to plosives. There are two
reasons for this. First, vowellike spectra~consisting of well-
defined formant patterns! occurred more frequently in the
corpus than plosivelike spectra~including silence, consonan-
tal voicing and bursts!. Second, vowel spectral contrasts
were larger than plosive ones. Therefore, the intrinsic ‘‘av-
eraging’’ process characteristic of linear regression resulted
in estimated plosive spectra that looked quite similar to vow-
els! This was obvious through visual inspection of the fil-
tered stimuli.

To confirm this hypothesis, we carried out a comple-
mentary experiment where the training corpus for the AV
associator training was restricted to only plosive frames~the
two frames per consonant defined in Sec. E 1!. In this case,
the linear regression algorithm was focused on the available
information: it appeared that the plosive test frames filtered
by this local AV association process provided much higher
scores in the Gaussian classification test. Indeed, these
scores, displayed in Fig. 5, were this time systematically bet-
ter than those of unfiltered stimuli, with a gain close to 30%
at 0 dB @5% for unfiltered vs 34% for local associator,
x2(1)5104,p,0.001#. This shows that the poor scores ob-
tained previously were not due to a lack of information in the
A and V sensors but to an under-representation of this infor-
mation in the filtering process. The aim of the next experi-
ment was to exploit an association tool more powerful than
linear regression.

FIG. 7. Perceptual test scores for the consonants, in the unfiltered condition,
and in the AV, A, and V filtered conditions. MLP stands for the Multi-Layer
Perceptron used in Sec. IV.~a! Corrected percentage of correct identifica-
tion; percentage of transmitted information for the place~b! and voicing~c!
features.
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IV. NONLINEAR ASSOCIATORS FOR IMPROVING
PLOSIVE ENHANCEMENT

A. Improving the association process: From linear
regression to perceptrons

The previous section revealed the need for more power-
ful associators than linear regression~LR in the following!,
in order to better take into account the plosive parts of the
corpus. We decided to look for nonlinear associators in the
most efficient condition of the previous experiment, that is,
the AV one. Neural Networks have been used extensively for
classification tasks in speech recognition, including audio-
visual recognition~Stork and Hennecke, 1996!. In addition,
they are theoretically able to approximate any nonlinear
function. Therefore we used classical Multi-Layer Percep-
trons ~MLP! based on error gradient back-propagation with
momentum~Rumelhartet al., 1986!, with one hidden layer
and sigmoidal neuronal threshold functions.

Different values for the number of neurons in the hidden
layer were tested from 20 to 200, using both Gaussian clas-
sification and listening tests. It appeared that performances
improved slightly above 40 neurons. The following results
were obtained with 120 hidden neurons, which was a good
compromise between performances and calculation cost. The
complete experimentation protocol of Sec. III concerning
training and testing was preserved, so that the new results
can be compared with the results obtained with linear regres-
sion. The training phase involved 200 iterations with the
whole training set, which was enough to ensure convergence
of the network~i.e., low error and no overtraining!.

B. Gaussian classification test

The output spectra obtained with the MLP on the se-
lected frames defined in Sec. III E 1 were presented to the
Gaussian classifier of the same section and the results are
displayed in Figs. 4 and 5.

For vowels, the classification scores for the MLP were
improved compared to the linear regression below 6 dB. The
gain reached more than 10% at218 dB @39.5% vs 51%,
x2(1)515, p,0.001# and at 212 dB @46.5% vs 57.5%,
x2(1)514.2,p,0.001#. The transmitted information scores
show that this gain was provided by a quite large improve-
ment of the rounding feature, while the height and backness
features were not noticeably modified. This provides an in-
teresting correction to the surprisingly low score for the
rounding feature noticed in Sec. III E 2.

For consonants, the recognition scores were also in-
creased compared to linear associators, and reached a value
almost always higher than the scores for unfiltered stimuli.
The gain reached 14% to 20% from218 dB to 6 dB@at 0
dB, 5% for unfiltered vs 25% for MLP,x2(1)562.7, p
,0.001#, with only a small and not significant loss at
SNR5` @64% for unfiltered vs 58.5% for MLP,x2(1)
52.3, p.0.1#. However, the scores of the ‘‘local’’ associa-
tor described in Sec. III G were not reached. Hence, the
available information was not exploited completely. At the
phonetic features level, transmitted information scores were
almost always higher with the MLP than with linear regres-
sion. Consequently, the voicing feature was more or less at

the same level for MLP filtered and unfiltered spectra, while
the place feature was much improved by the MLP filtering
below 18 dB SNR. These encouraging results led us to per-
form a complementary perceptual test for a final evaluation
of the system on this corpus.

C. Perceptual test

The MLP-processed stimuli were presented to the 16
subjects in the same condition as the unfiltered or linear re-
gression filtered stimuli. Global results confirm the important
progress from LR to MLP estimation~Figs. 6 and 7!. In the
MLP condition, the increase of vowel intelligibility with re-
spect to the unfiltered condition was quite large@about 35%
for SNRs lower than 0 dB: e.g., at212 dB, 20% for unfil-
tered vs 57% for MLP,x2(1)5110, p,0.001#. These re-
sults correspond to a gain in SNR around 9 to 12 dB~Fig. 6!.
At the phonetic features level, transmitted information scores
reveal a large improvement from LR to MLP for vowel
rounding below 12 dB SNR, and also some improvement for
the vowel backness feature between26 and112 dB @Fig.
6~d!#. This demonstrates the ability of the MLP-DE structure
to efficiently combine the video and audio information for
vowel enhancement.

For consonants, there was also a significant improve-
ment from LR to MLP@13% at SNR526 dB: 26% for LR
vs 39% for MLP,x2(1)57.6, p,0.01, and 12.5% at 0 dB:
39.5% for LR vs 52% for MLP,x2(1)56, p,0.025#. As a
result, the identification scores of the MLP-processed plo-
sives reached the values for unfiltered stimuli, and the aver-
age score across the whole SNR range was almost the same
as the one obtained in the unfiltered condition: 55.5% for
MLP filtered vs 54.1% for unfiltered stimuli@the difference
is not significant,x2(1)50.6,p.0.4#. In comparison the LR
scores only reached 49.8%, showing an average degradation
of about 4% compared with the unfiltered condition@x2(1)
55.7, p,0.025# @Fig. 7~a!#. The voicing feature was still
quite degraded in the MLP filtered condition compared with
the unfiltered condition@Fig. 7~c!#. In contrast, the place fea-
ture was quite improved by the MLP-based process, espe-
cially from 212 to 6 dB SNR@Fig. 7~b!#, which explains
why the identification scores were comparable with the un-
filtered condition. This shows that some visible information
~notably on the@p,b# closures! was used efficiently by the
filtering process.

V. DISCUSSION

A. Summary of the main achievements

We defined in Sec. III an architecture for audio-visual
speech enhancement, expecting some predictability of the
audio spectrum from the video input, and based on a fusion-
and-filtering procedure in three steps:

~1! separate the sound source from the spectral transfer func-
tion characteristics using an LP analysis of the input au-
dio signal;

~2! combine the noisy spectral characteristics and the visual
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input parameters to estimate the transfer function of the
clean speech sound, using either a linear or a nonlinear
associator;

~3! filter the estimated source through the estimated transfer
function.

We assessed this system on a vowel-plosive-vowel corpus
with both an objective Gaussian classification test and a sub-
jective perceptual identification procedure, and we obtained
the following results:

~1! the linear-regression filter estimation provided much bet-
ter global results when both the audio and the video
streams participated to the filter estimation~AV filtered
stimuli! than in the audio-only~A filtered stimuli! or
video-only~V filtered stimuli! conditions. In more detail,
the AV scores were better than the A scores for low
SNRs; better than the V scores for high SNRs; better
than both the A and V scores for medium SNRs; and in
no case lower. This demonstrates the efficiency of the
visual contribution and the good exploitation of the
audio-visual synergy for speech enhancement by the DE
architecture;

~2! in the AV condition, vowels displayed a very large en-
hancement for both assessment tools, with a significant
improvement of the enhancement efficiency from the lin-
ear to the nonlinear associator. This was largely due to a
better enhancement of the rounding feature. The best fil-
tering algorithm, involving AV nonlinear estimation,
provided an increase in recognition and perception
scores corresponding to a 9–12 dB gain along the entire
SNR range for the vowels;

~3! plosives were not enhanced, and were even degraded by
the use of the linear associator. However, the results with
the nonlinear associator were less clearcut. Indeed,
Gaussian classification displayed a significant enhance-
ment of the stimuli through nonlinear estimation, while
perceptual tests showed the same global intelligibility for
unfiltered and filtered plosives. At the feature level, voic-
ing was quite degraded for linear and nonlinear estima-
tion, while place was enhanced only for nonlinear esti-
mation.

B. Audio-visual interdependencies

Given this pattern of results, we can return to some is-
sues raised in the introductory sections. The departure point
of this study was the assumption that there was some inter-
dependency between the audio and the video streams. The
experimental results provide strong support to this assump-
tion. Indeed, it appears that the AV filtering condition pro-
duces a gain of about 6 dB in SNR compared with the A
condition for both vowels~Fig. 6! and plosives~Fig. 7!.
Hence the video stream does contain a significant deal of
information on the audio spectrum, which is evidence for a
statistical dependence. Notice that in this AV versus A com-
parison, the A condition provides a baseline which is similar
to the unfiltered condition for vowels, but unfortunately

lower for plosives. In this latter case, the AV associator
helped at best to remove the degradation introduced by the A
associator.

Audio-visual complementarity is also demonstrated in
this work. It enables the poorest audio feature to benefit
greatly from audio-visual enhancement, as it was clearly
demonstrated for vowels. For example, the rounding feature
for unfiltered vowels provided low perceptual intelligibility
scores compared to the front–back feature: 5% vs 12% at 0
dB, 30% vs 65% at 6 dB; but the MLP-AV filtered stimuli
displayed the inverse pattern: 46% vs 11% at26 dB, 71% vs
52% at 0 dB, and 100% vs 80% at 18 dB@Figs. 6~b!–~c!#.

Finally, it is of interest to notice the importance of in-
troducing nonlinear processes in audio-visual fusion. Indeed,
it is commonly considered that linear association between
audio and video speech parameters captures a great deal of
the information~see, e.g., Yehiaet al., 1998; Robert-Ribes
et al., 1996!. However, it is clear that only gross audio-visual
correlations can be captured by linear regression, while
audio-visual complementarity is intrinsically associated to a
basic nonlinear property of the audio-visual relationship.
Consider, for example, the@i,y,u# set of French high vowels.
The major auditory parameter characterizing this set would
beF82, the ‘‘perceptual second formant,’’ while interolabial
width LW provides a major correlate of the rounding con-
trast between@i# and @y# or @u#. In Fig. 8, typical values of
F82 andLW for @i y u# for a French male speaker display
audio-visual complementarity: inLW, @i# is well separated
from @y# and@u# which are almost confounded, while inF82
@i# and @y# are close together and well separated from@u#.
Linear regression betweenLW and F82 would lose this
complementary pattern, hence the success of nonlinear asso-
ciation in Sec. IV, particularly for enhancing the rounding
feature for vowels.

C. Future directions

Although these results fulfill the initial objective of this
study, they are not a final achievement. Indeed, the frame-
work was quite controlled and simple. It will be necessary
now to explore new directions. Three main directions can be
mentioned.

FIG. 8. Typical pattern of distribution of the auditory parameterF82 and the
visual parameterLW for the set of high French vowels@i y u#.
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First, the estimation tools were quite basic. A first effort
to switch from linear regression to nonlinear MLPs led to
significant progress~see Fig. 6!. However, the comparison of
LR, MLP, and local associators for plosive enhancement in
Fig. 7 shows that all the local information is still not ex-
ploited: the MLP went more or less halfway toward what can
be considered optimum under the corresponding evaluation
tool. More powerful tools, such as multi-expert systems~Jor-
dan and Jacobs, 1994! or neural gas~Fritzke, 1994!, could
fill this gap. Another important objective will be to explore
dynamic associators, able to exploit the regularities in the
evolution of audio and video parameters. Hidden Markov
Models could provide a natural basis for this, as they do for
pure audio enhancement of speech in noise~Ephraim, 1992!.
This kind of tool is likely to be crucial for plosive enhance-
ment, since it is quite well-known that plosive characteriza-
tion cannot be achieved correctly without considering spec-
tral dynamics ~Kewley-Port et al., 1983; Sussmanet al.,
1991!. More generally, such tools will be also necessary for
dealing with more complex conditions, involving extended
corpora and noise degradations, and multi-speaker applica-
tions. This is part of a global program that will be of increas-
ing interest in the future: i.e., to systematically explore the
statistical relationship between sound and image, using such
tools as mutual information between groups of parameters in
the audio and the video streams.

Second, though it was chosen for this initial demonstra-
tion to ignore pure audio enhancement techniques, it will be
necessary to re-introduce them in the following of this work.
This will be important for dealing with nonstationary noises,
and particularly with variations in the spectral patterns of the
competing sources, as is the case with ‘‘cocktail-party’’
speech. We will study how to extend the so-called DE archi-
tecture to a multi-channel framework including various audio
and video sensors for performing the filter estimation: we are
beginning to explore a generalization of the blind separation
approach to multi-modal speech sources~Girin et al., 2000!.

Finally, the ‘‘joint processing of the audio and video
streams,’’ which was applied here to speech enhancement,
could be generalized to various problems in the field of
human–machine communication and telecommunication.
The natural coherence and complementarity of these two
data streams are already exploited in speech recognition sys-
tems, and in the development of speech synthesis systems.
They could also be of benefit to audio-visual compression in
videophone technology: in another study, vector quantization
algorithms were applied either separately to audio and video
data, or to audio-visual vectors~Girin et al., 1998!. The latest
results showed that it was possible to save 3 bits out of 15 in
the second case. This provides a quantitative estimate of the
amount of redundancy in the audio and video streams.

Altogether, one can foresee the elaboration of a global
platform for audio-visual speech communication, which
would involve preprocessing~localization, enhancement,
scene analysis...!, recognition, coding, transmission and syn-
thesis of audio-visual speech. In any case, the main objective
remains to maintain the intrinsic coherence of sound and
image at the heart of all the speech processing algorithms.
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In five experiments, we investigated the speed of pitch resolution in a musical context. In
experiments 1–3, listeners were presented an incomplete scale~doh, re, mi, fa, sol, la, ti! and then
a probe tone. Listeners were instructed to make a rapid key-press response to probe tones that were
relatively proximal in pitch to the last note of the scale~valid trials!, and to ignore other probe tones
~invalid trials!. Reaction times were slower if the pitch of the probe tone was dissonant with the
expected pitch~i.e., the completion of the scale, or doh! or if the probe tone was nondiatonic to the
key implied by the scale. In experiments 4 and 5, listeners were presented a two-octave incomplete
arpeggio, and then a probe tone. In this case, listeners were asked to make a rapid key-press
response to probe tones that were relatively distant in pitch from the last note of the arpeggio. Under
these conditions, registral direction and pitch proximity were the dominant influences on reaction
time. Results are discussed in view of research on auditory attention and models of musical pitch.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1367254#
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I. INTRODUCTION

Attention is of paramount importance in guiding the be-
havior of human beings. In recent years, empirical research
has focused on attention in the visual system. Visual atten-
tion must rapidly and continuously shift between different
spatial locations in response to environmentally significant
events. Shifts in visual attention are not dependent on eye
movements, but they occur in real time~Posner, 1985!. In
particular, there is evidence that the time taken to shift visual
attention from one spatial location to another is proportional
to the angular separation of these two points~Tsal, 1983;
Downing and Pinker, 1985!. This finding suggests that visual
attention moves within an analog representation, and that
spatial relations and distance information are directly repre-
sented by the structure of that representation.

Similar principles apply to auditory attention. Rhodes
~1987! found that the time taken to shift auditory attention in
three dimensional space was a linearly increasing function of
the angular distance moved, at least for distances up to 90
degrees. This finding suggests that both visual and auditory
spatial information are represented analogically, and that
similar constraints apply to movements of visual and audi-
tory attention within these representations. Another location-

based characteristic known in visual attention, inhibition of
return~Posner and Cohen, 1984!, was recently demonstrated
for auditory attention by Mondoret al. ~1998! and by Spence
and Driver~1998!, further illustrating parallel features in vi-
sual and auditory attentional shifts.

In this investigation, we further examined shifts in audi-
tory attention. However, rather than examine shifts from one
spatial location to another, we examined shifts in attention
between different pitches. Our investigation was motivated
by two theoretical considerations. First, the analysis of pitch
by the auditory system is, in an important sense, analogous
to spatial analysis by the visual system. The analysis of vi-
sual space occurs early in processing. Responses at different
parts of the retina are mapped retinotopically onto the pri-
mary visual cortex. In contrast, the analysis of spatial infor-
mation may occur quite late in auditory processing, only af-
ter information from the two ears is combined. Rather than
spatial location, it is frequency that is analyzed at early
stages of auditory processing. Different acoustic frequencies
create vibrations at different segments of the basilar mem-
brane, leading to a tonotopic organization of pitch in the
primary auditory cortex.

A second consideration was that there is an extensive
body of research concerned with musical pitch resulting in
several models describing psychological relationships be-
tween pitches as they occur in musical contexts~e.g., Deut-
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sch, 1982; Krumhansl, 1990!. These models, and the empiri-
cal work supporting them, provided a solid foundation upon
which to make predictions about the speed with which
pitches can be resolved in a musical context. In particular,
when attention is focused on one pitch~the attended pitch!,
the speed with which a new pitch is resolved may be influ-
enced by the psychological distance between the attended
pitch and the new pitch.

One early model of pitch—the helical model—considers
two dimensions: pitch height, which is proportional to the
logarithm of the fundamental frequency of a complex tone,
and pitch chroma, which treats as equivalent those tones
whose fundamental frequencies are separated by an octave.
More recent models of pitch have acknowledged the impor-
tance of other dimensions of pitch relationships, such as
pitch contour, and tonal function~for reviews, see Dowling
and Harwood, 1986; Krumhansl, 1990!.

It is widely agreed that proximity in pitch height—or
‘‘pitch proximity’’—has a significant influence on perceived
relationships between pitches. Tones that are proximal in
pitch height are perceived to be highly related, listeners ex-
pect melodic patterns in which sequential tones are proximal
in pitch height, and proximal tones tend to form perceptual
groups when played consecutively. Pitch proximity may
have a greater influence than spatial location on auditory
grouping. Deutsch~1975! presented musical materials to lis-
teners in a manner such that location information suggested
one grouping of sounds, while pitch proximity suggested a
conflicting grouping of sounds. She presented two major
scales simultaneously to listeners, one ascending and the
other descending. Successive tones in each of the two scales
were presented alternately to the left and right ears, such that
when a tone from the ascending scale was presented to the
right ear, a tone from the descending scale was presented to
the left ear. Listeners did not accurately perceive the location
of pitches. Rather, listeners grouped the tones in a way that
preserved pitch proximity. This effect, known as the ‘‘scale
illusion,’’ indicates that pitch proximity may override spatial
location in auditory grouping.

Musical context may introduce a number of other prop-
erties that may influence perceived relationships between
pitches, such as scale membership, contour, harmony, and
tonality. Sensitivity to these properties arises through expo-
sure to music organized along discrete sets of pitches known
as scales. Research suggests that listeners readily abstract
underlying scales~Cohen, 1991!, and that perceived relation-
ships among pitches in a musical context are influenced by
whether or not those pitches are members of the scale
~Krumhansl, 1979!. Tones whose pitches are members of the
scale are called diatonic tones. Tones whose pitches are not
members of the scale are called nondiatonic tones. The most
common scale in Western music is the major scale, which
has seven pitches per octave~doh, re, mi, fa, sol, la, ti!. The
first note of the scale is referred to as the tonic, and serves as
a point of perceived stability in music. Other notes vary in
their perceived stability, resulting in atonal hierarchy
~Krumhansl and Kessler, 1982!. Sensitivity to the scale and
the tonal hierarchy will be collectively referred to astonality.

Melodic contour, which we refer to asregistral direction

~the up/down pattern of notes in a melody!, also may influ-
ence the speed of pitch resolution. If a melody involves part
of an ascending scale, for example, listeners may expect that
ascending motion to continue. The latter prediction is based
on the Gestalt principle of ‘‘good continuation,’’ which has
been examined extensively in studies of music~e.g., Deut-
sch, 1999; Narmour, 1990!. Scale and contour are thought to
be among the most significant influences on memory for
melodies~Dowling, 1978!.

Harmony also may influence perceived pitch relation-
ships. The perception of harmony is influenced by sensory
dissonance, but is also shaped by long term knowledge of
music ~Bharucha and Stoeckig, 1986, 1987; Tekman and
Bharucha, 1992!. Only the sensory aspect of harmony was
addressed in this investigation. When two or more tones are
sounded simultaneously, their combination may result in
physical beating among partials. An excess of such beating
patterns is perceived as dissonance; an absence of such beat-
ing is perceived as consonance~Plomp and Levelt, 1965!.1

Pitches that are consonant with each other may be perceived
as psychologically related, even when they are presented in
sequence~Krumhansl, 1995; Thompson and Stainton, 1998!.
The latter effect may reflect sensitivity to the degree of spec-
tral overlap among such tones, or result from an evaluation
of sensory interactions that arise when the memory trace of
one tone is combined with physically occurring properties of
a subsequent tone.

To summarize, psychological relationships between
pitches are influenced by several factors including pitch
proximity, tonality, registral direction, and dissonance. In
this study, we examined whether these factors affect the time
it takes to shift auditory attention between pitches. Listeners
were induced to focus on one pitch, and were then presented
a probe tone. They were asked to respond rapidly to certain
probe tones~‘‘valid’’ trials ! while ignoring others~‘‘in-
valid’’ trials!. We focused on four factors that may influence
psychological pitch distance, and, therefore, the time re-
quired to shift auditory attention through pitch space. Spe-
cifically, we predicted that the time taken to resolve the pitch
of a probe tone would be more rapid when

~1! the pitch of the probe tone is proximal to the expected
pitch ~proximity!;

~2! the probe tone is not dissonant with the expected tone
~dissonance!;

~3! the probe tone is stable within the key defined by the
preceding context~tonality!; and

~4! the probe tone continues the registral direction suggested
by the preceding context~registral direction!.

There is precedent for using reaction time to evaluate
pitch perception in a musical context. Janata and Reisberg
~1988! examined the reaction time of listeners who were in-
structed to indicate as quickly as possible whether probe
tones were diatonic to the scale defined by a preceding mu-
sical context. Reaction times were significantly faster for
more stable tones within the key. The authors argued that
differences in reaction time reflected listeners’ internal rep-
resentation of the tonal hierarchy. One question addressed in
our investigation is whether such an influence is observed
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when responses to pitch are not contingent on an explicit
~conscious! assessment of tonality.

We report the results of five experiments. The design of
all experiments was adapted from studies of visual attention,
in which participants responded rapidly to visual stimuli pre-
sented at varying distances from an initial fixation point
~Umiltá, 1988; Hikosakaet al., 1996; Egeth and Yantis,
1997; Steinman and Steinman, 1998!. In experiments 1–3,
listeners were presented an incomplete major scale, which
directed their attention to the note that would complete that
scale. Reaction times were obtained for different probe tones.
In experiments 4 and 5, an incomplete arpeggio was used to
direct the attention of listeners to a certain note. Responses
were obtained for the same set of probe tones used in experi-
ments 2 and 3. The results for scale and arpeggio contexts
were compared to explore how psychological distances be-
tween pitches are affected by musical context.

II. EXPERIMENT 1

In experiment 1, we examined the speed with which
listeners can resolve pitches following an incomplete major
scale. Participants were first exposed to an incomplete major
scale~doh, re, mi, fa, sol, la, ti! in order to direct their atten-
tion to a specific pitch~the completion of the scale, or
‘‘doh’’ !. A major scale was adopted because it is well estab-
lished that this context generates strong expectations for the
pitch that completes the scale, i.e., doh~Krumhansl and
Shepard, 1979; Krumhansl, 1990!. The incomplete scale was
followed by one of eight probe tones, and participants were
instructed to make a key-press response as soon as they de-
tected the pitch of the probe tone.

To ensure that participants responded to the pitch of the
probe tone, rather than to other dimensions of the probe tone
~e.g., onset!, a go–no-go procedure was adopted in which the
response criterion was specifically determined by pitch. Lis-
teners were instructed that if the probe tone was less than
three semitones from the tone that would complete the scale,
they should respond as quickly as possible~valid probe
tones!, but if the probe tone was seven or more semitones
from the tone that would complete the scale, they should not
respond~invalid probe tones!. Thus, the decision to respond
was contingent on an analysis of pitch, and reaction times
should be affected by the psychological distance between the
expected pitch~next tone on the major scale! and the pitch of
the ~valid! probe tone.

A. Method

1. Participants

Fourteen participants~nine males, five females! with at
least three years of musical training were recruited for ex-
periment 1 among the staff and student community at the
Institute of Biomedical Sciences at the University of Sa˜o
Paulo. All participants were volunteers, their ages ranged
from 19 to 50~mean526.4, s.d.59!, and all reported normal
hearing.

2. Materials and tone construction

The tones to which participants were exposed were gen-
erated using MEL Professional V2.0 software acquired from
Psychology Software Tools~PST, Inc., Pittsburgh; see
Schneider, 1988!, on an IBM-PC compatible Pentium com-
puter. Tones were sine waves, and were each 150 ms in
length including 30 ms of onset and 30 ms of offset. Partici-
pants heard the stimuli through high-quality speakers at a
comfortable listening level~approximately 70 dB! in a
sound-attenuated booth with reduced lighting. Participants
were tested individually, and responded by pressing a button
on a joystick with their thumb, directly entering the data into
the computer.

3. Conditions and procedure

Details of the experimental design are shown, to scale,
in Fig. 1. To avoid habituation, the first pitch of the scale was
one of four pitches, determined randomly for each trial: C3
~523 Hz!, A2 ~440 Hz!, G2 ~391 Hz! or F2 ~349 Hz!. There
were four valid probe tones for the C3 scale: C4, C]4, A3
and A]3. There were four invalid probe tones for the C3
scale: F]4, G4, G2 and G]2. Valid and invalid probe tones
of the A2, F2, and G2 scales were transpositions of the ex-
ample given.

After each response, participants were provided feed-
back on their performance, as shown in Table I. If errors
were committed in the course of a block, new tests were
presented to the participants at the end of the block, such that
the number of correct responses was the same for all condi-
tions. Altogether, each participant had to provide correct re-

FIG. 1. The experimental design of experiment 1. The vertical axis repre-
sents frequencies on a logarithmic scale; the horizontal axis represents time
~s!. The letters at the right indicate the probe tones for a C major scale
beginning at C3. Valid probe tones are shown as a solid line and invalid
probe tones are shown as a double line. Horizontal bars at the top indicate
the duration of tones and intervals between tones.

TABLE I. Feedback~in italics! given to participants in experiment 1, ac-
cording to their response in the different conditions.

Reaction time Valid probe tone Invalid probe tone

RT,130 Anticipated Error & anticipated
130,RT,1000 RT displayed Error
RT.1000 Slow Error
No response Slow Correct
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sponses to 192 tests~16 blocks of 12 tests each!, of which
half were valid, and half were invalid. The results presented
were thus based on 96 reaction times per participant, 24 for
each one of the four valid probe tones. The number of errors
committed was also recorded.

Participants were tested on three separate experimental
sessions. On the first day, they were given instructions for
the task, and participated in a training session in which they
were informed ahead of time whether the probe tone would
be valid or invalid. After completing the training session, all
participants took part in a practice experiment, the reaction
times of which were discarded. On the second and third
days, participants went through another practice experiment
~the data being again discarded! before participating in the
experiment~8 random blocks of 12 tests each, 6 valid and 6
invalid, plus repeats to make up for mistaken responses, with

pauses after the third block and the sixth block to avoid
excessive fatigue!.

B. Results and discussion

The mean reaction times for the four valid probe tones
are shown in Fig. 2~a!. A one-way analysis of variance
showed a significant effect of probe tone,F(3,39)528.41,
p,0.001). Planned comparisons were conducted to assess
the predictions. First, reaction times for the expected probe
tone, C4~mean5376 ms!, were significantly faster than re-
action times across other valid probe tones~mean5468 ms!,
F(1,39)581.35,p,0.001. This result suggests that the scale
context indeed focused auditory attention on the pitch of C4,
so that no shift in auditory attention was required to resolve
that pitch, leading to shortest reaction times for this probe
tone.

A second planned comparison revealed that reaction
times for the probe tone C]4 ~mean5482 ms! were signifi-
cantly longer than reaction times across other probe tones
~mean5433 ms!, F(1,39)523.51,p,0.001. This finding is
consistent with predictions based on dissonance and tonality,
as this pitch is perceived as dissonant with the expected pitch
~C4! and it is not diatonic to the scale. Yet this finding is
inconsistent with predictions based on proximity and regis-
tral direction: the pitch of C]4 is only one semitone away
from the expected pitch and is in the expected registral di-
rection. According to the analysis of Plomp and Levelt
~1965!, C]4 has a greater degree of perceived dissonance
with the expected pitch, C4, than any other probe tone. The
quantitative values of dissonance obtained by these authors
were used to plot values of the abscissa in Fig. 2~a!.

The remaining two probe tones, A3 and A]3, showed
intermediate reaction times, which were statistically indistin-
guishable~463 and 459 ms, respectively!. These two probe
tones have similar levels of dissonance with the expected
probe tone at C4. The tones also have similar tonal hierarchy
values as quantified by Krumhansl and Kessler~1982!, even
though only one of these probe tones~A3! is diatonic to the
established key. As shown in Table II, regressions of reac-
tion times as a function of dissonance@shown in Fig. 2~a!#
and tonality both show a high correlation coefficient (r 2

50.845 and 0.895 respectively,p,0.05).
In addition to analyzing reaction times, we also exam-

ined the proportion of incorrect responses for each valid
probe tone. This analysis was performed to assess whether
psychological distance influenced the accuracy with which

FIG. 2. ~a! Mean reaction times~RT! for the four valid probe tones of
experiment 1, plotted as a function of dissonance relative to the expected
probe tone. According to Plomp and Levelt~1965!, the values of dissonance
are as follows: C450, A352.40, A]353.34, C]455.32. The bars indicate
standard errors. Regression equations and squared correlations are shown.
~b! Percentage of errors committed by subjects in response to valid probe
tones in experiment 1, plotted as a function of dissonance relative to the
expected probe tone. Regression equations and squared correlations are
shown.

TABLE II. Squared correlations (r 2) between mean reaction times and % errors as a function of dissonance,
pitch proximity, and tonality. An asterisk indicates statistical significance at the 0.05 level.

Reaction time % Errors

Experiment No. Dissonance
Pitch

proximity Tonality Dissonance
Pitch

proximity Tonality

1 0.845* 0.429 0.895* 0.976* 0.053 0.747
2 0.949* 0.101 0.729 0.886* 0.000 0.576
3 0.710 0.055 0.469 0.989* 0.067 0.789
4 0.331 0.667 0.005 0.016 0.980* 0.161
5 0.001 0.968* 0.276 0.009 0.997* 0.780
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listeners classified probe tones. The distribution of incorrect
responses among the four valid probe tones was consistent
with the reaction time data, as shown in Fig. 2~b!. Errors
were highly nonrandom~chi squared ~3!566.9, 3 p
,0.001). The pattern of errors suggests that processing the
expected tone, C4, was a much easier task than processing
tones at A3 or A]3, and C]4 ~in the order!. As shown in
Table II, the percentage of correct responses was strongly
related to dissonance (r 250.976,p,0.01).

III. EXPERIMENTS 2 AND 3

Experiment 1 indicated that listeners responded more
quickly to a probe tone with an expected pitch than to a
probe tone with an unexpected pitch. In addition, reaction
times increased linearly with dissonance relative to the ex-
pected probe tone, and decreased with the tonal stability of
the probe tone relative to the key established by the preced-
ing scale. The slowest reaction time, observed for the probe
tone at C]4, was expected on the basis that it is psychologi-
cally distant from the expected note of C4. Although C4 and
C]4 are proximal in pitch~separated by only one semitone!,
they are highly dissonant with each other, and psychologi-
cally distant from each other in a C major context~Krum-
hansl, 1990!. Overall, dissonance and tonality were strong
predictors of the reaction time.

Experiments 2 and 3 were conducted for three reasons.
First, listeners in experiment 1 were extensively trained to
respond to valid probe tones within 1 s, and several re-
sponses were measured for each probe tone. It is possible
that such extensive training may have encouraged listeners to
develop explicit strategies of responding that are not typi-
cally invoked when shifting auditory attention between
pitches under normal conditions of music listening, and
which might mask the automatic pitch encoding processes
under investigation. Experiments 2 and 3 were designed to
verify whether the results of experiment 1 would be obtained
without elaborate training and exposure to the experimental
protocol. Second, the tones used in experiment 1 were sine
waves, but pitch perception in most musical contexts in-
volves more familiar timbres. We considered the possibility
that pitch resolution for sine tones may be influenced by
somewhat different factors than pitch resolution for more
familiar timbres. Thus, the stimuli used in experiments 2 and
3 consisted of sampled piano tones.

Third, it is possible that the large reaction time observed
for the probe tone at C]4 was partially related to the asym-
metric distribution of valid and invalid probe tones~see
method section, experiment 1!. Valid probe tones were more
distant in pitch from invalid probe tones in the lower register
~between 13 and 18 semitones! than from invalid probe tones
in the upper register~between 5 and 10 semitones!. This
asymmetry may have made it more difficult to distinguish
between higher pitched valid and invalid probe tones than
between lower pitched valid and invalid probe tones. Thus,
the large reaction time at C]4 may have resulted, in part,
from a difficulty in discriminating this pitch from upper in-
valid pitches. Experiments 2 and 3 eliminated this asymme-
try.

We noted that reaction times for the first two responses
to each probe tone in experiment 1 illustrated the same trend
as the mean reaction time for the full set of 24 responses
~386, 448, 474 and 490 ms versus 376, 463, 460 and 482 ms,
respectively, for probe tones C4, A3, A]3, and C]4!. Thus,
experiments 2 and 3 limited the number of responses to two.

A. Method

1. Participants

Twelve women and eight men from the York University
community, ranging in age from 19 to 31~mean524.3! par-
ticipated in experiment 2. Ten received undergraduate course
credit for their participation, and ten were volunteers.
Twelve women and three men, aged between 18 and 54
~mean 23.1! participated in experiment 3. Twelve received
undergraduate credit for their participation and three were
volunteers. The number of years of formal musical training
of participants ranged from zero to greater than ten~mean
56.8 years! in experiment 2 and from zero to ten~mean53.4
years! in experiment 3. All participants reported normal
hearing.

2. Materials and tone construction

Tones were taken from the internal timbre set of a
Power Macintosh computer. The timbre of all tones was the
sampled piano sound of the Roland piano~for an acoustic
description, see Fletcher and Rossing, 1991!, with funda-
mental frequencies set to equal temperament tuning. Stimuli
were presented to listeners in a sound attenuated booth
through Sennheiser HD-480 headphones. Responses were
entered directly onto a computer.

3. Conditions and procedure

The stimuli used for experiments 2 and 3 were identical
and are illustrated in Fig. 3. Listeners were presented an
incomplete C major scale, followed by a pause of 700 ms,
and then a probe tone in each trial. The seven notes of the
incomplete scale, C3, D3, E3, F3, G3, A3, B3, were each
350 ms in duration, as was the duration of the probe tone.
There were eight probe tones.

FIG. 3. The experimental design of experiments 2 and 3.
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Participants were instructed to make a rapid key-press
response if the probe tone was two or fewer semitones from
the last tone of the incomplete scale~ti!; otherwise they
should make no response, and wait for the next trial. The
four valid probe tones were A3, A]3, C4, and C]4. For both
experiments 2 and 3, the maximum reaction time acceptable
was set to 2000 ms. The four invalid probe tones were F3,
F]3, E4, and F4. Upper and lower probe tones were sym-
metric in pitch distance from the reference tone: valid probe
tones were exactly 1 or 2 semitones above or below the
reference tone~ti!, and invalid probe tones were 5 or 6 semi-
tones above or below the reference tone.

In experiment 2 each probe tone was presented just
twice, regardless of whether correct responses were obtained,
thus minimizing participant exposure to the experimental
procedure. In experiment 3, each invalid probe tone was pre-
sented twice, but each valid probe tone was presented as
many times as needed to obtain two valid key-press re-
sponses~i.e., responses under 2000 ms!. Thus, if no response
to a valid probe tone was made by 2000 ms, that trial was
repeated at a randomly determined position later in the ex-
perimental session. The order in which probe tones were
presented was randomized independently for each partici-
pant.

Experiments 2 and 3 also differed in the following ways.
In experiment 2, listeners were given minimal training, with
an emphasis on accuracy, and proceeded to the experiment as
soon as they succeeded in correctly classifying~unspeeded!
16 probe tones in a row~i.e., each possible probe tone,
twice!. Once the experiment began, there were no trial re-
placements for mistaken responses, and therefore the number
of correct responses was not always the same for all probe
tones or participants.

In experiment 3, participants were trained with one set
of practice trials involving all valid probe tones, and another
set of practice trials involving all invalid probe tones. Par-
ticipants were given the opportunity to switch back and forth
between these two practice sets until they felt comfortable
with the distinction between valid and invalid probe tones.
Emphasis was on speed, and participants were given feed-
back on their performance during the practice trials~reaction
time in ms!.

B. Results and discussion

The mean reaction times obtained in experiments 2 and
3, shown in Fig. 4~a!, illustrate the same trend observed in
experiment 1. Figures 4~a! and ~b! illustrate linear fits of
mean reaction times and error-rates for valid probe tones,
respectively, as a function of dissonance. These analyses
generally suggest that longer reaction times and higher error
rates occurred for probe tones that were more dissonant with
the expected probe tone. Table II illustrates that reaction
times in experiment 2 also supported the importance of to-
nality. Asymmetry in pitch distance of valid and invalid
probe tones about the reference tone, or the development of
explicit strategies following extensive training, were thus not
likely to have been essential to the results of experiment 1.
Details of the experimental design, the instructions, and the
training procedures appeared to influence absolute values of

reaction times and error rates, but the essential pattern of
reaction times, and how they related to dissonance, was pre-
served. In all three experimental contexts, reaction times
were more strongly related to dissonance and tonality than to
pitch proximity and registral direction.

The design of experiment 2 meant that responses were
not always obtained when a valid probe tone was presented,
and different probe tones elicted a different number of re-
sponses~0, 1, or 2!. The number of responses made to each
of the eight probe tones of experiment 2 was recorded as 0,
1, or 2, and a repeated measures ANOVA was conducted on
the resultant data. As expected, there were significantly more
responses made to valid probe tones~mean51.54 responses
per probe tone! than to invalid probe tones~mean50.39 re-
sponses per probe tone!, F(1,19)5128.04,p,0.0001. This
finding indicates that participants were sensitive to the dif-
ference between valid and invalid probe tones.

Among valid probe tones, there were significantly more
responses made to the expected note, C4, than to other valid
probe tones,F(1,19)515.17,p,0.001. Among unexpected
valid probe tones, there were significantly more responses
made to A3 than to A]3 or C]4, F(1,19)516.05, p
,0.001. Finally, there were significantly more responses
made to A]3 than to C]4, F(1,19)516.38,p,0.001. These
findings parallel the reaction time data obtained in experi-
ment 1, and suggest that as the psychological distance be-
tween probe tones and the expected note increased, partici-
pants tended to overestimate the distance in semitones
between the probe tone and the last note of the scale.

Reaction times obtained in experiment 3 were assessed
in a two-way ANOVA, with repeated measures on probe
tone~four valid probe tones! and example~two responses for

FIG. 4. ~a! Mean reaction times~RT! for the four valid probe tones of
experiments 2~upper line! and 3~lower line!. The values of dissonance are
as follows: C450, A352.40, A]353.34, C]455.32. ~b! Percentage of er-
rors committed by subjects in response to valid probe tones in experiments
2 ~unfilled squares! and 3~filled squares!, plotted as a function of dissonance
relative to the expected probe tone. Regression equations and squared cor-
relations are shown.
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each probe tone!. As expected, there was a main effect of
probe tone,F(3,42)52.8508,p50.05, but no main effect of
example,F(1,14)51.0547, ns, and no interaction between
probe tone and example,F(3,42)51.3413, ns. These find-
ings, summarized in Fig. 4~a!, illustrate that the time taken to
respond to different probe tones depended on the pitch of
those probe tones.

As in experiment 1, the mean reaction time for the ex-
pected note, C4~mean5678.37 ms!, was lower than the
mean reaction time for other probe tones~mean5743.84
ms!, but in this case the difference was not significant,
F(1,42)51.60, ns. However, the mean reaction time for dia-
tonic notes~C4 and A3, mean5668.32 ms! was significantly
lower than the mean reaction time for nondiatonic notes
~A]3 and C]4, mean5786.62 ms!, F(1,42)56.95, p
50.02. This finding supports the importance of one aspect of
tonality in determining reaction times: scale membership. In
addition, the mean reaction time for the probe tone at C]4
~mean5825.47 ms!, the most dissonant note with respect to
the expected note, was significantly longer than the mean
reaction time for all other notes~mean5694.80 ms!,
F(1,42)56.36, p50.02. This finding supports the impor-
tance of dissonance in determining reaction times. Taken to-
gether, the results again suggest that the time taken to shift
attention from one pitch to another is proportional to the
psychological distance between pitches, and that this dis-
tance is influenced by tonality and the degree of dissonance
between pitches.

IV. EXPERIMENTS 4 AND 5

Experiments 1–3 indicated that listeners respond more
slowly to unexpected notes than to expected notes following
an incomplete major scale. Experiments 4 and 5 were con-
ducted to examine the effect for another musical context—
one that generates an expected note that is not proximal to
the last note of the context. Listeners were presented an in-
complete two-octave arpeggio~E2, G]2, B2, E3, G], B3!
followed by a probe tone. In this case, listeners were in-
structed to make a rapid key-press response to probe tones
that were greater than three semitones from the last tone~the
reference tone! of the arpeggio. Thus, the distance of valid
and invalid probe tones from the reference tone was inverted.
The arpeggio was used to direct the attention of participants
to the next expected note of the arpeggio, E4. Again two
experimental approaches were taken, paralleling the ap-
proaches of experiments 2 and 3. The approach of experi-
ment 4 was to minimize training~preventing the develop-
ment of complex strategies in responding to the probe tones!
and to emphasize accuracy. The approach of experiment 5
was to increase training and emphasize speed of response.

A. Method

1. Participants

Twelve women and eight men from the York University
community, ranging in age from 19 to 31~mean524.3!, par-
ticipated in experiment 2. Ten received undergraduate course
credit for their participation, and ten were volunteers. Six-
teen women and three men, aged between 18 and 54~mean
23.0! participated in experiment 3 thirteen received under-

graduate credit for their participation and six were volun-
teers. The number of years of formal musical training of
participants ranged from zero to greater than ten~mean56.8
years! in experiment 2 and from zero to ten~mean52.9
years! in experiment 3. All but four of these participants also
took part in experiments 2 and 3. All participants reported
normal hearing.

2. Materials and tone construction

The materials and tone construction were the same as
those used in experiments 2 and 3.

3. Conditions and procedure

The stimuli used for experiments 4 and 5 are illustrated
in Fig. 5. Listeners were presented an incomplete E major
arpeggio, followed by a pause of 700 ms, and then a probe
tone. The six notes of the arpeggio, E2, G]2, B2, E3, G]3,
B3, were each 350 ms in duration, as was the duration of the
probe tone. There were eight probe tones. Participants were
instructed to make a rapid key-press response if the probe
tone was three or more semitones from the last note of the
arpeggio; otherwise they should make no response, and wait
for the next trial. Thus, the response criterion was reversed
with respect to that used in experiments 2 and 3. That is,
participants in experiments 3 and 4 were instructed that they
should not respond to probe tones whose pitch was proximal
to the final tone of the arpeggio.

The four valid probe tones were F3, F]3, E4, and F4.
For both experiments 4 and 5, the maximum reaction time
acceptable was set to 2000 ms. The four invalid probe tones
were A3, A]3, C4, and C]4. As in experiments 2 and 3,
upper and lower probe tones were symmetric in pitch dis-
tance from the reference tone: valid probe tones were exactly
5 and 6 semitones above or below the reference tone, and
invalid probe tones were 1 and 2 semitones above or below
the reference tone.

In experiment 4, each probe tone was presented twice,
regardless of whether correct responses were obtained. In
experiment 5, each invalid probe tone was presented twice,
but each valid probe tone was presented as many times as
needed to obtain two valid key-press responses~i.e., re-
sponses under 2000 ms!. Thus, if no response to a valid

FIG. 5. The experimental design of experiments 4 and 5.
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probe tone was made by 2000 ms, that trial was repeated
later in the experimental session. The order in which probe
tones were presented was randomized independently for each
participant. Other differences between experiments 4 and 5
were the same as those described for experiments 2 and 3.

B. Results and discussion

Mean reaction times and the percentage of errors ob-
tained in experiments 4 and 5 are shown in Figs. 6~a! and
~b!, plotted as a function of pitch proximity relative to the
expected note. Table II summarizes regression analyses con-
ducted on both mean reaction times and error-rates for valid
probe tones. These analyses suggest that reaction times and
error-rates were not strongly related to dissonance and tonal-
ity, but rather, were more strongly related to pitch proximity
and registral direction.

As in experiment 2, different probe tones elicted a dif-
ferent number of responses in experiment 4~0, 1, or 2!.
Significantly more responses were made to valid probe tones
~mean51.46 responses per probe tone! than to invalid probe
tones ~mean50.70 responses per probe tone!, F(1,19)
523.26,p,0.0001. This finding indicates that, as with the
scale context, participants were sensitive to the difference
between valid and invalid probe tones. Among valid probe
tones, there were significantly more responses made to probe
tones in the expected registral direction~E4 and F4! than to
probe tones in the unexpected registral direction,F(1,19)
518.67,p,0.001. This finding suggests that the arpeggio,
unlike the scale, directed attention in an upward direction.
There were no other significant effects.

Reaction time data obtained in experiment 5 were as-
sessed in a two-way ANOVA, with repeated measures on
probe pone~four valid probe tones! and example~two ex-
amples!. As expected, there was a main effect of probe tone,
F(3,54)56.43, p,0.001, but no main effect of example,
F(1,18),1.0, ns, and no interaction between probe tone and
example, F(3,54),1.0, ns. Planned comparisons showed
that the mean reaction time was lower for the expected probe
tone, E4~mean5601.82 ms!, than for the other three probe
tones ~mean5745.03 ms!, F(1,54)59.20, p,0.005. This
result suggests that the arpeggio context focused auditory
attention on the pitch of E4, so that no shift in auditory
attention was required to resolve that pitch, leading to short-
est reaction times for this probe tone.

The mean reaction time was also significantly lower for
probe tones in the same registral direction~E4 and F4, mean
5620.86 ms! than for probe tones in the opposite registral
direction ~F3 and F]3, mean5797.61 ms!, F(1,54)518.69,
p,0.0001. Finally, among the three unexpected probe tones
~F3, F]3, F4!, the two extreme notes~furthest away from the
last note of the context, F3 and F4, mean5712.92 ms! had
marginally lower reaction times than the note that was closer
in pitch ~F]3, mean5809.26 ms!, F(1,54)53.70, p,0.06.
The latter finding suggests that pitch proximity may influ-
ence reaction times following an incomplete arpeggio.

Overall, the results of experiments 4 and 5 support the
notion that the time taken to resolve pitch depends on the
psychological distance between the attended pitch and a pre-
sented pitch. In this case, however, registral direction and
pitch proximity appeared to influence the psychological dis-
tance between pitches.

V. GENERAL DISCUSSION

The results of this investigation indicate that the time
taken to respond to probe tones varies significantly depend-
ing on the pitch of that probe tone. In particular, pitch reso-
lution in a musical context was determined by the psycho-
logical distance between the expected and actual pitch of the
probe tone. This finding is analogous to effects reported for
the visual system: response times for different visual cues are
proportional to the distance between the location of the ini-
tial visual focus and the location of the target cue. In this
case, the focus of auditory attention was established by gen-
erating a strong expectation for the completion of a pitch
pattern~scale or arpeggio!, which is a location in pitch space.
Delays in responding to different pitches are interpreted as
the time taken for participants to shift auditory attention from
the expected pitch to the pitch of the probe tone.

The experimental designs illustrated in Figs. 1, 3, and 5
allowed an evaluation of four influences on pitch distance.
Pitch proximity was defined in terms of a log frequency scale
~number of semitones!. Measures of dissonance and tonality
were drawn from the work of Plomp and Levelt~1965! and
Krumhansl~1990!, respectively. Regression curves of reac-
tion times as a function of these factors were determined and
evaluated for their goodness of fit~Table II!. Another param-
eter, registral direction, was assessed by comparing reaction
times for probe tones in the expected registral direction with

FIG. 6. ~a! Mean reaction times~RT! for the four valid probe tones of
experiments 4~upper line! and 5~lower line! plotted as a function of pitch
proximity relative to the expected probe tone, E4. Values of pitch proximity
were E450, F451, F]3510, F3511; the units are semitones.~b! Percent-
age of errors committed by subjects in response to valid probe tones in
experiments 4~upper line! and 5~lower line! as a function of pitch proxim-
ity.
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reaction times for probe tones in the opposite registral direc-
tion.

The process of shifting attention between pitches ap-
pears to be constrained by different factors depending on
whether the preceding context is an incomplete major scale
or an arpeggio. Perceived dissonance and tonality played an
important role in the scale context, while neither of these
parameters were significant factors in the arpeggio context.
For the arpeggio context, reaction times were significantly
faster for probe tones that continued the registral direction of
the arpeggio than for probe tones that reversed the registral
direction of the arpeggio. There was also moderate support
for an influence by pitch proximity following the arpeggio
context.

One interpretation of these results is that expectancies
following the arpeggio context are most strongly associated
with general ~gestalt! principles of pitch relationships,
whereas expectancies following the scale context are more
strongly associated with harmony and tonality. Thus, the
scale context may have invoked a more musical representa-
tion of pitch distance, which then determined reaction times.
The arpeggio, in contrast, did not appear to invoke a rich
musical representation of pitch distance, and judgments were
therefore based on more general auditory principles~see
Bregman, 1990; Deutsch, 1999!.

This interpretation may appear to conflict with research
conducted by Krumhansl and her associates, who found that
harmonic materials induce a strong sense of tonality~Krum-
hansl, 1990!. Two aspects of the harmonic stimuli used in
those studies should be borne in mind, however. First, those
studies involved minimizing effects of pitch height by using
circular tones~Shepard, 1964!. In contrast, we used noncir-
cular tones~sine tones or piano tones!, and thus did not in-
hibit influences from pitch proximity. Second, the harmonic
materials in studies reviewed by Krumhansl~1990! were
chord sequences, whereas we used an ascending arpeggio
that extended across two octaves.

There are other possible explanations for the differences
observed for the scale and arpeggio contexts. First, whereas
the scale context involved stepwise melodic motion~i.e., in-
tervals no greater than two semitones!, the arpeggio involved
leaps between successive notes, and also extended across a
greater range of frequencies. The involvement of melodic
leaps and the large extent of movement in the arpeggio con-
text may have conveyed a strong sense of direction, distance,
and momentum, thus overwhelming any influences by har-
mony and key.

Another factor may be the distance between the ex-
pected pitch and the valid probe tones. In the arpeggio con-
text, the expected pitch~Fig. 5! was either the same or 1
semitone removed from the higher pitched valid probe tones,
but 10 and 11 semitones away from the lower pitched valid
probe tones. In the scale context, this difference was consid-
erably reduced~0 and 1 semitone away from the higher
pitched valid probe tones; 2 and 3 semitones away from the
lower pitched valid probe tones!. Thus, any effects of regis-
tral direction for the arpeggio context may have been bol-
stered by proximity to the attended pitch. That is, low-
pitched valid and invalid probe tones may have been difficult

to discriminate because both categories are distant in pitch
from the expected pitch.

A notable feature of the scale results is a proportional
increase of mean reaction times over experiments 1–3. Tak-
ing into account the details of the experimental designs,
these three experiments might be classified as easiest~experi-
ment 1!, of intermediate difficulty~experiment 3!, and most
difficult ~experiment 2!. Mean reaction times increase ac-
cordingly at a ratio of 1:1.6:3.1. Interestingly, the slopes of
the fits of reaction times as a function of dissonance increase
across these experiments in the same way, the coefficient-
ratios being 1:1.5:2.9. Moreover, these linear fits, when ex-
trapolated backwards, all cross the abscissa at about the same
point ~reaction time50, dissonance5220, approximately!.
This finding suggests that the cognitive processes involved in
recognizing the expected valid probe tone~doh!, which take
longer in more difficult situations, continue at a constant rate
in the search and analysis of the remaining valid probe tones.

VI. CONCLUSIONS

The organization of pitch space and of shifts of auditory
attention in this space depend on musical context, which
shapes this space and directs auditory attention to a given
position within the space. A familiar scale produces a pitch
space in which yardsticks calibrated with dissonance and to-
nality are the best instruments to measure psychological dis-
tance. An arpeggio, in contrast, creates a pitch space in
which psychological distances are determined more by reg-
istral direction and proximity.
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In situ source level and source position estimates of biological
transient signals produced by snapping shrimp
in an underwater environment
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Biological transient signals produced by snapping shrimp are sensed underwater by a wide aperture
array. The instantaneous range and bearing of the source position of each snap is estimated along
with a source level equal to the peak-to-peak amplitude of the pressure impulse generated by the
snap at a standard distance of 1 m from its point of origin. For a sample of 1000 snaps recorded in
Sydney Harbour, the distribution of peak-to-peak sound pressure levels has a mean value of 187 dB
~re 1 mPa! and an interquartile range of 185–189 dB~re 1 mPa!. Plotting the Cartesian coordinates
of the source positions of the biological transient signals over a period of time maps the
two-dimensional spatial distribution of the local snapping shrimp population. The principal habitat
is found to be geocoincident with a 120-m-long wharf, the closest point of which is 60 m from the
middle of the receiving array. The passive ranging performance of the wide aperture array is
evaluated by generating mechanical transient signals at selected positions along the wharf. Precise
estimates of the relative times-of-arrival of the acoustic wavefronts lead to source range and bearing
estimates with standard deviations of only 0.1 m and 0.005 degrees~respectively!, in agreement
with theoretical predictions. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1339823#

PACS numbers: 43.80.Ka, 43.60.Gk@WA#

I. INTRODUCTION

High levels of ambient noise can affect the performance
of high frequency sonar systems used by humans and marine
mammals. Snapping shrimp are small crustaceans that pro-
duce high levels of ambient noise in those marine environ-
ments where the water is both warm~.11 °C! and shallow
~,55 m deep!.1–5 A snapping shrimp has one enlarged claw6

that produces a short acoustic transient signal when snapped
closed.7 The frequency response of the click is extremely
wide-band with frequency components up to 200 kHz.2–4

When snapping shrimp congregate, the superposition of their
sound impulses leads to a sustained background noise resem-
bling a distinctive sizzling or crackling sound. In temperate
and tropical waters, the dominant source of biological noise
in shallow bays, harbours and inlets is attributed to snapping
shrimp.1–5,7

Previous observations of snapping shrimp sound en-
sembles have concentrated on measuring the autospectral
density function of the biological noise and reporting the
measurements as time-averaged noise spectra of spatially
distributed impulsive sound sources.2–4 Recently, sound
pressure source level measurements of single snaps have
been measured in a controlled environment by housing a
single specimen in a small cage in a test tank.7 The specimen
was located at a standard distance of 1 m from a calibrated
wide-band hydrophone.

However, anin situ measurement of the source level in
open waters requires a reliable estimate of the range to the
individual shrimp responsible for the snap so that the source

level can be referenced to the standard distance. Knowledge
of the source level is necessary for any modeling of the func-
tion of the sounds produced by snapping shrimp, since it
determines the range at which the sounds have an effect.
This is the case whether the sounds are used for stunning and
killing prey,8 or territorial defense.9

This article uses a passive ranging technique based on
wavefront curvature to estimate both the range and bearing
of the source of each snapping sound recorded during a high-
frequency sonar experiment in Sydney Harbour, whereAl-
pheus euphrosyne richardsoniandAlpheus edwardsiiare the
dominant snapping shrimp species.6 The biological transient
signals produced by snapping shrimp are sensed by a line
array of three widely spaced hydrophones. Such a sensor
configuration is commonly referred to as a wide aperture
array because the sensor separation distance is considerably
larger than the acoustic wavelengths that compose the re-
ceived signal. Measuring the relative~or differential! times
of arrival of the acoustic transient’s wavefront at each pair of
adjacent sensors enables the instantaneous range and bearing
of the source position of the transient to be estimated. The
source range, which is equal to the radius of curvature of the
wavefront, is required to calculate the attenuation of the sig-
nal in traveling from the source to the middle sensor of the
array. Once the attenuation is known, the source level can be
estimated. In the present experiment, the source level repre-
sents the peak-to-peak amplitude of the pressure impulse
generated by a snap at a standard distance of 1 m from its
point of origin. This approach enables a comparison of the
peak-to-peak source levels of individual snaps recorded in
harbour waters with the peak-to-peak sound pressure levelsa!Electronic mail: brian.ferguson@dsto.defence.gov.au
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reported recently for snapping sounds from individual speci-
mens recorded in a test tank.7

II. PASSIVE RANGING WITH A WIDE APERTURE
ARRAY

A. Range and bearing estimation

The wavefront curvature passive ranging technique uses
a linear array of three widely separated but equally spaced
sensors to estimate the range and bearing of an acoustic
source. The source-sensor array geometry is shown in Fig. 1.
The rangeR and bearingu are the polar coordinates of the
source with the position of the middle sensor of the array
coinciding with the origin. Ifd andc denote the intersensor
spacing and the iso-speed of sound travel~respectively!, then
the range to the source from the middle sensor is given by10

R5
2d22c2~t12

2 1t23
2 !

2c~t122t23!
, ~1!

wheret12 and t23 are the time delays defined by the signal
wavefront traversing the array.@Note that the~relative! time
delayt i j 5t i2t j , wheret i andt j are the absolute times-of-
arrival of the wavefront at sensorsi and j, respectively.#
Also, the bearing of the source measured at the middle sen-
sor with respect to the array axis is given by10

u5cos21F c

2d
~t121t23!1

c2

4Rd
~t12

2 2t23
2 !G . ~2!

If the sound speed and sensor spacings are known, then the
source range and bearing can be estimated by replacing the
time delayst12 andt23 by their estimates in Eqs.~1! and~2!.

B. Time delay estimation

The time delay is estimated by cross-correlating the out-
puts of a pair of sensors,xi(t) andxj (t), over an observation
period ofT. The cross-correlation function is given by

r i j ~t!5E
2T/2

T/2

xi~ t2t!xj~ t !dt. ~3!

If the acoustic source of interest emits a transient signals(t),
and ni(t) and nj (t) represent uncorrelated additive zero-
mean noise terms, then the outputs of the two sensors can be
modeled as

xi~ t !5s~ t !1ni~ t !, ~4a!

xj~ t !5as~ t2td!1nj~ t !, ~4b!

where a is an attenuation factor andtd is the time delay
between the two sensors. Substituting Eqs.~4a! and~4b! into
Eq. ~3! and assuming that the observation period is infinitely
long (T→`) so that the effect of noise is reduced to zero,
then the cross-correlation function becomes

r i j ~t!5aE
2`

`

s~ t2t!s~ t2td!dt5ar ss~t2td!, ~5!

wherer ss(t) is the autocorrelation function ofs(t) defined
by

r ss~t!5E
2`

`

s~ t2t!s~ t !dt. ~6!

Sincer ss(t)<r ss(0), it follows from Eq. ~5! that r i j (t) at-
tains its global maximum att5td . Thus, the time lag value
that maximizesr i j (t) is an estimate of the time delaytd .

C. Variances of range and bearing estimates

Using the far-field approximation~i.e., R>10d!, Eqs.
~1! and ~2! become

R>
d2 sin2 u

c~t122t23!
, ~7!

u>cos21F c

2d
~t121t23!G . ~8!

The major source of error in estimating the range is the
error in the time delay difference estimate, (t122t23), in the
denominator of Eq.~7!. The variance of the range estimate,
sR

2, is related to the variance of the time delaydifference
estimate,st122t23

2 , by11

sR
2>c2S R

d sinu D 4

st122t23

2 ~9!

or, in terms of standard deviations,

sR>cS R

dsinu D 2

st122t23
. ~10!

Similarly, the variance in the bearing estimate,su
2, is

related to the variance of the time delaysum estimate,
st121t23

2 , by

FIG. 1. Source-sensor geometry for passive ranging using wavefront curva-
ture. The source is at a rangeR and bearingu from the middle sensor of the
array. The outputs of three widely separated but equally spaced collinear
hydrophones are correlated to provide estimates of the signal delay timest12

andt23 from which the range and bearing estimates of the source position
are calculated.
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su
2>

c2

~2d sinu!2
st121t23

2 ~11!

or, in terms of standard deviations

su>
c

2dsinu
st121t23

, ~12!

wheresu is in radians.
Unlike the bearing error variancesu

2 ~which is indepen-
dent of range!, the range error variancesR

2 depends on the
fourth power of the ratio of the source range to the half-
length of the array’s effective baseline (d sinu). Figure 1
shows a range-bearing error ellipse depicting the uncertainty
in localizing the source position using the wavefront curva-
ture passive ranging method. In comparison with the range
estimate, the bearing estimate is much less sensitive to time
delay estimation errors especially when the source is far
from the array. Hence, an ellipse bounds the area of uncer-
tainty in the source position with the elongation of the major
~range! axis with respect to the minor~bearing! axis reflect-
ing the larger variance of the range estimates when compared
with the variance of the bearing estimates.@Note that close
agreement between theory and experiment for the variation
of the range and bearing error variances with the effective
half-length of the array (dsinu) has been reported recently
for broadband sources of continuous sound in air.12#

III. RANGE AND BEARING ESTIMATES OF
MECHANICAL ACOUSTIC TRANSIENTS

A wide aperture array consisting of a line array of three
calibrated hydrophones is deployed in Sydney Harbour,
where high-frequency sonar experiments are conducted in
very shallow water~,10 m deep!. An additional ~fourth!
hydrophone is deployed in a direction that is broadside to the
wide aperture array axis so as to resolve the left-right ambi-
guity problem common to line arrays. The operation of the
system is controlled from the shore and the digital data ac-
quisition system samples each sensor output at the rate of 1
million samples/s. Figure 2 is an isometric drawing of the
wide aperture array where the intersensor separation distance

is 9.7 m. The sensors are 1.3 m above the sea floor, which is
composed of sand. At the experimental site, the water depth
is 6.1 m plus the height of the tide, which varies from 0.1 to
1.9 m. For the present experiment, the measured speed of
sound propagation in the underwater medium is 1520 m/s.

The passive ranging performance of the system is tested
by generating mechanical transient signals underwater from
a known position and using the wide aperture array to local-
ize the source. Striking a metal tube that is attached to a
wharf produces the mechanical transient signal; the tube pro-
trudes 0.3 m below the sea surface at high tide. Each adja-
cent pair of sensor outputs is cross-correlated and the relative
times-of-arrival of the signal estimated as the acoustic wave-
front traverses the array. The cross-correlation is imple-
mented in the frequency domain using a rectangular fre-
quency window between 1 and 100 kHz. Each time lag
increment (dt) is equal to one sampling period, that is, 1ms.
Figure 3~a! shows a typical example of the cross-correlation
function for a mechanical transient signal. Figure 3~b! is a
zoom of the cross-correlogram peak in the neighborhood of
its maximum. The time delay estimate is refined by~three-
point! quadratic interpolation, which is equivalent to inverse

FIG. 2. Isometric drawing of the wide aperture array structure. The inter-
element spacing of the three-hydrophone line array is 9.7 m with the sensors
being 1.3 m above the sea floor.

FIG. 3. ~a! The cross-correlogram of a mechanical transient signal obtained
by cross correlating the outputs of sensors 1 and 2 of the wide aperture array
and ~b! a zoom of the cross-correlogram in the neighborhood of the peak
where the time delay estimate is refined by quadratic interpolation.
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parabolic interpolation. Refining the time delay estimate is a
two-step process:13

Step 1—Determine the initial~coarse! estimate of the
time delay, which is equal to the argument (mdt) that maxi-
mizes the sequencer i j (kdt), 1<k<K.

Step 2—Calculate the refined~subsample! estimate (td)
which is given by

td5mdt2
dt

2

r i j ~mdt1dt!2r i j ~mdt2dt!

r i j ~mdt1dt!22r i j ~mdt!1r i j ~mdt2dt!
.

~13!

In Fig. 3~b!, m523149,dt51 ms andtd523148.7ms.
The time delay estimates for each pair of adjacent sen-

sors are shown in Fig. 4 for a sequence of 200 mechanical
transient signals generated at the first source position. The
scatter in each sequence of time delay estimates is small
~respective standard deviations of 0.6 and 0.5ms!, implying
the signal-to-noise ratio is high and the bandwidth of the
mechanical transient signal is wide. Simultaneous~refined!
time delay estimates~one for each pair of adjacent sensors!
are substituted fort12 andt23 in Eqs.~1! and~2! to calculate

~respectively! the instantaneous range and bearing of the
source. The range and bearing estimates of the source posi-
tion are shown in Fig. 5 for the sequence of 200 mechanical
transients. The high precision of the source localization
method is reflected in the small scatter of the range and bear-
ing estimates: the standard deviations of the range and bear-
ing estimates are 0.08 m and 0.005 degrees, respectively.
@Note that if the far-field approximation is invoked, then Eqs.
~7! and ~8! provide range and bearing estimates to within
0.2% of the values calculated using the exact Eqs.~1! and
~2!.#

The polar coordinates of each of the estimated source
positions shown in Fig. 5 are transformed to Cartesian coor-
dinates~with the middle sensor of the array as the origin! and
the results presented in Fig. 6. The predicted range-bearing
positional uncertainty ellipse is superimposed on the two-
dimensional spatial distribution of the observed acoustic
source positions. The ellipse has major and minor axes equal
to 63sR and63su , wheresR andsu are calculated using
Eqs.~10! and ~12!.

Similar results are obtained for a longer sequence of

FIG. 4. Time delay estimates for a sequence of 200 mechanical transient
signals generated at source position 1~P1! using~a! sensors 1 and 2, and~b!
sensors 2 and 3.

FIG. 5. ~a! Range and~b! bearing estimates of the source position for the
same sequence of 200 mechanical transient signals generated at source po-
sition 1 ~P1!.
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~600! mechanical transients at the same position, and at two
other positions along the wharf. The observed and predicted
standard deviations in the range and bearing estimates are
shown in Fig. 7 where the experimental results match the
theoretical values calculated using Eqs.~10! and ~12!.

Figure 8 is a plan view of the sensor–source geometry
showing the mean acoustic position estimates of the three
sources~P1, P2, P3! of mechanical transient signals and the
position of each of the sensors that comprise the wide aper-
ture array. The origin coincides with the position of the
middle sensor of the wide aperture array. The perimeter and
hatched area of the rectangle represent the naval wharf along
which the three mechanical transient source positions are dis-
tributed.

IV. RANGE AND BEARING ESTIMATES OF
BIOLOGICAL ACOUSTIC TRANSIENTS

The acoustic sensor data for the biological transient sig-
nals produced by snapping shrimp are processed in the same
way as the mechanical transient signals. Only single snaps,
which are both free of multipath effects and occur in isola-
tion in the 25-ms data window, are selected for processing.
Figure 9 shows the source position estimates of 1000 bio-
logical transient signals together with the source position es-
timates of the mechanical transients and the position of the
wharf. Most of the source positions of the snapping sounds
are geocoincident with the position of the naval wharf. The
two-dimensional distribution of the source positions of the
biological transient signals delineates the extent of the wharf.

Figure 10 is a wireframe mesh showing the spatial den-
sity of the source position estimates of the 1000 biological
transients over an area 1003100 m2; each mesh cell is 131
m2. The mesh height is proportional to the number of snaps

FIG. 6. The two-dimensional spatial distribution in Cartesian coordinates of
the estimated source positions for the same 200 mechanical transient signals
generated at source position 1~P1!. The range-bearing ellipse depicts the
uncertainty in localizing the source position of the mechanical transient
signals using the wavefront curvature passive ranging method.

FIG. 7. Predicted and observed standard deviations in~a! range and~b!
bearing for each of the three source positions~P1, P2, P3! of the mechanical
transient signals.

FIG. 8. Plan view of the sensor positions of the wide aperture array and the
estimated positions of the three sources of mechanical transient signals dis-
tributed along a wharf.
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per unit area over the rectangular grid. The mesh plot con-
firms that the principal habitat of the local snapping shrimp
population is the subsurface structure of the wharf, indicating
that it is conducive to snapping shrimp habitation.

Although the passive ranging method is applied here to
the localization of snapping shrimp transients, it has general
application to the localization of other underwater biological
transient signals. The duration of the experiment was of suf-
ficient length to enable the extent of the habitat to be local-
ized. A longer-term experiment could provide data on diur-
nal and seasonal variations in the spatial distribution of the
snapping shrimp colony. Passive ranging is a nonintrusive
method for monitoring the underwater acoustic environment
and could be a useful tool for marine park management.

V. SOURCE LEVEL ESTIMATES OF BIOLOGICAL
TRANSIENTS

The peak-to-peak voltage level at the output of the
middle receiver is converted to peak-to-peak source level
using the calibrated receiving response of the middle hydro-
phone, the known gain of the receiving system and the
spreading loss~calculated using the range estimate of the
source.! For the present experiment, the absorption loss is
ignored, as it is less than the system measurement uncer-
tainty ~61 dB!. Figure 11 shows the peak-to-peak source
levels for the 1000 snaps. The median value of the source
level distribution is 187 dB~re 1 mPa! with the lower quar-
tile @;185 dB ~re 1 mPa!# and the upper quartile@;189 dB
~re 1 mPa!# bounding the interquartile range, which includes
half the source level estimates. This result for harbour waters
is in agreement with the range of peak-to-peak source levels
@183–190 dB~re 1 mPa!# reported for a tank experiment in
which the source levels were averaged over ten snaps from
each of the 40 snapping shrimp specimens.

VI. CONCLUSIONS

Passive ranging using a wide aperture array and the
wavefront curvature method provides reliable range and
bearing estimates of source positions of underwater acoustic
transient signals. The observed standard deviations of the
range and bearing estimates of the mechanical transient
source positions match the values predicted by theory. Plot-
ting the source positions of a long sequence of snapping
sounds enables snapping shrimp habitats to be localized and
mapped. Thein situ peak-to-peak source level measurements
of the snapping sounds recorded in harbour waters agree
with those reported for a controlled experiment conducted in
a test tank.

ACKNOWLEDGMENTS

The authors gratefully acknowledge the contributions of
their colleagues—Doug Cato, Lionel Criswick, Chris Halli-
day, Kam Lo, Angus MacInnes, Bill Martin, Anthony
Quach, Mark Readhead, John Shaw, Gary Speechley, Ross
Susic, Neil Tavener and Ranjit Thuraisingham. The authors
also appreciate the support and assistance provided during
the experiment by the Royal Australian Navy’s Clearance
Diving Team One~HMAS Waterhen! and LCDR Sue Smith
RAN ~Executive Officer, HMAS Penguin!. The Royal Aus-
tralian Navy Missile Maintenance Establishment—ARMLO

FIG. 9. Similar to Fig. 8 but with the inclusion of the estimated source
positions of 1000 biological transient signals.

FIG. 10. Spatial distribution of the source position density of the biological
transient signals. The positions of the three sensors that comprise the wide
aperture array are also shown.

FIG. 11. Peak-to-peak source levels for 1000 biological transient signals.
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expertly machined the mechanical subassemblies of the array
structure. Shane Ahyong of the Marine Invertebrate Depart-
ment of the Australian Museum provided information on the
snapping shrimp species in Sydney Harbour.
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A recently described population of minke whales~Balaenoptera acutorostrata! offered a unique
opportunity to study its acoustic behavior. The often-inquisitive dwarf minke whale is seen on the
Great Barrier Reef nearly coincident with its suspected calving and breeding seasons. During
drifting encounters with whales, a towed hydrophone array was used to record sounds for
subsequent localization of sound sources. Shipboard and in-water observers linked these sounds to
the closely circling minke whale. A complex and stereotyped sound sequence, the ‘‘star-wars’’
~SW! vocalization, was recorded during a series of visual and acoustic observations. The SW
vocalization spanned a wide frequency range~50 Hz–9.4 kHz! and was composed of distinct and
stereotypically repeated units with both amplitude and frequency-modulated components.
Broadband source levels between 150 and 165 dBre 1 mPa at 1 m were calculated. Passive acoustic
studies can utilize this distinct vocalization to help determine the behavior, distribution, and
movements of this animal. While the SW vocalization’s function remains unknown, the regularly
repeated and complex sound sequence was common in low latitude, winter month aggregations of
minke whales. At this early stage, the SW vocalization appears similar to the songs of other whale
species and has characteristics consistent with those of reproductive advertisement displays.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1371763#

PACS numbers: 43.80.Ka, 43.30.Sf@WA#

I. INTRODUCTION

Marine mammals have developed intricate acoustic sys-
tems of communication utilizing the efficient sound propa-
gating properties of the ocean. Baleen whales produce a wide
range of sounds from simple tonal calls to harmonically rich
frequency and amplitude modulated sounds, as well as
clicks, pulses, knocks, and grunts~Clark, 1990!. The identi-
fied acoustic repertoires of many whales, however, remain
incomplete and the function or communicative value of most
sounds is unknown. Common behaviors have emerged
among species, though, including the production of a se-
quence of notes repeated in a predictable pattern, or song
~Payne and Webb, 1971; Clark, 1990; Smith, 1991; Tyack,
1999!. Humpback, bowhead, fin, and blue whales all produce
stereotypical, patterned, and regularly repeated vocalizations
of varying complexity that have been characterized as
‘‘song’’ ~Payne and Webb, 1971; Ljunbladet al., 1982; Wat-
kins et al., 1987; Helweget al., 1992; Clark and Ellison, in
press!. Humpback whale song is produced by males prima-

rily on breeding grounds and is likely used as a reproductive
advertisement display~Helweg et al., 1992; Tyack, 1999!.
Preliminary evidence indicates that fin whale song may serve
a similar reproductive purpose~Watkinset al., 1987!.

Due to the paucity of detailed observations of vocalizing
whales~Clark, 1990; Edds-Walton, 1997; Tyack, 1999!, the
functional significance of sound has been difficult to assess
for most species. Even simultaneous sighting and recording
from minke whales~Balaenoptera acutorostrata! has proven
challenging ~Folkow and Blix, 1991; Edds-Walton, 2000;
Mellinger et al., 2000!. Minke whales are difficult to sight.
They produce small, inconspicuous blows that are easily
missed even in calm conditions~Thompsonet al., 1979;
Stewart and Leatherwood, 1985!. They are typically pelagic
and encountered in groups of one to two animals. There has
been limited success in both high-latitude, spring/summer
recordings of minke whales, where the animals feed, and
low-latitude, winter month recordings, where the animals are
believed to calve and breed~Horwood, 1990; Kasamatsu
et al., 1995; Boydet al., 1999!.

Mid- to high-latitude recordings have yielded simple,
short sounds. Vocalizations sweeping down in frequency
~130–60 Hz! over 0.2–0.3 s have been described from minke
whales in the Ross Sea, Antarctica~Schevill and Watkins,
1972; Leatherwoodet al., 1981!. Similar sounds spanning a
wider frequency range~396–42 Hz! have subsequently been

a!Portions of this work were presented in ‘‘Minke whale acoustic behavior
and remote tracking,’’ 13th Biennial Conference on the Biology of Marine
Mammals, Maui, Hawaii, November–December, 1999, and ‘‘New vocal-
ization definitively linked to the minke whale,’’ 134th Meeting of the
Acoustical Society of America, San Diego, CA, December, 1997.

b!Author to whom correspondence should be addressed; electronic mail:
jgedamke@cats.ucsc.edu
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reported as the almost exclusive~98% of 360! vocalization
recorded from minke whales in the St. Lawrence Estuary
~Edds-Walton, 2000!. Short, mid-frequency clicks~3–12
kHz, 1–20 ms! were also recorded in the presence of one
animal south of Newfoundland~Beamish and Mitchell,
1973!, but it now appears that these sounds may have been
produced by another unseen species~Tyack and Clark,
2000!.

Only Winn and Perkins~1976! described sounds re-
corded in the presence of whales at low latitudes in winter
months. Low-latitude, winter recordings are particularly im-
portant because of the likelihood of sound production asso-
ciated with reproductive behavior. A mid-frequency ratchet
~850 Hz, 1–6 ms! and clicks ~3–12 kHz, 1–20 ms!, and
low-frequency~centered at or below 200 Hz! grunts ~165–
320 ms! and patterned thump trains~50–70 ms/thump, 2-3
thumps/s! were recorded in the West Indies~Winn and Per-
kins, 1976!. Very similar thump or pulse trains have often
been recorded in low-latitude, winter settings, but have not
typically been associated with visual observations of minke
whales~Folkow and Blix, 1991; Mellingeret al., 2000!. The
pulse trains are loud, repetitive and patterned sequences
~Mellinger et al., 2000!, and therefore share characteristics
with the songs of fin, blue, humpback, and bowhead whales.
Recent studies have called for further recordings from this
animal ~Edds-Walton, 2000!, particularly from known con-
gregations during the breeding season~Mellinger et al.,
2000!.

A low-latitude, winter concentration of dwarf minke
whales has recently been reported~Arnold, 1997!. The dwarf
or diminutive form of the minke whale is a slightly smaller
form found widely throughout the Southern Hemisphere
~Best, 1985; Arnoldet al., 1987; Zerbiniet al., 1996!. De-
spite its Southern Hemisphere distribution, the dwarf minke
whale is more similar genetically and morphologically to the
Northern Hemisphere minke whale~Balaenoptera acutoros-
trata! than to the Southern Hemisphere form~Balaenoptera
bonaerensis! ~Best, 1985; Arnoldet al., 1987; Rice, 1999!.
In austral winter months, a concentration of dwarf minke
whales occurs on the east coast of Australia and the Great
Barrier Reef ~GBR! ~Arnold et al., 1987!. They are seen
from May to September on the northern GBR, with nearly
80% of sightings occurring in June and July~Arnold, 1997!.
Dwarf minke whale occurrence in the area coincides with
peaks in the Southern Hemisphere minke whale calving
~May–June! ~Boyd et al., 1999! and breeding seasons
~August–September! ~Horwood, 1990; Kasamatsuet al.,
1995; Boydet al., 1999!. Preliminary evidence indicates the
dwarf form shares similar reproductive seasons~Birtles and
Arnold, 2000!. Increased sighting effort has resulted in
greater reports of mother–calf pair sightings~Arnold and
Birtles, 1999!, but the extent of breeding or calving in this
area remains unclear.

Whales in this GBR population are particularly inquisi-
tive and actively seek out vessels. The curious nature of
these whales nearly eliminated many common difficulties in
positively linking an underwater sound with the species that
produced it. They routinely circle a drifting or moored boat
for hours. In this study, animals remained with the boat for

up to 10 h, 45 min, consistently circling within 200 m. They
often approached to within 1–5 m of the boat and skin
divers, and sometimes remained in such close proximity for
minutes~Fig. 1!. During extended encounters, animals typi-
cally remained circling until the vessel motored away. This
offered the unique opportunity to simultaneously observe
and record animals at extremely close range for hours. Such
unusual circumstances provided explicit associations be-
tween minke whale vocal activity and visual observations.
Here, a complex and repetitive sound sequence produced by
minke whales on the northern GBR is described.

II. METHODS

A. Recording

Research was conducted on the UNDERSEAEXPLORER, a
25-m research and ecotourism vessel, for 4–5 weeks each
June–July of 1997–1999. Six-day trips were conducted in
the back-reef waters~20–35 m depth! of the northern GBR,
between approximately 14.5 and 17 °S. When minke whales
were sighted, the vessel stopped and drifted with the wind
abeam. In most cases, the whale~s! would approach the ves-
sel and begin circling. Once animals were near, the engines
were shut down and monitoring began from a single hydro-
phone. If vocalizations were heard, immediately, or after a
behavioral control period, a hydrophone array was deployed.

The linear array consisted of four calibrated hydro-
phones~High Tech, Inc. SSQ-41b, Gulfport, MS, sensitivity
2171 dBV re 1 V/mPa62dB 10 Hz–32 kHz! spaced 50 m
apart and suspended separately on 15 m of cable. A small sea
anchor at the trailing end kept the array in a straight line
extending from the drifting boat~Fig. 2!. The array was
marked with brightly colored floats every 10 m for simple
and accurate determination of the array’s orientation and a

FIG. 1. Inquisitive whales approaching skin divers on observer lines.
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whale’s position relative to the boat and individual hydro-
phones. The 50 m of array nearest to the boat were addition-
ally marked every 2.5–5 m for more accurate visual deter-
mination of whale positions. Using the colored floats,
positions and behavior of whales were described withX/Y
coordinates relative to hydrophones on the array. To resolve
the left–right ambiguity of the linear array, a fifth hydro-
phone was laterally offset by 10–15 m and was used exclu-
sively for this purpose.

The signals from the five hydrophones were amplified
on a Spirit Protracker mixing deck~Soundcraft Electronics
Ltd., Hertfordshire, UK! and recorded onto a Tascam DA-38
digital audio, 8-channel recording deck~48-kHz/channel

sampling rate! ~Teac Corp., Montebello, CA!. A 100-Hz
high-pass filter~12 dB/octave! was used on the mixing deck
when needed to reduce flow noise. At least one track was
always left unfiltered to inspect spectral energy below 100
Hz. A sixth audio track recorded observers’ comments~i.e.,
number of whales, positions, behaviors, etc.! from the deck
of the vessel. Calibration tones~500 Hz! of a known rms
voltage were recorded onto each track to determine accurate
received sound pressure levels.

When an encounter with whales began, two ropes were
also trailed from the bow and stern for two to ten skin-diving
observers. The ropes permitted underwater visual observa-
tions within the first 45–50 m of the array, in addition to
shipboard observations of the entire area~Fig. 2!. Water vis-
ibility was typically 15–25 m. Time-stamped underwater
video was also recorded for the duration of the encounter
from one or both of the observer ropes. The number and
location of observers was noted.

B. Control recordings

Control recordings were made to ensure that the sounds
were only associated with the presence of whales. On six
occasions~including three from the recent 2000 field sea-
son!, totaling 3.5 h, the vessel drifted in open water with no
whales immediately present and the array deployed. On four
of these occasions one or more skin divers were in the water
with the observer lines deployed. Twice, observers were
asked specifically to clang gear, pull on lines, or do anything
that might reproduce sounds recorded in the presence of the
whales. In addition, 8 h of recordings from 1-2 hydrophones
were made while drifting in the same open waters from a
small ~7-m! diesel research vessel~Lizard Island Research
Station, Lizard Island, Australia!. Finally, 32 h from 1-2 hy-
drophones were either recorded or monitored by ear while
the UNDERSEA EXPLORER was moored or anchored.

C. Analysis and localization

Acoustic recordings were analyzed in Canary 1.2
~Charif et al., 1995!. Spectral and temporal characteristics
and received levels of sounds were determined. For indi-
vidual vocalizations, hydrophone tracks were cross corre-
lated to determine time of arrival differences. Two-
dimensional locations of vocal animals were determined
based on time-of-arrival differences using methods described
in Clark and Ellison~2000!. A three-dimensional array of
similar dimensions~30 m between four hydrophones! was
capable of localizing nearby sound sources to within 1 m
~Watkins and Schevill, 1972!. In this study, as the water
depth in the back-reef of the GBR is shallow~20–35 m!,
depth of the sound source was assumed to have only a small
effect on the accuracy of the two-dimensional location given.
‘‘End-fire’’ vocalizations produced beyond either end of the
array and close to the array’s linear axis were not used in
analysis of location or source level data~Fig. 2!. Sounds
produced within 30° of the array’s axis~,45° was conser-
vatively chosen here! have inherently large range errors as-
sociated with small uncertainties in arrival times of the sound
~Cummings and Holliday, 1987; Clark and Ellison, 2000!.

FIG. 2. View from above of the UNDERSEA EXPLORER ~U.E.!, the hydro-
phone array, and in-water observer ropes. Shipboard observations were
made from the deck of theUNDERSEA EXPLORER. Up to 10 skin diving ob-
servers held ropes~5 per line! trailing the bow and stern. Marker floats
spaced every 2.5–10 m were used to describe whale locations withX/Y
coordinates. ‘‘End-fire’’ shadows~,45° from array axis! covered regions
that were not used for location or source level data due to potentially in-
creased range error.
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Sound speed was calculated with temperature and salin-
ity measurements made from the shallow and well-mixed
GBR waters throughout the study. Positions of hydrophones
were verified with a series of short, broadband calibration
sounds produced at the end of the array by a skin diver
hitting two metal wrenches together. Localization accuracy
was also tested with calibration sounds produced at seven
locations along the array.

During analysis, the localized position of a sound’s
source was compared with a sighted location of a whale from
the recorded voice track or underwater video. A verified
match between visual and acoustic locations was considered
to have occurred if one or more whales were sighted within
15 s and 10 m of where the sound source was subsequently
acoustically located.

D. Source levels

Broadband source levels~SLs! of sounds were calcu-
lated using methods described in Cummings and Holliday
~1987!, and Watkins and Schevill~1972!. Multiple ~up to 4
array hydrophones! received levels~RLs! of individual local-
ized vocalizations were measured and plotted against range
to determine an average transmission loss~TL! of 18 log(R)
within 200 m of the source. Source levels were calculated
using the measured received levels, a calculated source loca-
tion, and average transmission loss~SL5RL1TL!. Source
levels of individual vocalizations were verified with com-
parative calculations from each of the array hydrophones. If
a hydrophone was less than 15 m from where a sound was
produced, it was not used for SL measurements because
slight differences in range caused large changes in these cal-
culated SLs.

III. RESULTS

A. Sounds recorded

During the three field seasons~1997–1999! 92 h were
recorded during 49 encounters. Recordings were made while
groups of 1 to at least 10 animals circled the vessel, totaling
150 or more animals. These are very conservative estimates
of maximum group size and total number of animals based
on the number of whales sighted simultaneously by under-
water ~generally within 20–30 m! or shipboard observers.

A particularly striking sound sequence was recorded of-
ten and described as the ‘‘star-wars’’~SW! vocalization or
sequence due to its unusual and synthetic-sounding charac-
teristics~Fig. 3!. The component units of the sequence~A, B,
C! are composed of both amplitude-modulated~AM ! and
frequency-modulated~FM! sounds that can be discerned
with the careful spectral and temporal analysis described by
Watkins~1967!. The individual units of the SW vocalization
were produced in this stereotypical pattern~AAABC !. The
sequence, as a whole, was repeated over consistent intervals
that ranged from 1–2 s to 3–4 min. To illustrate, during
three bouts of vocalizations from one encounter, lasting 7
(n513), 10 (n518), and 8 (n515) minutes, the mean in-
terval between SW vocalizations was 32.0~61.6 s.d.!, 33.2

~61.7 s.d.!, and 32.9~62.2 s.d.! s, respectively. The low
standards of deviation for each bout illustrate the sequence’s
potentially rigid, patterned repetition.

The vocalization shown in Fig. 3 is typical of what was
recorded in all three seasons. It began with three identical
pulses of approximately 100-ms duration, with 20-ms pauses
between pulses~AAA in Fig. 3!. These pulses had sharp
onsets and energy that sometimes extended from 50 Hz up to
9.4 kHz. Within each pulse, there was a multicomponent
downward sweep of sound from 2.3 to 0.8 kHz. Harmonics
of these sweeps comprised the energy that sometimes
reached over 9 kHz. Simultaneously, there were three broad
AM low-frequency pulses with peak energy at 250 Hz~50–
750 Hz!.

Following the three pulses, two different sounds began
~B in Fig. 3!. One, a broadband sound~range 1.65–1.95
kHz!, was centered at 1.8 kHz and was amplitude modulated
at approximately 22 pulses/s. The second sound was tonal
~80 Hz fundamental, 240 ms duration! with a harmonic se-
ries ~B, bottom of Fig. 3!. At the beginning of C, this tonal
sound shifted in frequency to a 140 Hz fundamental and
simultaneously became amplitude modulated at a rate of 38
pulses/s. When this shift in frequency to 140 Hz occurred,
the 1.8-kHz sound became more distinctly pulsed~at 22
pulses/s!. Finer scale temporal analysis also showed addi-
tional pulsing of the 1.8-kHz sound at 140 pulses/s, indicat-

FIG. 3. Two-part spectrogram of the ‘‘star-wars’’~SW! vocalization. The
sound sequence is composed of discrete units~AAABC ! that are repeated in
this stereotypical pattern.Top: Spectrogram spans a wide frequency range
~0–4 kHz! and has high temporal@frame length~fl!521.3 ms# but low-
frequency resolution@analysis bandwidth~ab!5190 Hz#. Bottom: Expanded
view of the low-frequency portion~0–800 Hz! with low temporal~fl5128
ms!, but higher frequency resolution~ab531.7 Hz!. The individual AM
pulses of the A units are not easily discernible because of the low temporal
resolution of this spectrogram. Note the evenly spaced harmonics of the
80-Hz tonal signal~unit B! and the characteristic spacing of ‘‘harmonics’’
around the 140-Hz tone~unit C! caused by amplitude modulation~Watkins,
1967!.
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ing possible modulation by the lower-frequency sound in
unit C. Both the high-~1.8-kHz! and low- ~140-Hz! fre-
quency tails~C! lasted up to 2 s. These units were always
repeated in the stereotypical AAABC pattern. Interestingly,
during rapid rates of vocal activity the sound sequence was
often truncated, with unit C shortened and occasionally com-
pletely absent~Fig. 4!.

In addition to the vocalization described previously,
other FM and AM sounds were also recorded during encoun-
ters but are beyond the scope of this paper. A commonly
recorded sound is briefly mentioned, however, because it
supports that these animals were indeed vocally active. This
vocalization swept down in frequency~variable sweeps
ranged from 250 to 50 Hz! over 0.2–0.3 s and was heard in
at least 59%~29/49! of recorded encounters~Fig. 5!. These
sweeps are very similar to downward sweeps that have been
recorded from both Northern and Southern Hemisphere
minke whales~Schevill and Watkins, 1972; Leatherwood
et al., 1981; Edds-Walton, 2000!.

B. Control recordings

During 3.5 h of control recordings from the drifting
UNDERSEA EXPLORER, no sounds attributed to whales were
heard or localized nearby. The ship and the divers did pro-
duce sounds that were readily identified and had distinct
characteristics that could not be confused with the minke
whale vocalizations. Notably, during four of the six control

sessions, whales appeared at the boat and began circling
within 15 min to 1 h—limiting the ability to conduct lengthy
controls. Eight hours of recordings were also made while
drifting in these waters from a small vessel and 32 h were
recorded or monitored from the UNDERSEAEXPLORERwhile
moored. Although the SW vocalization was heard in the dis-
tance ~its distinct characteristics were easily recognizable
over ambient noise!, no vocalizations were ever received at
levels that indicated the close presence of a vocalizing ani-
mal when no dwarf minke whales were present.

C. Localization accuracy

Forty-seven calibration sounds from seven locations
along the array were localized. Calculated positions of dif-
ferent sounds from the same location were generally consis-
tent and clustered~60.3–5.0 m s.d.!. The acoustically calcu-
lated positions differed from visually observed locations by
averages of 2.0–7.1 m at the different locations. The accu-
racy of calculated positions increased when sound sources
were located small distances from the axis of the array. Five
calibration locations were directly along the axis of the array
(X50) and had increased lateral~X coordinate! uncertainty
and a higher mean displacement between acoustic and visual
locations~4.8 m, 62.80 m s.d.!. The two locations at least
5–10 m from the axis of the array, and more indicative of the
majority of vocalization locations, had a smaller mean dis-
placement of 3.0 m and were more tightly clustered~61.44
m s.d.!.

D. Localization in detail: A vocal encounter

In one encounter, a group of up to at least 10 whales
surrounded the vessel for over 5.5 h and a drift of 18 km.
There were 3 h and 40 min of nearby~,200 m! and rapid
SW vocalizations~averaging between 4 and 9/min!. Two
long pauses in vocalizations~22 and 44 min! occurred break-
ing the vocally active sections into 51-, 92-, and 77-min
periods. During 110 min of analyzed vocal activity, 558 SW
vocalizations were localized to within 200 m of the vessel~a
conservative range over which sounds were assumed nearly
equally localizable!. The vessel drifted a distance of 5.4 km
over this time.

Despite the long drift, 89%~498 of 558! of these vocal-
izations were localized to within 100 m of the center of the
vessel, and 61%~341 of 558! were produced within 50-m
range ~Figs. 6 and 7!. Only 11% were produced at more
distant ranges of 100–200 m from the vessel. The ‘‘end-
fire’’ shadows caused the large decrease in the number of
vocalizations at less than 20-m range~Figs. 2, 6, and 7!.
Plotted sound source locations show that the behavior of the
vocalizing animals was centered on the vessel for the period
of nearly 2 h and vessel drift of 5.4 km. If the animal~s!
producing the vocalizations was not associated with the ves-
sel, a random distribution of ranges and a mean range of 100
m would be expected. A highly significant chi-square value
for range categories unaffected by ‘‘end-fire’’ shadows
(20 m,r ,170 m) confirms the nonrandom distribution of
vocalizations (x25633.27, df529, n5497, p,0.001!. A

FIG. 4. Spectrogram~ab5174.9 Hz, fl523.2 ms! of truncated SW vocaliza-
tion showing a shortened or missing C unit. This pattern of pairs of vocal-
izations separated by a short ‘‘grunt,’’ was heard in numerous situations
with rapid vocal activity.

FIG. 5. Spectrogram of down-sweep~ab531.7 Hz, fl5128 ms! filtered be-
low 100 Hz.
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mean range of 55.3 and median of 42.6 m demonstrate the
close association of the vocalizing animals with the boat.

Visual verification of minke whales as the source of the
vocalizations occurred at ranges of 1–100 m. Throughout the
entire encounter, including all vocal periods~totaling over
1500 SW vocalizations!, minke whales were consistently lo-
cated within 50–100 m of the boat, matching the distribution
of the sound sources. No more than a few minutes passed
between shipboard sightings, and even less time passed be-
tween in-water sightings~A. Birtles, private communica-
tion!. Additionally, in 110 min of analyzed vocal activity,
132 vocalizations~23.7%! were produced within 10 m of
underwater observer ropes. Water visibility ranged from 15
to 25 m. Underwater observers sighted only minke whales,
with the brief exception of a shark. Finally, verified matches
between shipboard sighted whale positions and acoustic lo-

cations~within 10 m and 15 s! occurred 42 times during 70
min of shipboard observations~Fig. 8!.

During periods of high vocal activity~4–9 SW
vocalizations/minute!, an individual animal’s vocalizations
appeared distinguishable from others if the individuals were
sufficiently separated in location. A single animal was as-
sumed to be the source of nearby successive vocalizations
when certain criteria were met:~1! No overlapping vocaliza-
tions were received at similar levels indicating two nearby
vocalizing animals.~2! Vocalizations occurred in a consis-
tent temporal pattern.~3! Successive vocalizations were re-
ceived at similar levels.~4! Successive source locations in-
dicated small, directed movements with no erratic location
changes. In fact, with 4–9 vocalizations per minute, succes-
sive sound source locations were often spaced less than 10 m
apart and near continuous tracks of individual vocalizing ani-
mals were obtained~Fig. 8!.

When the successive sound source locations were plot-
ted, clear circling patterns emerged. These were identical to
the horizontal circling behavior of whales seen by visual ob-
servers. From shipboard observations and in-water video
records, whales were reported in the same positions and
moving in the same direction as indicated by the acoustic
tracks~Fig. 8!. Animals were also acoustically tracked for up
to 30 min as they moved toward or away from the vessel~to
distances greater than 500 m!. Individual animals, therefore,
appear to be the source of successive vocalizations and if
repeated rapidly enough, allow relatively continuous tracking
of two or more individual animals’ movements.

E. Localization summary of three seasons

Over the three analyzed seasons, the SW vocalization
was localized within 200 m of the vessel during 10 separate

FIG. 6. View from above~as in Fig. 2 on a smaller scale! of all localizable
SW source locations~plotted points,n5558! from 110 min of vocal activity
showing the clustering around the vessel. This occurred over 5.4 km of drift.
Values onX/Y axes are meters.

FIG. 7. Number of SW vocalizations (n5558) vs range from the vessel
during 110 min of vocal activity. Eighty-nine percent~498/558! were pro-
duced within 100 m of the vessel and 52%~341/558! were produced within
a 50-m range. The apparent drop in vocalizations below 20 m occurs be-
cause these fell predominantly in the ‘‘end-fire’’ shadow. Range categories
affected by end-fire shadows (20 m.r .170 m) were therefore not used in
the chi-square test.

FIG. 8. View from above~as in Figs. 2 and 7—note larger scale so only half
of the array is visible! of a 7-min track of successive sound source locations.
Values onX/Y axes are meters. Small points represent acoustically calcu-
lated locations, while the larger dark circles indicate acoustic locations that
matched observed whale locations within 10 m and 15 s.
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encounters. In 9 of these encounters, the sequence was addi-
tionally localized within 50 m of the freely drifting boat,
illustrating the tendency of these animals to closely associate
with the vessel. During all of these encounters the minke
whale’s close presence was visually verified and matched the
distribution of sound source locations. Both sound source
locations and whales were consistently less than 100 m from
the boat as it drifted distances up to 18 km. On five occa-
sions, a fast repetition rate permitted small-scale acoustic
tracking of an individual vocalizing animal as it circled the
drifting vessel. During all encounters, even nonvocal ones,
only minke whales were seen circling. On four separate oc-
casions, shipboard observations placed whales in the same
positions~within 10 m! and times~within 15 s! as calculated
sound source locations. Shipboard observations and the
video record also provided consistent visual verification of
whales when sound sources were acoustically tracked mov-
ing near or beneath the in-water observers.

F. Source levels

Using the average measured transmission loss~TL! of
18 log(R), source levels were calculated for 30 localized SW
vocalizations from four encounters~Fig. 9!. The broadband
~100 Hz–10 kHz! received sound pressure levels of the three
‘‘A’’ units of the sequence~Fig. 3! and were measured either
singly ~;100-ms sample! or together~;360-ms sample!.
Received levels of analyzed sounds reached 145 dBre 1
mPa. Source levels between 150 and 165 dBre 1 mPa at 1 m
were calculated. For comparison, broadband~100 Hz–10
kHz! source levels of 10 downsweeps~100- to 200-ms
sample! were additionally calculated and ranged from 148 to
160 dB re 1 mPa at 1 m.

IV. DISCUSSION

A. The vocalization and its source

Through three field seasons, the most striking sound re-
corded was the ‘‘star-wars’’~SW! vocalization. The SW vo-
calization is complex, finely structured, and sounds almost
synthetic, metallic, or mechanical. Its distinct units~A, B, C!
contain multiple components that span a wide frequency
range and are intricately frequency and amplitude modu-
lated. These units are produced in a stereotypical sequence
that is loud and regularly repeated.

The vocalization’s acoustic characteristics are unusual
for a baleen whale, and similar sounds have not been re-
ported from otherBalaenoptera spp. ~fin, blue, minke, sei,
and Bryde’s whales!. Fin whale sounds are well documented
and are typically short~about 1 s!, very low frequency to
infrasonic~10–150 Hz!, and tonal or FM in structure~Wat-
kins et al., 1987; Thompsonet al., 1992!. Blue whales pro-
duce simple FM or AM~3.85–7.7 pulses/s! sounds in a simi-
lar frequency range~12.5–200 Hz! that last up to 36 s
~Cummings and Thompson, 1971; Thompsonet al., 1996!.
Sei and Bryde’s whales have both been recorded very infre-
quently. Sounds recorded from sei whales consist of a series
of ‘‘metallic sounding’’ FM sweeps lasting 0.5–0.8 s in the
1.5- to 3.5-kHz range~Thompsonet al., 1979; Richardson
et al., 1995!. FM tonal moans~70–245 Hz, averaging 0.4 s!
~Cummingset al., 1986! and pulsed FM and AM sounds
~primarily 100–500 Hz with 50–160 pulses/s! ~Eddset al.,
1993! have been recorded from Bryde’s whales.

The majority of theseBalaenoptera spp. sounds are
simple calls, defined as low-frequency, narrow-band FM sig-
nals ~Clark, 1990!. Complex calls are typically broadband
~bandwidths in the 500- to 5000-Hz range!, pulsive signals
with variable mixtures of amplitude and frequency modula-
tion. They have generally been recorded from bowhead,
humpback, and right whales~Clark, 1990!, but there is a
report of complex pulsed sounds from surface-active Bryde’s
whales~Eddset al., 1993; Edds-Walton, 1997!. The SW vo-
calization is another complex vocalization from a member of
the genusBalaenoptera. Unlike the Bryde’s whale sounds,
this vocalization is a patterned sequence that appears to be a
consistent and stereotypical part of the dwarf minke whale’s
vocal repertoire.

The vocalization’s complexity is due in part to the si-
multaneous production of two harmonically unrelated
sounds. The separate 80-Hz tonal sound and AM~22
pulses/s! 1.8-kHz centered sound can be seen in Fig. 3, unit
B. Their simultaneous presence implies that the whale may
have two sound producing mechanisms, as has been sug-
gested in bowhead whales~Wursig and Clark, 1993; Clark,
1990!. Passerine birds can produce two simultaneous, unre-
lated sounds with their double syrinx~Catchpole and Slater,
1995! but the sound production mechanism in baleen whales
remains poorly understood. Notably, in unit C~Fig. 3!, the
separate high-~1.8 kHz, 22 pulses/s! and low- ~140 Hz, 38
pulses/s! frequency components show a potential coupling
through the 1.8-kHz sound’s additional pulsing at 140
pulses/s. The complex nature of this vocalization raises fur-

FIG. 9. Plot of range versus received level~RL! for six SW vocalizations
~1, n, s, 3, L, h!. RLs from the four array hydrophones are plotted for
each SW vocalization. Extrapolated source levels~dB re 1 mPa at 1 m! are
indicated to the right of each vocalization. The bold superimposed line is a
plot of the average transmission loss, 18 log(R) for a sound with a source
level of 160 dB at 1 m. All dB values arere 1 mPa.
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ther questions about the sound production mechanism in ba-
leen whales.

Due to the complex nature of the SW vocalization, re-
cordings were analyzed from three seasons, and extensive
measures were taken to verify that the minke whale was the
source of this sound sequence. Dwarf minke whales were
exclusively identified as the source by the acoustic location
and visual verification evidence collected in this study. The
vocalizing animals consistently centered their behavior
around the vessel during encounters where drifts of over 18
km occurred. Acoustic movement tracks were identical to the
observed whales’ circling behavior. Vocalizations were re-
peatedly localized to within meters of the boat and in-water
observers for hours. Only minke whales were sighted. Ship-
board observations repeatedly verified whales in positions
less than 10 m from sound source locations during four sepa-
rate encounters. In addition, the SW vocalization and the
low-frequency downsweep, a previously reported minke
whale sound, were produced at similar source levels between
148 and 165 dBre 1 mPa. Finally, the vocalization has been
recorded spanning a wide range of latitudes during times
when minke whales have been observed in these areas~see
the following!. The evidence points solely toward the minke
whale as the source of this vocalization.

B. Distribution of vocalization: Known and potential

While its source was previously unknown, the SW vo-
calization has been recorded in June/July off Stradbroke Is-
land ~27.5 °S, Queensland! ~Cato, private communication!
and Coff’s Harbor~30 °S, New South Wales! ~Gill and Eyre,
private communication!. These locations are approximately
1700 km south of our research site on the east Australian
coast. The dwarf minke whale has been sighted from Victo-
ria to northern Queensland in winter months~Arnold et al.,
1987!, over approximately the same range and seasons that
the SW vocalization has been recorded. Broader use of pas-
sive acoustic study, therefore, appears promising to assess
spatial and temporal distribution of dwarf minke whales.

While the SW vocalization has not yet been reported
from anywhere other than the east Australian coast, dwarf
minke whales have been sighted off Brazil, New Zealand, S.
Africa, and in the Indian Ocean~Best, 1985; Arnoldet al.,
1987; Zerbini et al., 1996!. To date, there have not been
reported efforts to study the sounds of other populations of
dwarf minke whales, but it would be useful to know if the
SW vocalization is produced elsewhere. Previous reports of
Southern Hemisphere minke whale sounds have not included
the SW vocalization or any similar sounds~Schevill and
Watkins, 1972; Leatherwoodet al., 1981!. Both of these re-
ports, however, describe Antarctic minke whales~Bal-
aenoptera bonaerensis!, and were recorded at high latitudes
in summer months. The SW sequence is also very different
from the repetitive, patterned thump trains recorded in the
winter, low-latitude Atlantic~Mellinger et al., 2000!. The
differences in sounds recorded could be due to either
behavioral/contextual or taxonomic factors. The vocaliza-
tion’s absence from previous reports could also be due to the
limited nature of recordings that have been made from most

populations of minke whale~e.g., little is known about
Northern Pacific minke whale sounds!.

Interestingly, a similar sound with an unknown source
has been recorded in the north Pacific since the late 1950s.
The ‘‘boing’’ sounds mechanically produced with strong-
pulsed modulation~Wenz, 1964; Thompsonet al., 1979!. It
consists of a pulse of sound centered at 1.4 kHz and is fol-
lowed by a long AM 1.4-kHz tail~up to 4.5 s! that is pulsed
at a rate of 115 pulses/s~Thompson and Friedl, 1982!. The
fundamental component~115 Hz! of the modulation fre-
quency is sometimes prominent. The boing is regularly re-
peated~8 s–6 min intervals! and was estimated to be pro-
duced at source levels of over 150 dBre 1 mPa. These
characteristics and its winter occurrence in Hawaiian waters
have led to speculation that the source may be a whale
~Wenz, 1964; Thompson and Friedl, 1982; Thompsonet al.,
1979!. While minke whale sightings are rare in Hawaiian
waters~Horwood, 1990!, the boing exhibits many similari-
ties to the SW vocalization. Considering the dwarf minke
whale’s closer evolutionary relationship to the Northern
Hemisphere minke whale~Balaenoptera acutorostrata! than
the Southern Hemisphere form~Balaenoptera bonaerensis!
~Arnold et al., 1987; Rice, 1999!, and the absence of reports
of minke thump trains in the Pacific Ocean, the potential link
between these sounds is intriguing.

C. Conclusions

The evidence presented in this paper establishes the
dwarf minke whale as the source of the SW vocalization.
The sound sequence’s unique characteristics can now be uti-
lized for passive acoustic study of this animal. The repetitive
and pulsed nature of the SW vocalization is ideal for local-
ization and tracking study. While small-scale tracking~hun-
dreds of meters! has been conducted in this study, the loud
source levels and the presence of distant SW vocalizations
indicate the feasibility of larger-scale~km s! acoustic track-
ing. Large-scale hydrophone arrays could be used to deter-
mine how vocalizing whales are behaving toward each other
over long distances. Passive acoustics could also be used in
conjunction with visual surveys to determine seasonal and
spatial distribution, and movement patterns of individuals
and populations of dwarf minke whales. Acoustic study
could also help assess the conflicting biases to boat-based
surveys posed by these curious, but typically difficult to sight
whales.

The SW vocalization is stereotypically patterned and
regularly repeated~AAABC, AAABC, AAABC !, similar to
the varied ‘‘songs’’ of humpback, bowhead, fin, and blue
whales~Payne and Webb, 1971; Ljungbladet al., 1982; Wat-
kins et al., 1987; Helweget al., 1992; Clark and Ellison, in
press!. Since a nearly identical SW vocalization was re-
corded within and through all three seasons, it appears to
have the relatively low variability of otherBalaenoptera spp.
~fin and blue whale! songs, as opposed to the more fluid and
changing songs of humpback and bowhead whales. Hump-
back, fin, and blue whale song have been recorded during the
breeding season, often in low latitudes~Watkinset al., 1987;
Helweget al., 1992; Clark and Charif, 1998; Staffordet al.,
1999!. While the breeding ground acoustic behavior of bow-

3045 3045J. Acoust. Soc. Am., Vol. 109, No. 6, June 2001 Gedamke et al.: Verification of complex minke whale vocalization



head whales is unstudied, it is also suspected to be acousti-
cally rich based on the song heard during migration~Clark
and Johnson, 1984; Wursig and Clark, 1993!. Watkinset al.
~1987! suggested fin whale song was a possible reproductive
display produced by males based on a direct correlation of
sounds with the breeding season, but this role has not been
confirmed. The reproductive advertisement role of humpback
whale song is, however, supported by years of study. It is
complex, regularly repeated, and produced by males prima-
rily during the breeding season~Tyack, 1999!. Studies of
spacing between animals have revealed a likely role mediat-
ing male–male interactions, and while there is a lack of di-
rect evidence, the elaborate nature of the song is indicative of
a potential role mediating female choice~Tyack, 1981; Hel-
weg et al., 1992; Frankelet al., 1995; Tyack, 1999!.

At this stage, any statement about the function of the
SW vocalization is purely speculative. The sex, size, and
behavior of the vocalizing whales are unknown. The acoustic
behavior of the dwarf minke whale outside this time of year
is also unknown. The SW sequence, however, was the most
distinct and complex vocalization recorded in this study. It
was produced repeatedly and regularly during the breeding
and calving seasons in low-latitude concentrations of this
animal. The dwarf minke whale’s ‘‘star-wars’’ vocalization
has the repetitive and stereotypical traits of songs produced
by other whales. Its complexity and presence during the
breeding season are also consistent with qualities expected in
reproductive advertisement displays. Further study of this
animal’s acoustic behavior will help elucidate the functional
role of SW vocalization and assess it in the broader context
of the dwarf minke wale’s system of communication.
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It has previously been shown that at least one species of fish~the American shad! in the order
clupeiforms~herrings, shads, and relatives! is able to detect sounds up to 180 kHz. However, it has
not been clear whether other members of this order are also able to detect ultrasound. It is now
demonstrated, using auditory brainstem response~ABR!, that at least one additional species, the gulf
menhaden~Brevoortia patronus!, is able to detect ultrasound, while several other species including
the bay anchovy~Anchoa mitchilli!, scaled sardine~Harengula jaguana!, and Spanish sardine
~Sardinella aurita! only detect sounds to about 4 kHz. ABR is used to confirm ultrasonic hearing in
the American shad. The results suggest that ultrasound detection may be limited to one subfamily
of clupeiforms, the Alosinae. It is suggested that ultrasound detection involves the utricle of the
inner ear and speculate as to why, despite having similar ear structures, only one group may detect
ultrasound. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1368406#

PACS numbers: 43.80.Lb, 43.66.Cb@WA#

I. INTRODUCTION

Until recently, all studies of hearing in fishes have re-
ported that the hearing bandwidth generally extends from
below 100 Hz to approximately 1000 Hz in fishes without
specializations for sound detection and to perhaps as high as
5000 to 7000 Hz in species that have specializations that
enhance bandwidth and sensitivity~e.g., Fay, 1988; Popper
and Fay, 1999!. However, a number of peer reviewed and
‘‘gray literature’’ reports over the past 10 years have sug-
gested that certain fishes, including a number of members of
the taxonomic order clupeiforms~herrings, shads, anchovies,
and relatives!, may be able to detect ultrasonic signals to as
high as 126 kHz~ESEERCO, 1991; Dunninget al., 1992;
Nestler et al., 1992; Con Edison, 1994; Rosset al., 1995,
1996!. Other studies on the Atlantic cod~Gadus morhua!, a
species in a different taxonomic order~Gadiformes!, sug-
gested that this species could detect ultrasound at almost 40
kHz ~Astrup and Møhl, 1993, 1998; Astrup, 1999!.

We previously performed a set of classical conditioning
experiments on one of the species reportedly capable of de-
tecting high frequencies, the American shad~Alosa sapido-
somma!, and demonstrated that it could detect pure tones to
over 180 kHz~Mann et al., 1997, 1998!. We suggested that
ultrasound detection may be associated with a specialization
of the utricle in the clupeiform ear~also see Nestleret al.,
1992!. The utricular specializations include a unique ar-
rangement of the utricular sensory epithelium and the pres-

ence of an air-filled bulla closely associated with this ear
region.

One of the issues related to ultrasound detection is the
extent to which it is found among the clupeiforms. Several of
the earlier papers suggested, based on nonquantitative mea-
sures, that other members of the genusAlosa are able to
detect ultrasound. However, there is also some evidence that
two other clupeiforms, the bay anchovy~Anchoa mitchilli!
and possibly the Atlantic herring~Clupea haregus!, may not
respond to these high frequencies~Schwarz and Greer, 1984;
Dunning et al., 1992; Nestleret al., 1992; Con Edison,
1994!. Since all of these species have air-filled auditory bul-
lae in the utricle, it became important to test whether ultra-
sound detection is ubiquitous among this order, or whether it
remains a specialization of only a few species.

In order to test the hypothesis that not all clupeiforms
can detect ultrasound, we used the auditory brainstem re-
sponse~ABR! to measure sound detection abilities of several
taxonomically diverse members of this order. The ABR tech-
nique has been used successfully with fishes and shows
thresholds for sound detection that are generally similar to
those measured by traditional classical conditioning tests
~Kenyonet al., 1998; Yanet al., 2000!. We chose to perform
ABR measurements rather than classical conditioning be-
cause the fragility of many clupeiforms makes it difficult to
keep the fish alive long enough to complete classical condi-
tioning training and recording. We also tested goldfish~Car-
assius auratus! as a control to determine if ABR responses
were to spurious signals associated with the ultrasonic stimu-
lus. The goldfish is a good control for the acoustic system
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since this species does not detect sounds above about 3 kHz,
and this has been confirmed in many studies~Jacobs and
Tavolga, 1967; Fay, 1988!, including our earlier studies on
American shad~Mann et al., 1997, 1998!.

II. METHODS

A. Fish

The species used in this study were the bay anchovy
~Anchoa mitchilli! ~n515; 25–30 mm standard length!,
scaled sardine~Harengula jaguana! ~n516, 80–120 mm
standard length!, gulf menhaden~Brevoortia patronus! ~n
510; 37–54 mm standard length!, Spanish sardine~Sar-
dinella aurita! ~n52; 90–110 mm standard length!, Ameri-
can shad~n511; 75–90 mm standard length!, and goldfish
~Carassius auratus! ~n52, 60 mm standard length!. Large
numbers of scaled sardine and bay anchovy were used be-
cause we were not always able to get an entire audiogram
from an individual fish. We were only able to collect two
Spanish sardines, but neither of these showed a response to
ultrasound.

American shad were obtained from the PEPCO Chalk
Point Generating Station~Chalk Point, MD! aquaculture fa-
cility and held at the University of Maryland fish colony,
while the other species were obtained at the Mote Marine
Laboratory, Sarasota, FL. Work on American shad and gold-
fish was approved by the Institutional Animal Care and Use
Committee~IACUC! of the University of Maryland~UMD!.
Procedures with the other species were approved by the
IACUC of the Mote Marine Laboratory~MML !.

B. ABR testing

Testing of American shad and goldfish was performed at
UMD, while work on the other species was performed at
MML. It was not possible to do all of the studies at one
location since the fish were obtained at different sites and
transporting fish between locations would have been impos-
sible due to the difficulty in keeping the fish alive. However,
in order to ensure comparable procedures at both sites, ABR
testing was carried out using identical hardware systems
from Tucker-Davis Technologies using the BioSig software.
The most significant difference in the two setups was tank
size ~19-liter circular tank, 30 cm deep at UMD! and ~40
350-cm2 rectangular tank, 30 cm deep at MML!. However,
this difference is not likely to have affected the data since the
signals were calibrated in the same manner, as described
later in this work. In addition, one of us~DAM ! participated
in the experiments at both locations in order to make sure
that there were no differences in experimental detail. It is
important to note that sound was calibrated as sound pressure
level, and that acoustics in small tanks are different from
free-field where there are presumably fewer reflections.

Auditory brainstem response were collected in response
to repeated presentations of tone pip stimuli. Low-frequency
tones~,20 kHz! were generated with an underwater speaker
~University Sound UW-30!. High-frequency tones~.20
kHz! were generated with an ITC-1042 underwater trans-
ducer. Signals were amplified with either a McIntosh ampli-
fier ~UMD! or with a Hafler amplifier~MML !. Tone pips

were 20 ms in duration, gated on and off with a Hanning
window, and presented at 9 per second with the TDT system.
Low-frequency tone pips were generated with a 6-ms sample
period. Ultrasonic tone pips were generated with a 5.2-ms
sample period. At UMD tone pips were calibrated with an
LC-10 hydrophone~calibration sensitivity of2208.6 re: 1
V/mPa; 63 dB 0.1–180 kHz, omnidirectional!. At MML,
calibrations were performed with a Reson TC4013 hydro-
phone~calibration sensitivity of2211 dBre: 1 V/mPa;6 3
dB 1 Hz to 170 kHz, omnidirectional!. The hydrophone was
positioned in the fish holder without the fish and the output
was calibrated on an oscilloscope. Calibrations of the tone
pips were performed by peak equivalent calibration. This
entailed first calibrating continuous tones as rms SPL, and
then the tone pips were presented using the identical signal
parameters. Spectral analyses were also performed on ac-
quired signals to ensure that there was no significant har-
monic distortion~total harmonic distortion was less than 2%
at all frequencies!.

For ABR testing the fish was held approximately 10 cm
underwater and a recording electrode was placed subcutane-
ously along the midline just behind the brain, and a reference
electrode was placed subcutaneously along the midline just
behind the eyes. A ground electrode was either placed in the
muscle behind the reference electrode, or in the water adja-
cent to the fish. Signals from the electrodes were amplified
using a digital biological amplifier~TDT DB4/HS4! and
low-pass filtered at 10 kHz, high-pass filtered at 8 Hz, and
notch-filtered at 60 Hz. Amplification was typically between
50 000 and 100 000.

The ABR responses were acquired by averaging 50 ms
of the signal from the electrode from the onset of the tone
pip. The ABRs were obtained after 50–200 averages depend-
ing on the species. ABRs with 50 averages were used for the
bay anchovy, because they did not survive more than about
15 min in the tank. ABRs with 100–200 averages were used
for the gulf menhaden, scaled sardine, Spanish sardine,
American shad, and goldfish.

C. ABR threshold calculation

Auditory brainstem response thresholds were deter-
mined from the data by measuring the peak response at each
frequency and level. A threshold criterion was determined
based on an estimation of background noise from trials to
low sound level presentations~all trials less than 100 dB SPL
at both experimental sites!. The criterion was set at the level
of the 95th percentile for these nondetection trials~i.e., the
level below which 95% of the trials fell!, or if few trials were
run at low levels, at the maximum positive or negative peak
for these nondetection trials. To be considered above thresh-
old, the peak level had to be higher than the criterion on two
consecutive trials. Linear interpolation between the level be-
fore and after the criterion was used to calculate the thresh-
old. Thresholds from 5 of the 11 American shad were mea-
sured by hand as the lowest sound pressure level that gave a
repeatable response, because the signal-to-noise ratio did not
allow an accurate measurement using the peak method de-
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scribed above. The thresholds from these fish were not sig-
nificantly different than those measured from the other six
American shad using the peak method.

III. RESULTS

The ABR waveforms obtained in response to low-
frequency sound and ultrasound presentation all show a
negative trough at about 10 ms after the beginning of sound
presentation. The ABR from the low-frequency sound pre-
sentation also has a higher-frequency component that is
twice the frequency of the tone stimulus, which is typical of
fish ABRs.

All species responded to low-frequency sound presenta-
tion ~Fig. 1!, while only American shad and gulf menhaden
showed responses to ultrasound presentation from 40 to 80
kHz ~Figs. 2 and 3!. The other species did not respond to
ultrasound presentation at sound pressure levels up to 180 dB
SPL, but they showed a consistent ABR to low-frequency
stimulation. The voltage of the ABR in response to ultra-
sound in the American shad and gulf menhaden was about

the same as the voltage of the ABR to low-frequency sound
for all species tested~Figs. 1 and 2!. Therefore, we should
have been able to detect a response to ultrasound in the other
species had the ability to detect such sounds been present.

The low-frequency thresholds~below 10 000 Hz! were
similar for all species, with thresholds around 120–130 dB
SPL ~Figs. 4 and 5!. The ultrasonic thresholds for American
shad were around 155 dB SPL and the ultrasonic thresholds
for gulf menhaden were about 180 dB SPL~Fig. 4!.

The ABR thresholds obtained for the American shad
were in the range of 0 to 15 dB higher than the behavioral
thresholds obtained in a previous study~Figs. 4 and 5!, but
showed a similar trend of better sensitivity at low frequen-
cies than at ultrasonic frequencies. However, some of the
lowest thresholds to ultrasound presentation~e.g., one
American shad showed thresholds at 40 kHz of 130 dB!
were as low as the detection thresholds for low frequency
sound~Figs. 1 and 2!.

Trials with low-frequency stimulation were run both be-
fore and after trials with ultrasound to ensure that the low-

FIG. 1. ABR waveforms in response to 600-Hz sounds
presented at several levels for~a! American shad,~b!
gulf menhaden,~c! scaled sardine,~d! Spanish sardine,
and ~e! bay anchovy.
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FIG. 2. ABR waveforms in response to 40-, 60-, and 80-kHz ultrasound presented at several levels for species that are able to detect ultrasound:~a! American
shad and~b! gulf menhaden.

FIG. 3. ABR waveforms in response to 40, 60, and 80 kHz and at 180 dB for species that do not detect ultrasound:~a! scaled sardine,~b! Spanish sardine,
and ~c! bay anchovy. Arrows at 10 ms indicate troughs in ABR.
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frequency ABR was consistent. Controls were also run with
goldfish and dead clupeiform fishes to confirm that the ABR
responses were not artifacts. There was never a positive ABR
with dead fish, and goldfish controls did not respond above 4
kHz. Only two goldfish controls were run because there was
no evidence of artifacts with dead fish or either of the gold-
fish. Also, the clupeoids that did not respond to ultrasound
serve as a control for artifactual responses to ultrasound pre-
sentation.

IV. DISCUSSION

This study has demonstrated that a member of a second
genus of clupeiform fish, the gulf menhaden, is able to detect
ultrasonic signals, and it has also demonstrated that there are

members of other genera of this order that cannot detect
ultrasound. This study also demonstrated that even those spe-
cies that do not detect ultrasound are able to detect sound to
at least 4000 Hz~although they are not particularly sensi-
tive!, putting them into the general classification of hearing
‘‘specialist’’ ~Popper and Fay, 1973, 1999!. This is notewor-
thy since several other investigators have suggested that clu-
peiforms could only detect sounds to around 1–2 kHz~e.g.,
Enger, 1967; Sorokinet al., 1988!.

A. Evolution of ultrasound detection

One of the most interesting questions related to the dis-
covery of ultrasound detection in fishes is how and why this
capability arose. We previously hypothesized that this ability
may have been an exaptation~5 preadaptation! that evolved
before there were echolocating predators, because all clu-
peids have the auditory bullae and specializations in the
utricle ~Mann et al., 1997!. We had assumed, incorrectly,
that all clupeoids could detect ultrasound. These new find-
ings of clupeoids that cannot detect ultrasound are important
because they will allow us to investigate the mechanism and
evolution of ultrasound detection in closely related species.

While we can only speculate, it is possible that the bulla
and specialized utricle arose early in the evolution of clupei-
forms and may have been a mechanism by which these fish
could detect relatively higher frequency sounds~in the range
of 1–4 kHz! than fishes without such specializations, or
aided the fish in some other way, as suggested by Denton
et al. ~1979!. An analogous event is likely to have occurred
in the Otophysan fishes where the presence of the Weberian
ossicles enables most of these species~e.g., goldfish and cat-
fish! to detect sounds to 3 kHz or a bit higher~Fay, 1988!.
The detection of these higher frequencies may have been in
response to the ancestors of both groups of fishes living in

FIG. 4. Audiogram for~a! American shad,~b! gulf
menhaden,~c! scaled sardine,~d! Spanish sardine, and
~e! bay anchovy determined from ABRs. Data shown
are mean values61 standard deviation. The behavioral
audiogram for American shad determined by classical
conditioning is plotted as a solid line in~a! ~Mann
et al., 1998!.

FIG. 5. Combined plot of audiograms for each of the species studied with
ABR as well as behavioral data for the American shad~Mannet al., 1998!.
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shallow waters where low-frequency sounds attenuate very
rapidly, but where higher frequencies carry greater distances
~Rogers and Cox, 1988!. In order for these fishes to glean
information from any significant distance, they would only
have been able to use higher frequencies, and this would
have been a strong selective pressure for the evolution of
specializations that enabled the fish to detect the biologically
relevant sounds.

Since we now have shown that not all clupeiforms detect
ultrasound, it is reasonable to suggest that while the evolu-
tion of the specialized utricle may have been responsible for
hearing specializations, these adaptations do not immediately
lead to the ability to detect ultrasound. Thus, we propose that
the evolution of ultrasound detection in a number of clupei-
forms of the subfamily Alosinae, including American shad
and gulf menhaden, could have been under the selective
pressures of echolocatingTursiops, which produce high-
level ~up to 220 dBre 1 mPa at 1 m! ultrasonic echolocation
clicks ~Au, 1993!. In effect, the presence of the specialized
utricle, if this is indeed the structure involved with ultra-
sound detection, may be viewed as an exaptation that could
readily evolve into an ultrasound-detecting device, at least in
some clupeiforms. It is interesting to question, however, why
all members of this order did not evolve the same capability
given that they are also prey of echolocating cetaceans. It is
also important to note that there are several other subfamilies
in the Clupeidae that remain to be tested.

B. Mechanism of ultrasound detection

One of the most interesting questions to ask is how ul-
trasound detection is performed in American shad and gulf
menhaden. While we are not yet able to directly answer this
question, the ABR data do provide us some potential insight
into this issue. We previously argued~Mann et al., 1997,
1998! that while it is possible that these fishes have evolved
a new mechanism for ultrasound detection not involving an
ear, the parsimonious argument is that detection involves the
ear ~see also Nestleret al., 1992!. The ABRs to both low-
frequency sound and ultrasound showed a similar trough at
10 ms, suggesting that they are utilizing at least some of the
same brain pathways. Furthermore, virtually all other ani-
mals, vertebrate and invertebrate, that detect ultrasound use
an ear or earlike structure for ultrasound detection~e.g.,
Sales and Pye, 1974; Au, 1993; Grinnell, 1995; Hoy, 1999!.
Cod, Gadus morhua, is reported to be able to detect ultra-
sound, but only at high sound levels~185–200 dBre 1 mPa!,
and it has been suggested that receptors other than the ear are
potentially being overstimulated~Astrup, 1999!.

Clearly the potential mechanism thought to be involved
in the cod is possible for clupeids. However, the clupeiform
utricle has several unique features as compared to all other
vertebrates and so it becomes a candidate for ultrasound de-
tection in these species~e.g.,Wohlfhart, 1936; O’Connell,
1955; Dentonet al., 1979; Popper and Platt, 1979!. The utri-
cular sensory epithelium in the clupeiforms is divided into
three distinct regions, the middle of which is suspended
above a fluid-filled space that is separated by a thin mem-
brane from an otic air bubble known as the auditory bulla
that connects via a thin tube to the swim bladder~e.g., Den-

ton et al., 1979; Blaxteret al., 1981a, b; Best and Gray,
1982!. While earlier investigators suggested that this special-
ization may be associated with detection of changes in pres-
sure as the fish moved to different depths~e.g., Dentonet al.,
1979; Gray and Denton, 1979!, it has been suggested that,
instead, it may be an adaptation for high-frequency hearing
~e.g., above 20 kHz! ~Nestleret al., 1992; Mannet al., 1997,
1998!. Moreover, we have suggested that the middle of the
three sensory regions may be involved in ultrasound detec-
tion ~Mann et al., 1998!, and this is supported by observa-
tions that there are defined differences in the utricular epi-
thelium and its support in the American shad, an ultrasound
detector, and the bay anchovy, a species that does not detect
ultrasound~e.g., the middle macula of shad is more loosely
suspended in shad than in anchovy; Higgs and Popper, in
prep.!. Ultimately, direct neurophysiological recordings from
the ear and brain will be needed to prove the mechanism of
ultrasound detection.

C. Practical applications

The behavioral response of variousAlosaspecies to ul-
trasound presentation has been observed in the field and used
to repel them from power plant intakes~e.g., Dunninget al.,
1992; Nestleret al., 1992; Rosset al., 1996!. Our results
showing that other clupeiforms, such as the bay anchovy, do
not respond to ultrasound suggest that behavioral responses
to ultrasound may be limited to a few species, perhaps only
to members of the subfamily Alosinae, and thus limit the
broad applicability of ultrasound in controlling clupeiform
impingement.

The response of severalAlosaspecies to ultrasound may
also impact the fishing industry. There is evidence that
acoustic sound sources~known as pingers! placed on fishing
nets to reduce the by-catch of harbor porpoises~pingers pre-
sumably ‘‘alert’’ the porpoise to the presence of the nets!
also reduced the catch of clupeids~Kraus et al., 1997; see
also Goodson, 1997!. Krauset al. ~1997! suggested that the
reason the harbor porpoise by-catch was reduced may have
been because they were chasing clupeids that were deterred
from the nets, and that the pingers were only indirectly in-
fluencing dolphin by-catch by reducing the number of clu-
peids in the vicinity of the nets. This becomes particularly
important since Gulf and Atlantic menhaden are among the
most important commercial fishes. In 1997–1998, 1.7 billion
pounds were caught in the United States, accounting for 21%
of all fish landings, and making menhaden the second largest
commercial catch in the United States~NMFS, 1999!. Given
that these fishes account for such a large proportion of the
fish catch, pingers on these nets might be very useful for
deterring dolphins, although they may also serve to deter
menhaden and ultimately affect the commercial catch of
these species.
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The effect of array geometry on the steering performance of ultrasound phased arrays is examined
theoretically, in order to maximize array performance under the given anatomical constraints. This
paper evaluates the performance of arrays with spherical and cylindrical geometry, determined by
using computer simulations of the pressure fields produced at various extremes of steering. The
spherical segment arrays were truncated for insertion into the rectum, and contained either annular
or linear elements. The cylindrical arrays were either flat or had a variable curvature applied along
their length. Fields were computed by dividing the array elements into many point sources. The
effectiveness of an array configuration when steered to a particular focal location was assessed by
defining a parameter,G, as the ratio of the intensity at the desired focus to the maximum intensity
of any unwanted lobes. The performance of truncated spherical arrays with annular elements was
evaluated for focal steering along the array axis~in depth, in thez direction!. When steered 15 mm
toward the source, these truncated spherical annular arrays exhibited excellent performance, with
G.5.7 for arrays containing more than 10 elements. Similarly, the spherical arrays with linear
elements performed well when steered along the array axis to the same degree, withG.7 ~for
element widths up to 3l!, though many more array elements were required. However, when these
arrays were steered 15 mm laterally, along the length of the prostate~they direction!, the value for
G fell below 1 for element widths greater than about 1.6l. It was found that the cylindrical arrays
performed much better fory-direction steering~G.4, for 60 mm arrays with an element width of
1.75 l!, but their performance was poorer when steered in thez direction ~G>4 for an element
width of 1.5l!. In order to find a compromise between these extremes, a curved cylindrical array
was examined, which was a cylindrical array with additional curvature along its length. These
curved cylindrical arrays yielded performance between that of spherical linear arrays and cylindrical
arrays, with better steering along they direction than the spherical arrays and betterz-direction
steering than the cylindrical arrays. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1373444#

PACS numbers: 43.80.Sh, 43.80.Vj@FD#

I. INTRODUCTION

Two diseases of the prostate, benign prostatic hyperpla-
sia ~BPH! and cancer of the prostate~PC!, are problems that
are increasingly afflicting our male population. The inci-
dence of both conditions increases with age and concern
about these diseases is reflected in increased exposure in the
popular1–3 as well as in the medical literature.4 Current treat-
ment options can be fairly expensive, and are associated with
a high incidence of impotence, frequent urinary inconti-
nence, as well as the risks associated with surgical
procedures.5 Since none of these treatment options are ideal,
alternative therapies are currently being sought.1,4–6

In recent years, ultrasound has been increasingly inves-

tigated for use in thermal or ablative therapy.7–20 When fo-
cused, ultrasound can produce well-defined regions of ther-
mal necrosis for treatment of prostate disease.7,9,19–25In the
treatment of the prostate, focused ultrasound is applied via a
probe inserted into the rectum, in order to minimize the
amount of intervening tissue while providing an adequate
acoustic window for treatment. This allows higher frequen-
cies to be used, increasing the ultrasonic absorption coeffi-
cient and resulting in more efficient heating of the treatment
region.15 Additionally, transrectal treatment avoids undesired
heating of the pelvic bone. Preliminary findings have dem-
onstrated that ultrasonic ablation can successfully control lo-
calized prostate cancer with low morbidity.19,25 This ap-
proach has been shown not to enhance metastatic spread,26,27

and avoids damage to the rectal wall.28

Transrectal ultrasonic therapy of the prostate imposes
geometric constraints on the transducer utilized in the treat-
ment, because the ultrasound probe containing the array must
fit within the patient’s rectum. This limits the practical array

a!Current address: I-Shou University, Section 1, Hsueh-Cheng Rd., Ta-Hsu
Hsiang, Kaohsiung County, Taiwan, 84008, Republic of China.

b!Current address: Cisco Systems, Inc., 2302 Fox Drive, Champaign, IL
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width. The ability to move the focal point is essential, since
the treatment region is larger in volume than the ultrasonic
focus. With a steerable focus, the focus can be placed at
various locations in a controlled manner, in order to ablate
the entire treatment volume.13,18,29,30Current devices in clini-
cal trials use a single spherical transducer with a fixed
focus.16,19,20 Variation of the focal position is achieved
through mechanical movement of the transducer, and varia-
tion of focal depth can only be accomplished by using a
different transducer with a different radius of curvature. Be-
cause mechanical components are subject to failure due to
wear, and because changing transducers requires time both to
switch transducers and to reposition the new transducer rela-
tive to the prostate, it would be advantageous to employ a
phased array transducer system, and steer the focus electroni-
cally. The phased array would offer the advantages of steer-
ing the focal region very rapidly with minimal mechanical
movement of the transducer and the possibility of modifying
the focal size by electronic means.17,30,31These capabilities
would facilitate the efficient treatment of large tumor vol-
umes. The inevitable disadvantages of phased arrays include
the need to manufacture arrays with many small, acoustically
isolated elements; the associated large number of electrical
leads, amplifiers and phasing circuits; and the existence of
unwanted lobes, including grating lobes in the field, which
might be of sufficient intensity to cause unintended damage
to normal tissue. More intense unwanted lobes also result in
longer treatment times, as greater waiting periods between
sonications are required in order to allow for thermal dissi-
pation, to prevent heat build-up in normal tissue regions.

A number of methods have been investigated in order to
improve the performance of surgical phased arrays. These
methods have, for the most part, involved modifications oc-
curring at the level of the array elements, for example, ele-
ment size randomization in linear arrays,23 adaptive aperture
techniques,32 permutations in element layout,33,34 or novel
phasing schemes.17,30,31,35A few have involved the introduc-
tion of new phased array shapes, such as spherical-section
arrays36,37 and a cylindrical array.38 In this theoretical study,
a number of transducer array configurations were examined
in order to elucidate the effects of array geometry on perfor-
mance. This was conducted with the intent of determining
which of these configurations would be optimal in terms of
using the fewest elements while providing acceptable ultra-
sonic fields and flexible focusing capability for prostate
therapy through the rectum. Thus, the goal was not to elimi-
nate unwanted lobes entirely but to insure that they were of
acceptably low amplitude while steering the focus over the
intended range, so as to minimize unintended heating else-
where in the field. To this end, only arrays containing ele-
ment widths larger than a wavelength were examined. Al-
though sparsely filled, randomized spherical arrays have
been shown to be highly effective in suppressing unwanted
lobes,11,12,33 the limited surface area available in transrectal
prostate therapy precludes the use of a sparsely filled array.

The first transducer array examined was a truncated
spherical segment with annular elements for steering the fo-
cus in depth along the axis of the transducer. A second
spherical array with linear elements was investigated for

steering the focus both axially and laterally along the length
of the prostate. In order to improve steering along the length
of the prostate, a cylindrical array geometry was then exam-
ined. Finally, a novel transducer array design was examined,
which involved the addition of curvature along the length of
the cylindrical array. This curved cylindrical array can be
considered a hybrid of the truncated spherical array and the
cylindrical array. For array configurations fitting within the
geometric constraints mentioned earlier, computational stud-
ies were performed, in order to assess their effectiveness in
delivering high intensity ultrasonic energy to specified focal
positions. The effectiveness of an array configuration when
steered to a particular focal location was assessed by defining
a parameter,G, as the ratio of the intensity at the desired
focus to the maximum intensity of any unwanted lobes. The
focal positions employed in the studies correspond to the
anticipated steering extremes required during clinical use of
the array for prostate therapy.

II. METHODS

The pressure fields produced by the arrays examined in
this study were calculated using the point radiator method,
which subdivides the elements of the array into subelements
that are small enough that they produce fields approximating
that from a point radiator.39–41 The total pressure at any
given point in the field is the sum of the complex pressures
contributed from each of the subelements across the entire
active surface of the array, taking into account the relative
phase of the signal applied to the transducer element to
which the subelement belongs. The pressure field produced
by a given array configuration~geometry, element width and
element spacing! could be calculated for the focus steered to
any specified location. The origin of the coordinate system
was taken as 45 mm from the center of the array with the
positivez axis directed away from the array, they axis was
directed along the length of the array and thex axis across
the array, as shown in Fig. 1. This point was chosen as the
origin because it represents a typical distance between the
transducer face located in the rectum and the deepest extent
of the treatment region into the prostate. Additionally, the
origin corresponds to the geometric focus of the spherical
arrays. Signals applied to the elements of the array were
phased so as to result in constructive interference at the in-
tended focal point.

The pressure field was calculated at points in the region
of interest using the following equation:

p~x,y,z!> j
rckU0DA

2p (
array surface

e2~a1 jk !R

R
, ~1!

where the summation is over the active surface of the array,
i.e., the surface of the elements of the array,p(x,y,z) is the
total acoustic pressure at the point (x,y,z), r is the density
andc is the speed of sound of the loading medium,k is the
acoustic propagation constant~calculated fromk52p/l,
wherel is the wavelength!, U0 is the velocity amplitude of
the surface of the source in m/s@calculated from U0

5(2I 0 /rc)1/2, where I 0510 000 W/m2#, R5@(x2xs)
21(y

2ys)
21(z2zs)

2#1/2 is the distance from the center of the
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subelement of the source (xs ,ys ,zs) ~i.e., point radiator! to
the field point being calculated,DA is the area of the subele-
ment, anda is the attenuation coefficient. The simulations
were run at a frequency of 4 MHz~see Table I for parameter
values used!, which has been shown to be appropriate for
this depth of treatment.42 The calculation requires that the
dimensions of the subelements be small relative to a wave-
length; in these simulations the subelements were modeled

as squares with dimensions of a tenth of a wavelength on a
side. Note that each element of the array was excited with
equal amplitude, i.e., there was no apodization.

Simulations were carried out with a 10 mm water stand-
off between the center of the array and a planar boundary
with the tissue~at zInterface5235 mm!, as shown in Fig. 1~a!.
Thus the origin of the coordinate system, located 45 mm
from the center of the array, was separated from the center of
the array by 10 mm of water, followed by 35 mm of tissue.
For each point radiator-field point pair, the path in water and
in tissue was calculated in order to account for the attenua-
tion along the tissue portion of the path. The equation used to
calculate the pressure field was thus modified:

p~x,y,z!>j
rckU0DA

2p (
array surface

e2@aWRW1aTRT1 jkRtot#

Rtot
, ~2!

whereaW is the attenuation coefficient in water,aT is the
attenuation coefficient in tissue,RW is the distance that the
beam traveled through water,RT is the distance that the
beam traveled through tissue, andRtot5RW1RT is the total
distance that the beam traveled along the straight line from
source subelement to field point, see Fig. 1~a!.

Since the intent of this study was the fundamental com-
parison of the performance of different array configurations,
not all of the detailed aspects of the sound propagation were
required. For example, the speed and density for both tissue
and water were taken to be the same so that the analysis was
not complicated by reflection and refraction. Additionally,
the effects of nonlinear propagation were not incorporated to
simplify the extensive and time consuming calculations of
the fields. Studies that might be conducted in the future in-
volving the calculation of temperature rise associated with
the fields from these sources would need to consider nonlin-
ear propagation.

The calculations were performed using programs written
in Visual C114.1 and executed on several Pentium-type
personal computers. The fields were calculated for different
cases of focal steering: no steering, steering215 mm in the
y direction~along the prostate!, and steering215 mm in the
z direction ~towards the transducer!. The transducer element
size~width! was varied. The array configurations and ranges
of parameters examined are listed in Table II.

The performance of the arrays under each steering con-
dition was assessed by first calculating the acoustic intensity
at each field point, using the equationI 5p2/2rc, and then
finding the ratio of intensity at the focus to the intensity of
the largest unwanted lobe,G:

G5
I focus

I max,unwanted
. ~3!

This G value provided a means to reduce the large amount of
data contained in each calculated field to a single number to

FIG. 1. ~a! Truncated spherical array side view with water and tissue,~b!
truncated spherical annular array front view,~c! truncated spherical linear
array front view.

TABLE I. Properties used for the simulations, all at 4 MHz.

Material Density~kg/m3! Speed~m/s! Absorption coefficient~cm21!

Water 1000 1500 0
Tissue 1000 1500 0.3224
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facilitate comparison among the numerous arrays and steer-
ing conditions. Although no thermal calculations were done
as a part of this study, it is the authors’ opinion that aG
value of 4 or greater would be sufficient to prevent unin-
tended damage to normal tissue, when used in conjunction
with a properly planned therapy regimen and active rectal
wall cooling.

The fields produced by the arrays were initially investi-
gated at a low spatial resolution~1 mm58/3 l!. This resulted
in irregular ~nonmonotonic! behavior of theG values as a
function of the element size.43 Since this phenomenon was
discovered, simulations with higher spatial resolution~0.25
mm52/3 l! of the field have been performed, with the spa-
tial resolution being limited by the practical consideration of
simulation time. The results of these higher-resolution simu-
lations did not show these irregularities and are presented
here.

III. RESULTS AND DISCUSSION

A. Truncated spherical annular „TSA… array

The truncated spherical annular~TSA! array consisted of
a truncated spherical shell divided into annular elements of
equal area, with a gapl/2 wide between adjacent elements.
A center region of 8 mm diameter was considered inactive as
it was reserved for an imaging transducer, see Fig. 1~b!. The
spherical shell had a 45 mm radius of curvature, with a face
diameter of 40 mm which was truncated in thex direction to
a width of 22 mm to allow passage through the rectum, as
has been done for fixed focus transducers currently used by
Focus Surgery, Inc.,20 as well as in the studies by Curiel
et al.44 and Chapelonet al.7 The spherical design, first pro-
posed by Ebbini and Cain,36 has the advantage of possessing
a geometric focus, but the phase of signals applied to the
transducer elements can be varied in order to steer the focus
electronically from the geometric focus along the transducer
axis, thez direction.

In Fig. 2 the results of steering to~0,0,215! mm is
shown for annular arrays containing various numbers of el-
ements. An annular array of 6 annuli performed very poorly,
the unwanted lobes in the field were numerous and almost

the same intensity as the intended focus. An annular array of
8 annuli displayed improved performance, with a clearly dis-
cernable focus and aG value of 2.4. With 10 annuli, theG
value increased to 5.7~well above theG.4 criterion!, which
would provide adequate performance for clinical application.

Truncated spherical annular arrays with different dimen-
sions and operating frequency were investigated earlier by
Chapelonet al.7 When the simulation parameters were modi-
fied to match those used by Chapelonet al., the results
agreed closely with theirs, supporting the validity of the
present calculations.

B. Truncated spherical linear „TSL… array

The truncated spherical linear~TSL! array consisted of a
truncated spherical shell transducer as used for the TSA ar-
ray except that the transducer was divided into linear ele-
ments along they direction with gaps~l/2 width! between
the elements, see Fig. 1~c!. In addition, these linear elements
were divided into six elements in thex direction, as indicated
by the ‘‘subdivision’’ lines in the figure. This was required
because, for these curved transducers, the appropriate phase

TABLE II. Configurations and ranges of array parameters.

Array
geometry

Element
description

Element
gap

Focal
location~s! Parameter~s! varied

TSA Annular
equal area

1/2 l ~0,0,215! Number of elements: 6 to 14

TSL Linear 1/2l ~0,0,0! ~a! Element width: 1 to 3l
~0,215,0!
~0,0,215!

~b! Number of elements inx:
2, 4, 6, 12, 24

Cylindrical Linear 1/2l ~0,0,0! ~a! Element width: 1 to 3l
~0,215,0! ~b! Array length: 40, 50, or 60 mm
~0,0,215!

Curved Linear 1/2l ~0,0,0! ~a! Element width: 1 to 3l
cylindrical ~0,215,0! ~b! Array length: 50 or 60 mm

~0,0,215! ~c! Radius of array curvature:
50, 60, 75, or 90 mm

FIG. 2. Ratio of intensity at the focus to intensity of the maximum un-
wanted lobe versus number of elements for the annular array steered to
~0,0,215!. Tissue was present and the gap between elements was 0.5l for
all these calculations.
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for steering also varies along thex direction. This study
showed six elements in thex direction ~symmetric elements
in the 1 and 2x directions have a common phase! were
adequate for the steering desired and results shown are for
this case only. This was the first design used to investigate
the feasibility of focal steering in both they andz directions.

Focal steering in thex direction was attempted using
different numbers of subdivisions in thex direction ~6, 12,
and 24!. The G values were extremely low even when 24
subdivisions were used~resulting in a very large number of
elements in the array! and the beam could only be steered 5
mm off center. Based on these results, the current study was
limited to examination of steering in only they andz direc-
tions for all arrays studied.

Typical intensity field plots produced by the TSL array
with an element width ofl are shown in they–z plane in
Figs. 3~a!–3~c!. When the array was focused at its geometric
focus the unwanted lobe intensities were found to be much
lower than the intensity at the focus~theG values were very
large! as seen in Fig. 3~a!. When the focus was steered to
~0,215,0! mm, Fig. 3~b!, significant unwanted lobes ap-
peared, even for the smaller element widths~l in this case!.
Better performance was obtained when steering to~0,0,215!
mm; unwanted lobes can barely be seen in Fig. 3~c! Thex–z
plane was also examined and it was found that unwanted
grating lobes did appear as the array was steered in thez
direction. However, these lobes were very close to the focus,
so that they had the desirable effect of enlarging the focal
region in this direction, which would decrease treatment
time. Therefore, in the remainder of this paper theG value is
based on an examination of unwanted lobes appearing in the
y–z plane.

Results in terms of the value forG versus the element
width for the TSL array, unsteered and steered to~0,215,0!
and ~0,0,215! mm, are shown in Fig. 4. These results show
that G decreased as the element width increased when the
focus was steered away from the geometric focus. When the
focus was not steered away from the geometric focus,~0,0,0!
mm, the performance was superb, even at the larger element
widths. In fact, the performance was approximately the same
for all element widths examined. This makes sense since,
when the specified focus coincided with the geometric focus,
the array geometry dictated the focal position, and the phas-
ing of the elements played no role. From the results for steer-
ing to ~0,0,215! mm ~i.e., decreasing the depth of the focus
by 15 mm!, it is apparent that the value forG was much
greater than its value for steering the same distance in they
direction. TheG value stayed above 7 for all element widths
up to 3l, resulting in performance that was quite acceptable
even at larger element widths. When steering to~0,215,0!
mm, the value forG was low for all element widths, falling
below 1 for element widths greater than about 1.6l, which
was clearly unacceptable. Thus the performance of the TSL
array was very poor when steered in they direction, along
the prostate, making it clearly unsuitable for steering in the
y–z plane.

A 1.5 D phased array of a similar form was investigated
by Curiel et al.44 Their array differed in dimensions and op-
erating frequency, and, in the 1.5 D array, gaps were present

between all of the elements except the central pairs, and all
elements were of equal area. In agreement with this study,
Curiel et al. concluded that having five elements in thex
direction ~achieved by combining the two middle elements
of the TSL array into one! was necessary for adequate steer-
ing in they andz directions, and did not attempt to steer in
thex direction. However, their calculations differed from this

FIG. 3. Intensity as a function of field position for a TSL array with 1l
wide elements, 0.5l gap between elements in they direction, and 6 ele-
ments in thex direction.~a! With no steering;~b! steered to~0,215,0! mm,
~c! steered to~0,0,215! mm.
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study in that no tissue was included in their simulation, and
the steering extremes were limited to 10 mm from the geo-
metric focus. Another important difference was that they at-
tempted to steer the focus deeper in thez direction than the
geometric focus, whereas in this study it was found that the
performance degraded rapidly when this was attempted.
However, overall, the results obtained with the TSL array
were in good agreement with their results.

C. Cylindrical array

The cylindrical array provided a line focus along they
direction. Note that the origin of the coordinate system for
studies involving this array was located on the geometric line
focus~i.e., 45 mm away from the center of the array in thez
direction!, and centered on the array in they direction, see
Fig. 5. The cylindrical array had a width of 22 mm to allow
access through the rectum, and the length was varied from 40
mm to 60 mm. As with the TSL array, six elements were
present along thex direction, as delineated by the ‘‘subdivi-
sions’’ in the figure, in order to improve the focal steering.

Figure 6~a! shows that, for no steering, the value ofG
decreased steadily as the element width increased. TheG
value stayed above 4 for element widths of up to 1.75l. The
use of larger array lengths appeared to have very little effect
on G in this case, especially at larger element sizes, where
the performance of arrays of different lengths was indistin-
guishable. In comparing these results to those obtained for
the TSL array, the cylindrical array was seen to perform
more poorly when the focus was not steered away from the
origin. This was because, unlike a spherical array, the cylin-
drical array produced a geometric line focus rather than a
point focus, and therefore required phasing of its elements in
order to produce a point focus at the origin. This also led to
the fact that the performance of the cylindrical array showed
a definite dependence on element size.

TheG values that resulted from steering the focus of the
cylindrical array to~0,215,0! mm are shown in Fig 6~b!. In
comparing these results to previous results obtained for the
truncated spherical shell array~Fig. 4!, the cylindrical array
performed better when steered in they direction, staying
above 1 for all element widths examined. Furthermore, as the
length of the array increased, there was a steady improve-
ment in the performance of the cylindrical array. In fact, the
G value stayed above 4 for the 60 mm arrays for element
widths up to 1.75l.

However, the performance of the cylindrical array was
much poorer than that for the truncated spherical linear array
when steered in thez direction, see Fig. 6~c!. This was due to
the existence of much larger unwanted lobes than were ex-
hibited for the truncated spherical arrays. Relative to earlier
results with the TSL arrays~where G.7 for all element
widths examined!, the cylindrical shell displayed a drastic
and disappointing decrease in performance when the focus
was steered in thez direction. TheG value fell below 4 for
element widths greater than 1.5l. Increasing the length of
the array appeared to provide only a minimal improvement
in performance, which disappeared at larger element sizes.

Thus, it was found that the cylindrical array, while

FIG. 4. G versus the element width for the TSL array focused at~0,0,0!,
~0,215,0! mm, and~0,0,215! mm.

FIG. 5. Side view of cylindrical transducer array.
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showing some improvement in steering in they direction,
especially with increased array length, exhibited a drastic
increase in the intensity level of unwanted lobes while steer-
ing in thez direction.

At this point, two transducer array geometries had been
examined, which represented opposite extremes of a particu-
lar geometric spectrum. The spherical array, with equal cur-
vature in thex andy directions, behaved poorly when steered
in the y direction but performed well when steered in thez
direction. On the other hand, the cylindrical array, which had
no curvature in they direction, exhibited improved behavior
when steered in they direction but performed much more

poorly when steered in thez direction. The cylindrical array
had the additional advantage that its length could be in-
creased, improving its performance when steered in they
direction. Even though these results might have been ex-
pected, the present analysis shows just how much perfor-
mance degrades for the particular array size and configura-
tion.

D. Curved cylindrical „CC… array

The performance of a curved cylindrical~CC! array was
examined as a compromise between the spherical and cylin-
drical arrays. This array, as shown in Fig. 7, was a cylindri-
cal array that had curvature added in they direction. When
the radius of curvature of the CC array in they direction
equaled the radius of curvature in thex direction, the result
was an array geometry similar to, but not exactly the same
as, a truncated spherical array. With an infinite radius of
curvature in they direction, a cylindrical array was obtained.
The effects on array performance of varying the radius of
curvature in they direction and the array length were inves-
tigated. The maximum length of the array was determined by
the curvature in they direction, since the ends of the array
would eventually extend into the tissue, which was unaccept-
able. The smaller the radius of curvature, the shorter the
maximum array length that could be used.

Figures 8~a!–~c! show the values forG as a function of
element width, for curved cylindrical arrays for just one of
the lengths investigated~50 mm! and for four different radii
of curvature~50, 60, 75, and 90 mm!. Note that the 50 mm
radius of curvature corresponds to the greatest amount of
curvature, most like a spherical array, while the 90 mm ra-
dius of curvature corresponds to a more gently curved, flatter
array, most like a cylindrical array.

In Fig. 8~a!, theG value is plotted against element width
with the focus located at the origin, for 50 mm length arrays
of varying curvature. As with the cylindrical array, since the
curved cylindrical array lacked a geometric point focus,
phasing of the elements was required for focusing at the
origin, and therefore performance decreased with increasing
element size. It is also apparent that performance~G value!
decreased with increasing radius of curvature. Since the
larger radius of curvature corresponded to a flatter array,
these results agree quite well with the previous conclusion
that the performance of the flat cylindrical array was inferior
to that of the spherical array when the focus was located at
the origin. Also, for the same radius of curvature, theG
values for 60 mm length arrays~not shown in Fig. 8! were
slightly lower than those for the 50 mm length arrays, show-
ing a modest decrease in performance with increased array
length. In comparing Fig. 8~a! with Fig. 6~a!, there was a
definite improvement in performance of the CC array over
that of the cylindrical array, especially for arrays with shorter
radii of curvature, whose performance exceeded even that of
the TSL array for small element sizes. In all cases examined,
the G value remained above 4, even for the largest element
widths examined.

The results obtained when steering the curved cylindri-
cal array to~0,215,0! mm are shown in Fig. 8~b!. There was
a modest improvement in performance with increasing radius

FIG. 6. G versus the element width for the cylindrical array with tissue
present focused at~0,0,0! mm ~a!, ~0,215,0! mm ~b!, and~0,0,215! mm ~c!.
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of curvature. These results agreed with the conclusion that
the flatter cylindrical array performed better than the trun-
cated spherical array when steered to~0,215,0! mm. Also,
the G values for the 60 mm array length curves, not shown,
were higher than for the corresponding 50 mm array length
curves, indicating improved performance with increased
length, a characteristic which was also seen with the cylin-
drical array. Although the performance in all cases was not
as good as with the cylindrical array of the same length, it
was consistently better than that of the truncated spherical
array, sinceG values stay above 1 for element widths as
great as 2.25l. However,G values above 4 were obtained
only for element widths less than 1.25l.

Figure 8~c! contains results obtained when the CC array
was steered to~0,0,215! mm. Here, a trend opposite to that
seen when steering in they direction occurs. Performance
generally decreased with increasing radius of curvature.
These results agree quite well with the earlier conclusion that
the spherical array performed better than the cylindrical array
when steered in thez direction. Improved performance was
obtained when the array length was increased from 50 mm to
60 mm @not shown in Fig. 8~c!#, for the same radius of cur-
vature. The performance in all cases was not nearly as good
as with the truncated spherical arrays; however, it was con-
sistently better than that of the cylindrical array, especially at
larger element widths. In this case,G values above 4 can be
achieved at all curvatures for element widths up to 2l.

IV. CONCLUSIONS

An analysis of the variation inG value with element size
and geometry was conducted, with aG value greater than 4
as a cutoff for clinical applicability. The TSA array was able
to electronically steer effectively in thez direction even with
a small number of elements~G.4 for 10 elements!. How-
ever, mechanical steering would still be required to move the
focus in thex andy directions.

The TSL array was examined as a possible design to
provide steering in they and z directions.~Rotation of the

array would still be necessary for steering in thex direction.!
Like the TSA array, it was found to perform superbly when
steered in thez direction. However, it performed poorly for
steering in they direction.

These results suggest that it is not possible to avoid me-
chanical steering of transducer arrays along the length of the
prostate for transrectal treatment using the truncated spheri-
cal array geometry investigated. However, probe replace-
ment during treatment to vary the depth of the focus can be
eliminated from current treatments by using either the TSA
or TSL arrays. The TSA array would be used for this pur-
pose because it contains far fewer elements.

Results with the TSL array led to the consideration of
using cylindrical arrays. The cylindrical array exhibited im-
proved steering in they direction, relative to the truncated
spherical array. However, its performance when steered in
the z direction was drastically reduced, relative to the trun-
cated spherical array. Also, taking advantage of the ability to
increase the length of the array improved results fory direc-
tion steering, and provided minimal improvement forz direc-
tion steering.

The curved cylindrical array was devised as a compro-
mise, in order to take advantage of the best features of the
spherical and cylindrical arrays. As hoped, the performance
of the curved cylindrical array in all cases was between that
of the truncated spherical array and the cylindrical array.
Because of its variable curvature and length, the curved cy-
lindrical array design may be optimized for steering in both
the y andz directions.

In light of the G.4 criterion, it would appear that, of
the geometries examined, both the 50 mm and 60 mm cylin-
drical arrays would satisfy this criterion for all focal steering
cases examined with element widths as large as 1.5l. This
was mainly due to superior performance when steering in the
y direction, which was the worst steering scenario for the
other two array geometries.

This study has investigated the effects of overall array
geometry on array performance. In order to further improve
the performance of the arrays, a number of other methods

FIG. 7. Diagram of the curved cylindrical~CC! array.
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may be employed. The randomization of element sizes may
be used to decrease the intensity of unwanted lobes.23 Use of
only the portion of the array that contributes most directly to
the intended focus can improve results by diminishing the
amount of energy going into unwanted lobes.32
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I. INTRODUCTION

Consider the problem depicted in Fig. 1. A primary po-
roelastic domainV is supported and excited on its bounding
surfaceG. This primary poroelastic domain is surrounded by
elastic, acoustic, and secondary poroelastic domains. It may
include an impervious screen. Atallaet al.1 presented a
mixed pressure-displacement formulation of the Biot’s po-
roelasticity equations and Debergueet al.2 presented the as-
sociated boundary and coupling conditions to solve the prob-
lem depicted in Fig. 1. Assuming harmonic time dependence,
the integral equations governing the harmonic behavior of a
poroelastic medium are given by Atallaet al.:1

E
V

s=̂ s~uI !:e= sI~duI !dV2v2E
V

r̃uI •duI dV2E
V

g̃¹I p

•duI dV2E
G
@s=̂ s

•nI #•duI dS50, ;~duI !, ~1!

E
V
F f2

v2r̃22
¹I p•¹I dp2

f2

R̃
pdpGdV2E

V
g̃¹I dp•uI dV

1E
G
F g̃un2

f2

r̃22v
2

]p

]nGdp dS50 ;~dp!. ~2!

Here,V andG refer to the poroelastic domain and its bound-
ing surface.f is the porosity of the porous material.uI andp
are the solid phase displacement vector and the interstitial
fluid pressure of the poroelastic medium, respectively, while
duI and dp refer to their admissible variation.nI is the unit
external normal vector around the bounding surfaceG, and
subscriptn denotes the normal component of a vector. The
effective densitiesr̃, r̃22 and the coupling coefficientg̃ are
given by Atalla et al.1 where the tilde symbol is used to

indicate that a quantity is complex.e= s is the strain tensor of
the solid phase ands=̂ s is the modified stress tensor of the
solid phase~it represents the stress tensor of the solid phase
in vacuofor acoustic materials where the porosity is close to
one! that is related to the total stress tensors= t of the material
by the following relation:1

s=̂ s~uI !5s= t~uI ,UI !1f@11 ~Q̃/R̃!#p•1= , ~3!

whereuI andUI refer to the solid and fluid macroscopic dis-
placement vectors,Q̃ is an elastic coupling coefficient be-
tween the two phases, andR̃ may be interpreted as the bulk
modulus of the air occupying a fractionf of a unit volume
of aggregate. Elastic coefficientsQ̃ andR̃ are related toKb ,
the bulk modulus of the porous materialin vacuo, to Ks , the
bulk modulus of the elastic solid from which the skeleton is
made, and toK̃ fI , the effective bulk modulus of the air in the
pores by the following relations:3

Q̃5
@12f2Kb /Ks#fKs

12f2Kb /Ks1fKs /K̃ f

, ~4!

R̃5 ~f2Ks!/~12f2Kb /Ks1fKs /K̃ f ! . ~5!

To simplify the formulation and its coupling with elastic,
porous, and acoustic media, Atallaet al.1 used the fact that
for the majority of porous materials used in acoustics, the
bulk modulus of the porous material is negligible compared
to the bulk modulus of the material from which the skeleton
is made:Kb /Ks!1,3 thus:

f@11~Q̃/R̃!#512 ~Kb/Ks! >1. ~6!

Using this assumption, the coupling of the (uI ,p) formulation
with elastic, acoustic, and porous elastic media becomes
simple. A detailed derivation and discussion of these cou-
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pling conditions are given by Debergueet al.2 It shows that,
in this formulation, a poroelastic medium couples naturally
with acoustic and poroelastic media; and couples through a
classical fluid-structure coupling matrix with elastic media
~solids, septa, etc.!. The objective of this letter is to present
an improved formulation that eliminates the need of approxi-
mation~6! and couples naturally with elastic and poroelastic
media, thus making the numerical implementation accurate
and easier.

II. ENHANCED „uO ,pO … WEAK FORMULATION

Using Eq.~3! and the relation between the fluid phase
displacement vectorUI and the pressure gradient¹I p:1

UI 5 ~h/ r̃22v
2!¹I p2 ~ r̃12/ r̃22!uI , ~7!

and the expression of the coupling coefficientg̃ given by1

g̃5fS r̃12

r̃22
2

Q̃

R̃
D . ~8!

Equations~1! and ~2! rewrite, ;(dp), ;(duI ):
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G
fS 11
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~10!

Assuming a homogeneous medium, application of the diver-
gence theorem on the last surface integral of Eqs.~9! and
~10! with the use of the vector identity,¹I •(bbO )5b¹I •bO
1¹I b•bO , lead to the following set of equations:
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f~Un2un! dp dS50.

Noting thatg̃1f(11Q̃/R̃)5f/ã, whereã is the dynamic
tortuosity, and summing the two previous equations, the new
expression of the (uI ,p) weak formulation reads,;(dp),
;(duI ):

E
V

s=̂ s~u!:e= s~duI !dV2v2E
V

r̃uI •duI dV1E
V
F f2

v2r̃22
¹I p

•¹I dp2
f2
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pdpGdV2E
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f

ã
d~¹I p•uI !dV

2E
V

fS 11
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R̃
D d~p¹I •uI !dV2E

G
~s= t

•nI !•duI dS

2E
G
f~Un2un!dp dS50. ~11!

This form shows that the coupling between the two phases is
volumetric and of two natures:~i! kinetic ~or inertial!,
*V(f/ã)d(¹I p•uI )dV, and ~ii ! potential ~or elastic!,
*Vf(11Q̃/R̃)d(p¹I •uI )dV. It is shown in the next section,
that this new formulation couples naturally to elastic and
porous media with no recourse to approximation~6!.

III. COUPLING CONDITIONS

Considering the generic problem depicted in Fig. 1, the
coupling conditions applied on the bounding surfaceG are of
four types:~i! poroelastic–elastic,~ii ! poroelastic–acoustic,
~iii ! poroelastic–poroelastic, and~iv! poroelastic–septum.
This section discusses these coupling conditions together
with two loading conditions, imposed surface pressure and
imposed surface displacement, using the new (uI ,p) formu-
lation.

A. Poroelastic–elastic coupling condition

In the presented form of the (uI ,p) formulation, the po-
rous media couples to other media through the following
boundary terms:

I p52E
G
~s= tI

•nI !duI dS2E
G
f~Un2un!dp dS. ~12!

FIG. 1. Typical boundary conditions on a poroelastic domain.
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The elastic medium is described in terms of its displacement
vectoruI e. If the weak formulation of the poroelastic medium
is combined with the one of the elastic medium, the bound-
ary integrals of the assembly rewrite:

I p1I e52E
G
~s= t

•nI !•duI dS2E
G
f~Un2un!•dp dS

1E
G
~s= e

•nI !•duI dS, ~13!

wheres= e represents the stress tensor of the elastic medium.
The positive sign of the third term is due to the direction of
the normal vectornI which is inwards to the elastic medium.
The coupling conditions at the interfaceG are given by

s= t
•nI 5s= e

•nI , f~Un2un!50, uI 5uI e. ~14!

The first equation ensures the continuity of the total normal
stresses at the interface. The second equation expresses the
fact that there is no relative mass flux across the impervious
interface. The third equation ensures the continuity of the
solid displacement vectors. Substituting Eq.~14! into Eq.
~13!, one obtains:I p1I e50; this equation shows that the
coupling between the poroelastic and the elastic media is
natural. Only the kinematic boundary conditionuI 5uI e will
have to be explicitly imposed onG. In a finite element imple-
mentation, this may be done automatically through assem-
bling between the solid phase of the porous media and the
elastic media.

B. Poroelastic–acoustic coupling condition

The acoustic medium is described in terms of its pres-
sure fieldpa. Combining both the weak formulations of the
poroelastic and acoustic media the boundary integrals can be
rewritten:

I p1I a52E
G
~s= t

•nI !•duI dS2E
G
f~Un2un!•dp dS

1E
G

1

r0v2

]pa

]n
•dpa dS, ~15!

wherer0 refers to the density of the acoustic medium. The
positive sign of the last term ofI p1I a is due to the direction
of the normal vectornI , inwards to the acoustic medium. The
coupling conditions at the interfaceG are given by

s= t
•nI 52panI ,

1

r0v2

]pa

]n
5~12f!un1fUn5un1f~Un2un!, ~16!

p5pa.

The first equation ensures the continuity of the normal
stresses onG. The second equation ensures the continuity
between the acoustic displacement and the total poroelastic
displacement onG. The third equation refers to the continu-
ity of the pressure across the boundary. Substituting Eq.~16!
in the boundary integral, Eq.~15!, leads to

I p1I a5E
G
d~paun!dS. ~17!

This equation shows that the poroelastic medium will be
coupled to the acoustic medium through the classical
structure–cavity coupling term. This coupling occurs natu-
rally between the solid phase normal displacement and the
acoustic pressure onG. In addition to this surface coupling
term, the kinematic boundary conditionp5pa will have to
be explicitly imposed onG. Once again, in a finite element
implementation, this may be done automatically through as-
sembling.

C. Poroelastic–poroelastic coupling condition

Let indices 1 and 2 denote the primary and secondary
poroelastic media, respectively. Here,nI is the normal vector
outwards to the primary poroelastic medium. Both media are
described in terms of their solid phase displacement vectoruI
and pore fluid pressurep. Combining the weak integral for-
mulations of both poroelastic media, the boundary integrals
rewrite:

I 1
p1I 2

p52E
G
~s= 1

t
•nI !•duI 1dS2E

G
f1~U1n2u1n!•dp1dS

1E
G
~s= 2

t
•nI !•duI 2dS1E

G
f2~U2n2u2n!•dp2dS,

~18!

where subscripts 1 and 2 refer to the primary and secondary
poroelastic media, respectively. The opposite signs between
the two first terms and the two last terms are due to the
direction of the normal vectornI , outwards to the primary
poroelastic medium. The coupling equations at the interface
G are given by

s= 1
t
•nI 5s= 2

t
•nI , f1~U1n2u1n!5f2~U2n2u2n!,

~19!
uI 15uI 2 , p15p2 .

The first condition ensures the continuity of the total normal
stresses. The second equation ensures the continuity of the
relative mass flux across the boundary. The two last equa-
tions ensure the continuity of the solid phase displacement
and pore fluid pressure fields across the boundary, respec-
tively. Using these boundary conditions, the boundary inte-
gral reduces toI p1I e50, showing that the coupling between
the two poroelastic media is natural. Only the kinematic re-
lationsuI 15uI 2 andp15p2 will have to be explicitly imposed
on G. In a finite element implementation, this may be done
automatically through assembling.

D. Poroelastic–septum coupling condition

Here, the septum is represented by the surface domain
SI . It is assumed to be a limp and thin impervious layer
having a surface densitym. The septum is described in terms
of its displacement vectoruI s. One side of the septum is in
contact with the poroelastic domain~i.e., surfaceS25G),
and the other side supports a given load~i.e., surfaceS1).
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The hypothesis of a thin layer supposes thatSI and G are
virtually the same. The principle of virtual work applied to
the septum leads to

I s5E
S
v2muI s

•duI s dS1E
S2US1

tI•duI s dS50. ~20!

The first term corresponds to the virtual work of the inertial
forces while the second term corresponds to the virtual work
of the exterior traction forces. Combining the weak integral
formulations of the poroelastic media and the septum, the
boundary integrals can be rewritten:

I p1I S52E
G
~s= t

•n= !•duI dS2E
G

f~Un2un!dp dS

2E
S
v2m~uI s

•duI s!dS2E
S2

tI•duI s dS

2E
S1

tI•duI s dS. ~21!

The exterior forces acting on the septum are written as fol-
lows:

tI252s= t
•nI on S2,

~22!
tI15FI on S1,

wheres= tI is the total stress tensor of the poroelastic medium,
and FI is the traction force vector applied on the septum.
Also, since the septum is assumed thin and impervious, the
following conditions have to be verified at the septum-
poroelastic interface:

f~Un2un!50, uI 5uI s.

The first relation indicates that there is no mass flux across
the boundaryG, and the second relation expresses the conti-
nuity of the displacement vectors. By considering the hy-
pothesis of a thin layer,G5S5S25S1 and using these
boundary conditions, the coupling term can be rewritten:

I p1I S52E
G
mv2~uI •duI ! dS2E

G
FI •duI dS. ~23!

Therefore, the effect of the impervious screen on the po-
roelastic medium consists in an added mass and excitation
terms.

E. Case of an imposed pressure field

In the case of an imposed pressure fieldpiI applied onG
~used in some cases to simulate an acoustic plane wave—in
this case the blocked pressure is used!, the boundary condi-
tions are

s= t
•nI 52pinI , p5pi , ~24!

which express the continuity of the total normal stress and
the continuity of the pressure~i.e., no pressure drop! through
the interfaceG. Since the pressure is imposed, the admissible
variationdp will fall to zero. Consequently, the surface in-
tegrals of~11! simplify to

I p5E
G
piduI dS. ~25!

This equation indicates that, in addition to the kinematic con-
dition p5piI on G, only a pressure excitation on the solid
phase, given by~25!, is to be applied.

F. Case of an imposed displacement field

In the case of an imposed displacement fielduI i applied
on G ~used in some cases to simulate a piston motion!, the
boundary conditions are

un
i 5~12f!un1fUn⇒f~Un2un!50, uI 5uI i . ~26!

The first condition expresses the continuity of the normal
displacements between the solid phase and the fluid phase.
The second equation expresses the continuity between the
imposed displacement vector and the solid phase displace-
ment vector. Since the displacement is imposed, the admis-
sible variationduI 50. Consequently, the surface integrals of
Eq. ~11! simplify to

I p50. ~27!

This equation indicates that for an imposed displacement, the
boundary conditions reduce to the kinematic conditionuI
5uI i on G.

IV. CONCLUSION

The new mixed pressure-displacement formulation has
several advantages compared to the initial version given by
Atalla et al.1 With no recourse to any assumption regarding
the modeled porous material, the formulation couples natu-
rally with elastic, acoustic, and porous media and handles
naturally acoustic and mechanical loads. Moreover, the new
(uI ,p) formulation can easily handle ‘‘nonhomogeneous’’
complex medium made up from arbitrary arrangements of
homogeneous elastic, acoustic, and porous media as found in
automotive and aircraft applications.4 Finally, the numerical
implementation of this formulation is straightforward since it
can be done easily within a classical finite element code us-
ing its solid and acoustic elements library. Since this formu-
lation is theoretically equivalent to the initial version given
by Atalla et al.,1 examples showing its validation and perfor-
mances can be found elsewhere.1,3,5

1N. Atalla, R. Panneton, and P. Debergue, ‘‘A mixed pressure-
displacement formulation for poroelastic materials,’’ J. Acoust. Soc. Am.
104, 1444–1452~1998!.

2P. Debergue, R. Panneton, and N. Atalla, ‘‘Boundary conditions for the
weak formulation of the mixed (u,p) poroelasticity problem,’’ J. Acoust.
Soc. Am.106, 2383–2390~1999!.

3J.-F. Allard, Propagation of Sound in Porous Media: Modeling Sound
Absorbing Materials~Elsevier, New York, 1993!.

4M. A. Hamdi, N. Atalla, L. Mebarek, and A. Omarni, ‘‘Novel mixed finite
element formulation for the analysis of sound absorption by porous mate-
rials,’’ Proceedings of Internoise 2000, Nice, France.

5F. Sgard, N. Atalla, and J. Nicolas, ‘‘A numerical model for the low
frequency diffuse field sound transmission loss of double-wall sound bar-
riers with elastic porous linings,’’ J. Acoust. Soc. Am.108, 2865–2872
~1999!.
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Absorption of sound in the Martian atmosphere
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Future missions to the planet Mars might include microphones to listen for sounds in the tenuous
Martian atmosphere. The chemical composition of the atmosphere is well established by previous
missions and ground based observations. The dominant constituent is CO2 with a minor amount of
N2 and Argon and smaller amounts of H2O. The factors important to compute the absorption of
sound in a gas are reasonably well known, the most uncertain being the relaxation time of CO2 at
the low temperatures encountered~200–300 K!. By extrapolating higher temperature measurements
of relaxation times, analytical expressions have been developed for the absorption due to viscosity
and thermal conduction~classical absorption!, rotational relaxation, and vibrational relaxation.
Calculations are presented for a surface level pressure of 6 millibars~600 Pa!. The absorption at
mid-audio frequencies~500 Hz! is 0.03~200 K! to 0.1~300 K! Np/m. This is about 100–500 times
greater than for the earth’s atmosphere~depending upon relative humidity!.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1365424#

PACS numbers: 43.35.Ae, 43.35.Fj, 43.20.Hq@SGK#

I. INTRODUCTION

Development of analytical expressions for sound ab-
sorption in the Martian atmosphere closely follows that used
for absorption of sound in air.1,2 The typical atmospheric
pressure on Mars is much different from that on earth but the
critical factor which influences the following analytical ex-
pressions is the difference in atmospheric composition. We
will assume that the composition of the Martian atmosphere
is 95.3% CO2, 2.7% N2, 1.6% Argon, and a variable but
small amount of water vapor.1 There is a smaller concentra-
tion of O2 ~about 0.13%!1 but O2 is not very effective in
relaxing CO2 so it can be ignored. The concentration of H2O
is lower than that of O2 even at high relative humidity but its
effect on the relaxation of CO2 may be important.

Following the development of Ref. 2, the first step will
be to develop analytical expressions for classical absorption
that is due to viscosity and thermal conduction. Next, the
effect of rotational then vibrational relaxation will be in-
cluded. Because of the overwhelming concentration of CO2,
diffusion terms will be ignored.

II. CLASSICAL ABSORPTION

The general form for absorption due to viscosity and
thermal conduction is

a5@v2/~2r0c3!#@4m/31~g21!k/~gCv!# ~1!

in Np/m, wherev52p f and f is the frequency in Hz,r0 is
the equilibrium density in kg/m3, c is the speed of sound in
m/s,m is the coefficient of viscosity in kg/m,g is the ratio of
specific heats,k is the coefficient of thermal conductivity in
J~kg kmol!21 K21kg m21s21, and Cv is the specific heat at
constant volume in J~kg kmol!21 K21.

At pressures important in the Martian atmosphere, gas
should follow the ideal gas law. At frequencies above a few

Hz, the sound wave can be considered an adiabatic distur-
bance. With these assumptions, the speed of sound becomes

c5~gRT/M !1/2, ~2!

where R is the gas constant equal to 8.314323103

J~kmol!21 K21, M is the molecular weight in kg~kmol!21

andT is the ambient temperature. For the concentrations as-
sumed here, this gives a low frequency sound velocity of
227.3 m/s at 200 K and 272.9 m/s at 300 K. Making further
use of the ideal gas law to writer05gP/c2, whereP is the
atmospheric pressure in N/m2, reduces Eq.~1! to

acl5@v2/~2gPc!#@4m/31~g21!k/~gCv!#. ~3!

The Eucken expression,3

k5~15Rm/4!@4Cv /~15R!13/5# ~4!

in J~kmol!21 K21kg m21s21, can be used to relatek andm.
Combining Eqs.~3! and ~4!,

acl5@2p2f 2/~gPc!#m

3$4/31@~g21!/g# ~15/4! @4/1513R/~5Cv!#%. ~5!

In Ref. 2, the term in braces was found to be constant over
the range of atmospheric conditions one would expect to
encounter in the Earth’s atmosphere. We will now evaluate
this term for the Martian atmosphere.

The terms in the braces of Eq.~5! are not very depen-
dent on pressure; the temperature is the important term. The
temperature of the Martian atmosphere varies between 140–
300 K ~218 K average!.4 At 200 K ~the lowest temperature
considered in Ref. 5!, Cp /R5Cv /R1153.85 ~at low pres-
sure!. At 300 K, Cp /R54.477. Over the same range,g goes
from 1.351 to 1.299. The term in braces ranges from 2.59 at
low temperatures~200 K! to 2.27 at high temperatures~300
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K!. This variation exceeds 10%~the target accuracy of these
calculations! so we will maintain the form of Eq.~5! rather
than try to approximate the term in braces.

It should be noted that the term in braces varies due to
the temperature dependence ofCv . That dependence is well
described by the Plank–Einstein relation,2

Cv /R53/2111Cj8/R, ~6!

where the 3/2 term is due to translation of the molecules, the
1 is due to rotation~CO2 and N2 are both linear!, and

Cj8/R5@Xj~u j /T!2 exp~2u j /T!#/@12exp~2u j /T!#2, ~7!

whereXj is the mole fraction of the component considered
and u j is the characteristic temperature of a vibrational
mode.

In the Martian atmosphere, the only two molecules with
significant concentrations are CO2 and N2. The vibrational
temperature,u j , for N2 vibration is sufficiently large so that
it can be ignored in comparison to CO2. In CO2, most of the
specific heat due to vibration~at least at low temperatures! is
due to the doubly degenerate bending mode withu j

5960 K. As a result,

Cv /R53/210.981@2.030.953~960/T!2

3exp~2960/T!#/@12exp~2960/T!#2. ~8!

The 0.98 term comes from the rotation of CO2, N2, and O2,
all of which are linear with a contribution to the rotational
specific heat ofR. The sum of concentrations of CO2, N2,
and O2 is about 0.98. The multiplication by 2 expresses the
double degeneracy of the bending mode which doubles the
contribution to the specific heat. The 0.95 term reflects the
CO2 concentration.

The remaining terms in Eq.~5! required to computeacl

arec andm. The speed of sound can be computed from Eq.
~2! with g from Eq. ~8! and

M50.953344.01110.027328.01610.02339.944

543.5. ~9!

The viscosity,m, can be determined from the Sutherland
equation,

m5bT1/2/@11~S/T!#, ~10!

whereb and S are empirical parameters. For CO2, the pa-
rameters areb51.4931026 kg m21K21/2s21 andS5217 K
determined by fitting the data in Ref. 5 to Eq.~10!. Equation
~10! should be applicable as the gas can be treated as ideal.

We now have all the equations necessary to compute
acl . Figures 1~a! and~b! showacl as a function of frequency
for an assumed pressure of 6 millibars~ground level average
on Mars! and temperatures of 200 and 300 K.

III. ROTATIONAL RELAXATION ABSORPTION

Again, following the development of Ref. 2, the form
for a rot should be essentially the same as that in air,

a rot5@2p2f 2/~gPc!#m@g~g21!R/~1.25Cp
0!#Zrot , ~11!

whereCp
0 is the specific heat at constant pressure at a fre-

quency low enough for rotation to fully contribute but above
the relaxation frequency for vibration (Cp

057/2) andZrot is
the rotational collision number. In this case, the value ofg
should also exclude the vibrational contribution (g57/5).
The rotational collision number for CO2 depends upon the
speed of motion and the rotational energy level spacing.
Based upon those considerations, the rotational collision
numbers for CO2, O2, and N2 should be very close. Based
upon measurements for the later two,

Zrot561.1 exp~216.8/T1/3!. ~12!

Equation~12! reflects experimental data over the temperature
range 293–690 K. Extrapolation to 200 K should be reason-
able since the rotational energy level spacing is much less
than kBT ~where kB is Boltzman’s constant!. Rotational re-
laxation absorption is shown in Figs. 1~a! and~b! at tempera-
tures of 200 and 300 K at a pressure of 6 millibar.

IV. VIBRATIONAL RELAXATION ABSORPTION

Almost all of the vibrational energy in the gaseous mix-
ture that makes up the Martian atmosphere is due to CO2. At
temperatures of 300 K and below, more than 90% of the
vibrational specific heat is due to the doubly degenerate
bending mode of CO2(n2). This feature makes vibrational

FIG. 1. Rotational, classical, and vibrational absorption~identified! and
phase speed~bold line! as a function of frequency for~a! T5200 K and~b!
T5300 K.
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relaxation absorption in the Martian atmosphere simpler than
for the terrestrial atmosphere that has two molecules~O2 and
N2! with almost equal contributions to the specific heat. The
relaxation path for CO2(n2) in collisions with CO2, N2, and
H2O are well established, at least near room temperature.
There are nov –v energy transfer pathways to complicate
the calculation of relaxation times in the mixture.

The rate,k, at which CO2(n2) will transfer vibrational
energy, can be written as

k5XCO2
kCO2

1XN2
kN2

1XArgonkArgon1XH2OkH2O ~13!

in s21, where XCO2
, XN2

, XArgon, and XH2O are the mole
fractions of CO2, N2, Argon, and H2O, respectively, and
kCO2

, kN2
, kArgon, and kH2O are the rate of energy transfer

from CO2(n2) during collisions with CO2, N2, Argon, and
H2O, respectively. The rate constants,k, are typically given
at a pressure of one atmosphere. Since the rate is directly
proportional to the collision frequency, the rate is propor-
tional to pressure.

The relaxation time at constant volume and temperature,
tvT8 , is related to the difference between the forward rate of
the reaction,k, and the reverse reaction rate,kb , by the equa-
tion,

1/tvT8 5k2kb ~14!

in s21. From detailed balance,kb5k exp(2uj /T). For a
single energy-transfer reaction,

tvs8 5~Cp
`/Cp

0!tvT8 ~15!

in s21, where Cp
` is the constant pressure specific heat at

frequencies well above the relaxation frequency,f r

51/(2ptvs8 ), andCp
0 is the value well belowf r . Sincek and

kb are directly proportional to pressure,tvs8 is inversely pro-
portional to pressure.

Again, following Ref. 2, the absorption due to vibra-
tional relaxation can be written as

avib5~ps/c!~ f 2/ f r !/@11~ f / f r !
2# ~16!

in Np/m, where the relaxation strength,s5Cj8R/@Cp
`(Cv

`

1Cj8)#.
The only remaining unknown to calculateavib is k that,

in turn, depends uponkCO2
, kN2

, kArgon, and kH2O. These
quantities cannot be reliably calculated from first principles;
some type of experimental guidance is required. Fortunately,
the most important of these,kCO2

is well established at 300
and 600 K. The simple treatment by Landau and Teller7 sug-
gests that the transition probabilityP10 should vary as
exp(2C/T1/3). The rate,k, is related to the transition prob-
ability P10 through the collision frequencyv51.25P/m. Us-
ing this temperature dependence and the experimental results
of Ref. 8,kCO2

was determined to be

kCO2
51.25P/mP1050.219P/m exp~260.75/T1/3!. ~17!

A similar process leads to

kN2
51.25P/mP1051.44P/m exp~278.29/T1/3!. ~18!

Data are not available for collisions with Argon so we
assume thatkArgon5kN2

. Theory suggests that such an as-

sumption will not lead to significant errors. The final rate that
might be important iskH2O. Lewis and Lee9 made measure-
ments of CO2 relaxation by H2O and concluded thatP10 is
temperature independent and approximately equal to 4
31022. Shields and Burke10 explain this unusual lack of
temperature dependence in terms of a vibration to rotation
energy transfer step. We will write

kH2O51.25P/mP105631022P/m. ~19!

We now have all the information required to computef r and
avib from Eq. ~16!.

Figures 1~a! and ~b! show the absorption due to vibra-
tional relaxation at 200 and 300 K in the audible frequency
range. When the fraction of H2O is increased from 0% to
1%, there are no noticeable changes in Figs. 1~a! and ~b!.

V. CONCLUSIONS

The most remarkable feature of Fig. 1 is the magnitude
of the absorption. On Earth at a frequency of 500 Hz, a
typical absorption might be 1024 Np/m compared to
1022 Np/m for the Martian atmosphere. The large absorption
in the Martian atmosphere is due to two factors. First, the
pressure is very low~1/150 atm!. When computing absorp-
tion, a decrease in pressure has the same result as an increase
in frequency and as the frequency increases so does absorp-
tion. The second factor is the large concentration of CO2.
Absorption due to vibrational relaxation dominates that due
to classical and rotational processes at audible frequencies.
Vibrational relaxation absorption is directly proportional to
the specific heat of the relaxing mode. The vibrational spe-
cific heat of CO2 is about 20 times greater than for N2 at 300
K. The combined effect will make it very difficult to transmit
information via sound waves at audible frequencies in the
Martian atmosphere.
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An analytical method for free-vibration analysis of a multistep nonuniform cracked beam is
presented. Special solutions for five different types of nonuniform beams are given first. The
procedure for determining the fundamental solutions that satisfy the normalization conditions is
proposed. The problem of free vibration of a multistep beam, each step beam being nonuniform and
having an arbitrary number of cracks and concentrated masses, can be conveniently solved based on
the fundamental solutions and recurrence formulas developed in this paper. The eigenvalue equation
of such a multistep cracked beam with any kind of two end supports can be established from a
determinant of order 2. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1322565#
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I. INTRODUCTION

Cracks that are often found to exist in structural mem-
bers certainly lower the structural integrity and should be
considered in dynamic analysis for such structures. In order
to study dynamic behavior of beams with cracks, the evalu-
ation of changes in natural frequencies of a simple cantilever
beam due to the presence of one or, at most, two cracks was
addressed in several papers. Rizoset al. ~1990! developed an
approach for identification of crack location and magnitude
in a cantilever beam from the vibration modes. Their ap-
proach leads to a system of (4n14) equations for establish-
ing the eigenvalue equation in the case ofn cracks inside a
beam. An improved analytical method for calculating natural
frequencies of a uniform beam with an arbitrary number of
cracks was proposed by Shifrin and Ruotolo~1999!. This
method was based on the use of massless rotational springs
to represent the cracks and, as a main feature, leads to a
system of (n12) linear equations, for a beam withn cracks.
A review of technical literature dealing with the title problem
by analytical methods indicates that the authors of the previ-
ous studies have generally directed their investigations to a
one-step uniform beam with cracks. More work is thus re-
quired for investigating dynamic behavior of multistep non-
uniform beams with cracks.

Although the problem of free vibration of a multistep
cracked beam, where each step beam is nonuniform and has
an arbitrary number of cracks and concentrated masses, is
complicated, it can be conveniently solved based on the fun-
damental solutions and recurrence formulas developed in this
paper. The eigenvalue equation of such a multistep cracked
beam with varying cross section can be conveniently estab-
lished from a determinant of order 2. As a consequence, due
to the decrease in the determinant order as compared with
previously developed procedures~e.g., Rizoset al., 1990;
Shifrin and Ruotolo, 1999!, the computational time required
by the present method for solving the title problem can be
reduced significantly.

II. THEORY

A multistep beam with an arbitrary number of cracks is
shown in Fig. 1. Now, we consider a general case where the

mass intensity and flexural stiffness of each step are continu-
ous variables and can be described by continuous real-valued
functions. It is assumed that the number of cracks in thei th
step beam isni , and theni cracks are located at points
xi1 ,xi2 ,...,xini

, such that 0,xi1,xi2,¯,xini
, l i , l i is

the length of thei-step beam. The effect of thei j th crack can
be idealized as a massless rotational spring~Liang et al.,
1992; Shifrin and Ruotolo, 1999! as shown in Fig. 1. Be-
cause the difference between a beam with a crack~the i j th
crack! and the corresponding beam without any crack is that
the rotation at thei j th point has a jump, in order to study the
dynamic characteristics of a cracked beam, it is useful to
investigate the dynamic behavior of the corresponding un-
cracked beam first.

The differential equation for mode shape function,
Xi(x), of the i th step uncracked beam can be written as

~d2/dx2!@Ki~x!~d2Xi~x!/dx2!#2v2m̄i~x!Xi~x!50,
~1!

whereKi(x) and m̄i(x) are the flexural stiffness and mass
intensity of thei th step beam, respectively.v is the circular
natural frequency.

The general solution of Eq.~1! can be expressed as

Xi~x!5(
j 51

4

Di j Si j ~x!, ~2!

whereSi j andDi j ( j 51,2,3,4) are the linearly independent
solutions and integral constants of Eq.~1!, respectively.

It is obvious that the exact solutions of Eq.~1! are de-
pendent on the distributions of mass and stiffness. As sug-
gested by Liet al. ~1994!, the functions that can be used to
approximate the variation of mass and stiffness are algebraic
polynomials, exponential functions, trigonometric series, or
their combinations. Five different types of nonuniform
beams are considered herein.

Case 1. Ki~x!5Ki , m̄i~x!5m̄i , ~3!

whereKi andm̄i are constants.
The solutions,Si j (x), for this case are given by
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Si1~x!5ekix, Si2~x!5e2kix, Si3~x!5sinkix,
~4!

Si4~x!5coskix, ki
45m̄iv

2/Ki .

Case 2. Ki~x!5a i~11b i !
g i12, m̄i~x!5ai~11b i !

g i, ~5!

wherea i , b i , g i , andai are constants which can be deter-
mined from the distributions ofKi(x) andm̄i(x) ~Li, 1999!.

The solutions,Si j (x), for case 2 are as

Si1~x!5~11b ix!2g i /2Jg i
@l i~11b ix!1/2#,

Si2~x!5~11b ix!2g i /2Yg i
@l i~11b ix!1/2#,

~6!
Si3~x!5~11b ix!2g i /2I g i

@l i~11b ix!1/2#,

Si4~x!5~11b ix!2g i /2Kg i
@l i~11b ix!1/2#.

l i5~2/ub i u!~aiv
2/a i !

1/2,

where Jg i
(•), Yg i

(•), I g i
(•), and Kg i

(•) are Bessel func-
tions of orderg i .

Case 3. Ki~x!5a i~11b ix!g i14, m̄i~x!5ai~11b ix!g i.
~7!

The solutions,Si j (x), for case 3 are as follows:

Si j ~x!5e2l i j ln~11b i x!

l i j 52 1
2~g i116Ag i2364ki !, i 51,2,3,4, ~8!

ki
25~~g i12!/2!21

aiv
2

a i
.

Case 4. Ki~x!5a i~11b ix!4, m̄i~x!5ai~11b ix!4. ~9!

The solutions,Si j (x), for this case are

Si1~x!5~11b ix!22ecix, Si2~x!5~11b ix!22e2cix,

Si3~x!5~11b ix!22 sincix,
~10!

Si4~x!5~11b ix!22 coscix,

ci
45aiv

2/a i .

Case 5. Ki~x!5a ie
2b i x, m̄i~x!5aie

2b i x. ~11!

The solutions,Si j (x), for this case are

Si j ~x!5e2l i j ln x

l i j 5
1
2~g i6Ab i

264di
2!, j 51,2,3,4 ~12!

di
45aiv

2/a i .

In order to deal with any kind of boundary condition at
the end of each step of the beam, based on the linearly inde-
pendent solutionsSi j (x) ( j 51,2,3,4), the linearly indepen-
dent fundamental solutions denoted byS̄i j (x) ( j 51,2,3,4)
satisfying the following normalization condition at the origin
of the co-ordinate system, which is set at the left end of the
i th step beam~Fig. 1!

F S̄i1~0! S̄i18 ~0! S̄i19 ~0! S̄i1-~0!

S̄i2~0! S̄i28 ~0! S̄i29 ~0! S̄i2-~0!

S̄i3~0! S̄i38 ~0! S̄i39 ~0! S̄i3-~0!

S̄i4~0! S̄i48 ~0! S̄i49 ~0! S̄i4-~0!

G5F 1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

G ,

~13!

can be easily constructed by

F S̄i1~x!

S̄i2~x!

S̄i3~x!

S̄i4~x!

G5F Si1~0! Si18 ~0! Si19 ~0! Si1-~0!

Si2~0! Si28 ~0! Si29 ~0! Si2-~0!

Si3~0! Si38 ~0! Si39 ~0! Si3-~0!

Si4~0! Si48 ~0! Si49 ~0! Si4-~0!

G21

3F Si1~x!

Si2~x!

Si3~x!

Si4~x!

G . ~14!

The primes in Eqs.~13! and~14! denote differentiation with
respect to the coordinate variablex.

Using the fundamental solutions,S̄i j (x), the mode shape
function of thei th step beam withni cracks andni concen-
trated masses can be expressed as

Xi~x!5Xi~0!S̄i1~x!1Xi8~0!S̄i2~x!2
Mi~0!

Ki~0!
S̄i3~x!

2
1

Ki~0!
@Qi~0!2m i~0!Mi~0!#S̄i4~x!

1(
j 51

ni

Ci j Xi9~xi j !S̄i2~x2xi j !H~x2xi j !

1(
j 51

ni

Kmi jXi~xi j !S̄i4~x2xi j !H~x2xi j !, ~15!

where

m i~0!5 Ki8~0!/Ki~0! , Kmi j5mi j v
2/K~xi j ! . ~16!

Xi(0), Xi8(0), Mi(0), and Qi(0) are the displacement,
slope, bending moment, and shear force of thisi th step beam
at x50, respectively.H(•) is the Heaviside function.mi j is
the concentrated mass attached at the pointxi j . Cracks
sometimes occur at the same sections as those to which the
concentrated masses are attached.

The last two terms on the right-hand side of Eq.~15!
represent the jumps of the rotation and the shear force, re-
spectively, at the pointxi j where a crack and a concentrated
mass are located.Ci j ( j 51,2,...,ni) are the flexibilities of the

FIG. 1. A fixed-free multistep beam.
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rotational springs which are functions of the crack depth and
beam height. For a one-sided crack,Ci j can be expressed as
~Shifrin and Ruotolo, 1999!

Ci j 55.346hi j f ~j i j !, ~17!

wherehi j is the height of cross section of thei th step beam
at x5xi j .

j i j 5ai j /hi j . ~18!

ai j is the depth of thei j th crack and

f ~j i j !51.862j i j
2 23.95j i j

3 116.375j i j
4 237.226j i j

5 176.81j i j
6

2126j i j
7 1172j i j

8 2143.97j i j
9 166.56j i j

10. ~19!

The displacement, slope, bending moment, and shear
force at the common interfaces of two neighboring step
beams are required to be continuous, i.e.,

Xi~0!5Xi 21~ l i 21!, Xi8~0!5Xi 218 ~ l i 21!,
~20!

Mi~0!5Mi 21~ l i 21!, Qi~0!5Qi 21~ l i 21!.

If there is a crack at the left end of thei th step beam, then

Xi8~0!5Xi 218 ~ l i 21!1Ci 21Xi 219 ~ l i 21!, ~21!

whereCi 21 is the flexibility of the rotational spring given by
Eq. ~17!, in which hi j should be changed tohi 21 , which is
the height of cross section at the right end of the (i 21)th
step beam.

Substituting Eq.~20! into Eq. ~15! leads to

Xi~x!5Xi 21~ l i 21!S̄i1~x!1@Xi 218 ~ l i 21!1Ci 21Xi 219 ~ l i 21!#

3S̄i2~x!2 @Mi 21~ l i 21!#/Ki~0! S̄i3~x!

2
1

Ki~0!
@Qi 21~ l i 21!2m i~0!Mi 21~ l i 21!#S̄i4~x!

1(
j 51

ni

Ci j Xi9~xi j !S̄i2~x2xi j !H~x2xi j !

1(
j 51

ni

Kmi jXi~xi j !S̄i4~x2xi j !H~x2xi j !,

i 52,3,...,n. ~22!

This is a recurrence formula. Using this formula andX1(x),
which has only two unknown parameters for any type of
boundary conditions at the left end of the first step beam, we
can determine the mode shape function of thei th step (i
52,...,n) which has the same two unknown parameters as
X1(x).

The frequency equation of a multistep nonuniform beam
can be established by using the two boundary conditions of
the last step beam, thenth one, atx5 l n . For example, if the
left end of the first step beam is fixed and the first step beam
hasnl cracks located atx11,x12,...,x1n1

, then

X1~x!52
M1~ l i 21!

K1~0!
S̄13~x!2

1

K1~0!
@Q1~0!2m1~0!M1~0!#

3S̄14~x!1(
j 51

n1

C1 jX19~x1 j !S̄12~x2x1 j !H~x2x1 j !.

~23!

Using Eqs.~22! and ~23! one obtainsXi(x) ( i 52,3,...,n).
Using the boundary conditions at the right end of thenth

step beam, one obtains

Xn21~ l n21!S̄n19 ~ l n!1@Xn218 ~ l n21!1Cn21Xn219 ~ l n21!#

3S̄n29 ~ l n!2 @Mn21~ l n21!#/Kn~0! S̄n39 ~ l n!

2
1

Kn~0!
@Qn21~ l n21!2mn~0!Mn21~ l n21!#S̄n49 ~ l n!

1(
j 51

nn

Cn jXn9~xn j!S̄n29 ~ l n2xn j!

1(
j 51

nn

Kmn jXn~xn j!S̄n49 ~ l n2xn j!50,

~24!
Xn21~ l n21!S̄n1- ~ l n!1@Xn218 ~ l n21!1Cn21Xn219 ~ l n21!#

3S̄n2- ~ l n!2 @Mn21~ l n21!#/Kn~0!S̄n3- ~ l n!

2
1

Kn~0!
@Qn21~ l n21!2mn~0!Mn21~ l n21!#S̄n4- ~ l n!

1(
j 51

nn

Cn jXn9~xn j!S̄n2- ~ l n2xn j!

1(
j 51

nn

Kmn jXn~xn j!S̄n4- ~ l n2xn j!50,
SinceX1(x) has only two unknown parameters,M1(0) and
Q1(0), Xi(x) ( i 52,...,n) have the same two unknown pa-
rameters only. Setting the determinant consisting of the co-
efficients of M1(0) and Q1(0) in Eq. ~24! equal to zero
establishes the frequency equation.

III. NUMERICAL EXAMPLE

This numerical example will show how to determine the
natural frequencies and mode shapes of a three-step beam.
The width of cross section of this beam is a constant; only
the height of cross section varies linearly along the length of
the beam.

A. Determination of the distributions of flexural
stiffness and mass intensity

These distributions are found to be described reasonably
well by the following functions:

m̄i~x!5ai~11b i !, Ki~x!5a i~11b i !
3,

a155.803102 kg/m, a254.103102 kg/m,

a353.123102 kg/m, a159.653107 N/m2, ~25!

a253.853107 N/m2, a351.843107 N/m2,

b150.045, b250.04, b350.
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xi j and the heights,hi j , of the cross sections atxi j where
cracks occur are given byx115x215x3151 m, x125x22

5x3252 m, x205x3050, h1150.6685 m, h1250.6370 m,
h2050.4950 m, h2150.4800 m, h2250.4650 m, h305h31

5h3250.3500 m.

B. Determination of the fundamental solutions

Since the distributions of flexural stiffness and mass in-
tensity of the first and second step beam belong to case 2
discussed previously, the solutions are

Si1~x!5~11b ix!21/2J1@l i~11b ix!1/2#,

Si2~x!5~11b ix!21/2Y1@l i~11b ix!1/2#,
~26!

Si3~x!5~11b ix!21/2I 1@l i~11b ix!1/2#,

Si4~x!5~11b ix!21/2K1@l i~11b ix!1/2#, i 51,2.

Because the third step beam is uniform, the solutions are the
same as those given in Eq.~4!. The fundamental solutions,
S̄i j ~i 51,2,3; j 51,2,3,4! can be determined from Eq.~14!.

C. Evaluation of the natural frequencies and mode
shapes

The mode shape of the first step beam can be found from
Eq. ~23! by setting i 51, n152, x1151, x1252, X1(0)50,
M1(0)50. Using the recurrence formula, Eq.~15!, and let-
ting Kmi j50 obtainsX2(x) andX3(x). The frequency equa-
tion is established by using Eq.~24! and settingn53. All
C1 , C2 , andC11, C12, C21, C22, C31, C32 are determined
from Eqs.~17!–~19!.

Here, we consider three cases of the depths of the
cracks. When the depths of all the cracks are 0.1hi j , hi j is
the height of the cross section where thei j th crack is lo-
cated; then, the fundamental natural frequency is found as
v155.9943 rad/s.

When the depths of all the cracks are 0.2hi j , v1

55.7968 rad/s. When the depths of all the cracks are 0.3hi j ,
v155.0961 rad/s.

If the beam has three cracks and each step beam has
only one crack which occurs atxi151 m, 2 m (i 51,2,3),
respectively, the depths of all the cracks are 0.3hi j ; then, we
find v155.3786 rad/s; for xi151 m (i 51,2,3); v1

55.5194 rad/s; forxi152 m (i 51,2,3). The fundamental
circular natural frequency of the corresponding uncracked
beam is found as 6.3701 rad/s.

It can be seen from the above results that the effects of
the number, depth, and location of cracks on natural frequen-
cies of the multistep beam are significant.

After v1 is determined, using Eqs.~23! and~24! we can
determine the fundamental mode shape for the case of eight
cracks inside the beam shown in Fig. 1 (i 53); the depths of
all the cracks are 0.3hi j for this case. The fundamental mode
shape of the cracked beam is compared with that of the cor-
responding uncracked beam in Table I. Because the slope of
the cracked section has a jump, the effect of cracks on the
mode shapes is also obvious.

IV. CONCLUSIONS

A new exact approach for determining free vibrations of
a multistep nonuniform beam with cracks is presented in this
paper. Special solutions for free vibrations of five different
types of nonuniform beams are given first. The procedure for
determining the fundamental solutions that satisfy the nor-
malization conditions is proposed. Using the fundamental so-
lutions and recurrence formulas developed in this paper leads
to the eigenvalue equation of a multistep nonuniform beam
with any kind of two end supports, any finite number of
cracks and concentrated masses that can be expressed in
terms of a determinant of order 2. As a consequence, due to
the decrease in the determinant order as compared with pre-
viously developed procedures, the computational time re-
quired by the present method for solving the title problem
can be reduced significantly. The numerical example shows
that the effects of the number, depth, and location of cracks
on natural frequencies and mode shapes of a nonuniform
beam are significant and the proposed procedure is an effi-
cient method.
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TABLE I. The fundamental mode shape. The values in parentheses represent the mode shape of the uncracked beam.

x/ l i 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

The
first
step

0 0.0059 0.0141 0.0184 0.0367 0.0448 0.0567 0.0814 0.1066 0.1318 0.1699

~0! ~0.0051! ~0.0104! ~0.0169! ~0.0301! ~0.0434! ~0.0562! ~0.0810! ~0.1054! ~0.1302! ~0.1627!

The
second
step

0.1669 0.1994 0.2480 0.2751 0.3194 0.3460 0.3751 0.4149 0.4586 0.5001 0.5476

~0.1627! ~0.1952! ~0.2281! ~0.2633! ~0.2987! ~0.3340! ~0.3742! ~0.4145! ~0.4550! ~0.4952! ~0.5335!

The
third

0.5476 0.5893 0.6519 0.6794 0.7431 0.7618 0.5092 0.8561 0.9031 0.9520 1.0000

step ~0.5355! ~0.5760! ~0.6213! ~0.6668! ~0.7124! ~0.7596! ~0.5071! ~0.8547! ~0.9029! ~0.9512! ~1.0000!
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Hyperbolic location errors due to insufficient numbers
of receivers
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Animal locations are sometimes estimated by measuring the difference in travel times of their
sounds at pairs of receivers. Ideally, each difference specifies the animal’s location to a hyperboloid,
and sufficient numbers of intersecting hyperboloids specify the location. Most bioacoustic
publications state that one needs three receivers to locate animals in two spatial dimensions and four
receivers in three spatial dimensions. However, the actual numbers of receivers required for
locations in two and three dimensions are four and five, respectively. Significant location errors can
result from using insufficient numbers of receivers. Methods are provided for determining locations
of ambiguous source-location regions. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1373442#

PACS numbers: 43.80.Ev, 43.30.Sf, 43.10.Ln@WA#

I. INTRODUCTION

Animals are sometimes located from their sounds when
it is difficult to assess their positions using other methods.
Such locations may be used for conservation and the study of
animal behavior. One location technique uses the difference
in travel time of the sound at pairs of widely separated re-
ceivers to confine the animal to a hyperbola in two spatial
dimensions or a hyperboloid in three dimensions. By adding
sufficient numbers of receivers, the intersecting hyperbolas
or hyperboloids yield locations. An overwhelming majority
of publications in this and other journals state that locations
can be made in two and three dimensions with three and four
receivers, respectively. For example, Spiesberger and
Fristrup1 mistakenly stated that three receivers are sufficient
for two-dimensional locations. While this may be true if the
animals are forbidden on physical grounds from occurring in
certain locations, it is untrue in general. As shown here, am-
biguous location solutions are neither unusual nor so far
away from the receivers to be of no practical interest. In fact,
two- and three-dimensional locations generally require four
and five receivers, respectively, to avoid ambiguous location
solutions.

An insufficient number of receivers is one of many
causes for imperfect locations. Other causes include mea-
surement error, deviations of acoustic paths from straight
lines due to gradients in the sound speed and wind fields, and
imperfect estimates of the locations of the receivers. The
influence of these and other effects have been discussed.1,2

This paper discusses only location errors derived from insuf-
ficient numbers of receivers.

Hyperbolic techniques for navigating ships and aircraft
began in WWII through the development of LORAN.3 Most
engineering publications state that locations can be made
with three receivers. In 1972, Schmidt4 recognized that one
requires four receivers for two-dimensional locations. Be-

cause this is perhaps not recognized anywhere in the bioa-
coustics literature, an example is provided. Lett i denote the
travel time of sound from a source to receiveri . The travel-
time difference between receiversi and j is t i j [t i2t j . With
three receivers, one has three travel-time differences avail-
able for location,t12, t13, and t23. Without measurement
error,t23 adds no information concerning location because it
can be predicted without error from the identityt235t13

2t12. To see why four receivers may be required for two-
dimensional locations, first consider that two receivers con-
fine the animal to a hyperbola specified by the receiver po-
sitions andt12. Adding a third receiver introduces a second
hyperbola throught13 that may intersect the first hyperbola
at two points. Becauset23 can be derived from the identity
above, its hyperbola does not resolve the ambiguity of the
two points. A fourth receiver is then needed to resolve the
ambiguity.

For a typical atmospheric sound speed of 330 m s21,
there are two locations at Cartesian coordinates~0.7184,
0.5511! and (210.1506,29.4319) m that yield iden-
tical travel time differences, t12520.025 431 9,
t13520.025 902 0,t23520.000 470 148 s@Fig. 1~a!#. Both
locations are plausible in terrestrial environments. Many
other regions exhibit significant ambiguities in location@Fig.
1~b!#. If one adds a fourth receiver, its attendant travel-time
difference resolves the ambiguity~Sec. III!. Schmidt4

showed that hyperbolas delineate regions where ambiguous
source-location solutions occur. These hyperbolas are evi-
dent in Fig. 1~b!. On the sides of the hyperbolas where am-
biguities appear, all regions have ambiguous location solu-
tions, except at the receiver. The other sides of the
hyperbolas have no source-location ambiguities unless cross-
ing another hyperbola’s boundary.

In three dimensions, one generally needs five receivers
for unique locations for the following reason. Two receivers
confine the estimate of the animal’s location to a hyperboloid
using t12. A third receiver adds another hyperboloid using
t13, which can intersect the first hyperboloid along an el-a!Electronic mail: johnsr@sas.upenn.edu
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lipse. A fourth receiver introducest14 and one has a third
hyperboloid which can intersect the ellipse at two points. A
fifth receiver usest15 and a fourth hyperboloid, which inter-
sects one of the two points. The other hyperboloids from the
cross terms such ast23 are redundant because these cross
terms are predicted without error fromt1r ; r 52,3,4, and 5.
The 1964 paper in the bioacoustics literature by Tyrrell5 cor-

rectly states that five receivers are sometimes required to
avoid ambiguous solutions for locations.

For example, consider four receivers and a speed of
sound of 330 m s21 @Fig. 2~a!#. The two source locations
with Cartesian coordinates of (23.527 80,23.878 60,
1.000 00) and (29.098 89,211.2931,211.1633) m yield
identical travel-time differences, t12520.021 554 0,
t13520.031 419 8, andt14520.022 854 5 s. Both loca-

FIG. 1. ~a! Example of two source locations~dots! that have identical dif-
ferences in travel times at each of three receivers~circles!. The Cartesian
coordinates of the receivers are~0,0!, ~10,0!, and~1,10! m, respectively. The
ambiguity in source location is not due to any near symmetry in the posi-
tions of the receivers but instead is a consequence of using three receivers
instead of four. There are an infinite number of source-location pairs yield-
ing identical differences in travel times.~b! shows the distances~m! between
pairs of sources having the same travel-time differences at each of the three
receivers~circles! for this two-dimensional geometry. Contours are 0, 1, 10,
and 100 m. The black regions denote 100 m or greater. The contours are
drawn from a grid spacing of 0.25 m. Ambiguous source locations only
occur in regions bounded by the hyperboloids. Sources located in the central
white region can be located without ambiguity.

FIG. 2. ~a! An example of two source locations~dots! that have identical
differences in travel time at each pair of receivers~circles!. The Cartesian
coordinates of the receivers are (25,25,0), (26,5,1), (5,5,21), (6,
25,2) m. The vertical coordinate of the source nearx524 andy524 is 1
m. The vertical coordinate of the other source is211.1635 m.~b! Distances
~m! between two source locations that have identical travel-time differences
at all receiver pairs when one source is at the indicatedx–y coordinate and
at z51 m. Ambiguous source locations that yield identical travel-time dif-
ferences can be resolved if one adds a fifth receiver. The distance is zero in
the broad white cross running through the middle of the figure. The contours
are at 0, 1, 10, and 100 m. The black regions indicate 100 m or more. The
contours are drawn from a grid spacing of 0.25 m.
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tions are plausible in terrestrial environments. There are re-
gions both near and far from the receivers where ambiguous
source locations yield identical travel-time differences@Fig.
2~b!#. The addition of a fifth receiver resolves the ambiguity
and the errors vanish~Sec. III!. As in two dimensions, the
regions where source-location ambiguities appear are delin-
eated by hyperbolas for a given value of the vertical coordi-
nate. The broad central white region in Fig. 2~b! has no
source-location ambiguities.

II. LOCATION ERRORS WHEN USING THREE
MICROPHONES IN ALMOST TWO-DIMENSIONAL
SETTINGS

Sometimes physical barriers prevent animals from occu-
pying areas that contain ambiguous solutions for locations. A
design study can be done beforehand to ensure that animals
cannot be located in these ambiguous regions. Then, one can
use three receivers to locate animals in two dimensions with-
out error. However, real situations are rarely two-
dimensional in an exact sense. A design study can be done to
estimate the errors incurred by using three receivers when
the animals are not in the plane of the receivers.

Figure 1~b! shows no location errors if the animal is
located in the central white region. The three receivers are in
the z50 plane. Now suppose the animal is almost in this
plane, but could actually be betweenz50 andz53 m. Sup-
pose one generates travel-time differences from a calling ani-
mal anywhere fromz50 to 3 m, and calculates where the
animal is locatedassumingthe animal is atz50. This is the
two-dimensional approximation. Figure 3 shows the result-
ing horizontal error between the actual and estimated posi-
tion of the animal. The central white region without error in
Fig. 1~b! now has errors of about a meter or two. These
errors come from the two-dimensional approximation alone.

Whether such errors are significant depends on the scientific
question or conservation issue of interest.

III. MATHEMATICAL METHODS OF SOLUTION

Several authors provide mathematical approaches for lo-
cating a source from travel-time differences.4,6–10 The ap-
proach by Watkins and Schevill11 is used to show how am-
biguous solutions arise with insufficient numbers of
receivers.

Suppose the speed of sound is a known constant,c, and
there are no winds. The distance between thei th receiver at
r i and a source ats is ir i2si so we haveir i2si25c2t i

2

5c2(t i11t1)2. Putting the first receiver at the origin of the
coordinate system, one subtracts the equation fori 51 from
i .1 to get

r x~ i !sx1r y~ i !sy1r z~ i !sz

5 1
2 @r x

2~ i !1r y
2~ i !1r z

2~ i !2c2t i1
2 #2c2t i1t1 ,

which simplifies to

s5R21b/22c2t1R21t, ~1!

where for four receivers,

R[S r x~2! r y~2! r z~2!

r x~3! r y~3! r z~3!

r x~4! r y~4! r z~4!
D ; t [S t21

t31

t41

D ;

~2!

b[S ir2i22c2t21
2

ir3i22c2t31
2

ir4i22c2t41
2
D ,

and R21 is the inverse ofR. The Cartesian coordinates of
receiver i and the source arer i5@r x( i ),r y( i ),r z( i )# and s
5(sx ,sy ,sz), respectively. Uset1

25isi2/c2 in the square of
Eq. ~1! to solve fort1 to get

t15
ca26Ac2a2

22~c2a321!a1

2c~c2a321!
, ~3!

where

a1[~R21b!T~R21b!, a2[~R21t!T~R21b!,

and ~4!

a3[~R21t!T~R21t!,

and the superscriptT denotes transpose. The solution fors is
obtained by substituting this into Eq.~1!. Two positive solu-
tions are found when the square root and the numerator from
Eq. ~3! are positive, which can occur in reality. The addition
of a fifth receiver adds an additional travel-time difference,
and this resolves this ambiguity because only one of the
source locations gives this new travel-time difference.

For two spatial dimensions and three receivers, one ob-
tains these same equations except one drops receiver four
and drops all thez coordinates of the sources and receivers.
The same ambiguity can occur as before. The addition of a
fourth receiver determines which source location is correct.
The figures in this paper were generated using these equa-
tions.

FIG. 3. Three receivers in anx–y plane are used to locate a source that is
somewhere from 0 to 3 m above the plane containing the receivers. The
location algorithm assumes a two-dimensional geometry, so the source is
mathematically assumed to be in the plane of the receivers. The plot shows
the horizontal error~m! in the two-dimensional algorithm due to the fact that
the source is not exactly in the plane of the receivers. Receiver locations are
identical to Fig. 1.
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When one has five receivers, the solution to Eqs.~1! and
~3! with the correct value oft1 given by the information from
the fifth receiver, is identical to that given in Ref. 1 for five
receivers:

m5A21d, ~5!

where

A[2S r x~2! r y~2! r z~2! c2t21

r x~3! r y~3! r z~3! c2t31

r x~4! r y~4! r z~4! c2t41

r x~5! r y~5! r z~5! c2t51

D ,

~6!

d[S ir2i22c2t21
2

ir3i22c2t31
2

ir4i22c2t41
2

ir5i22c2t51
2
D ,

because the solutions come from identical sets of equations.
Some bioacoustic publications use Eq.~5! to locate a

source in three dimensions using onlyfour receivers. How-
ever, this equation was designed to use five or more receiv-
ers. With four receivers, this equation usually yields incor-
rect answers. For example, supposec5330 m s21, s
5(0.45,23.04,29.13) m, andr15(10.60,13.62,12.06),r2

5(12.81,9.22,1.01), r35(4.18,11.36,8.31), and r4

5(7.60,15.88,6.10) m. The solution from Eq.~5! for these
four receivers yieldss5(6.44,14.65,12.06) m, which is in-
correct. When Eq.~5! is solved using the data from five
receivers, it yields the correct solution.

IV. CONCLUSIONS

Ambiguous solutions for the locations of a calling ani-
mal can be avoided for two and three spatial dimensional
problems by using four and five receivers, respectively. It
may not be necessary to use this many receivers if a design
study shows that ambiguous locations cannot occur because
physical barriers prevent the animal from occupying ambigu-
ous regions. Alternatively, one can useN11 receivers for an
N-dimensional geometry if one chooses to only use sounds
without ambiguous location solutions. For example, if one
uses sounds whose locations fall in the broad white-central
region of Fig. 1~b!, then three receivers are sufficient in this
two-dimensional geometry. Ambiguous locations may also

be resolved if animal tracks can be followed from unambigu-
ous to ambiguous regions. Even when one has a nearly two-
dimensional problem, it may be desirable to conduct a design
study to estimate location errors due to the use of three re-
ceivers in a situation which is really three-dimensional~Fig.
3!.

It may be possible to use signal amplitudes to rule out
ambiguous locations when one location is very near the re-
ceivers and the other is very far away. However, amplitudes
may not be as stable as travel-time differences because am-
plitudes may be sensitive to destructive and constructive in-
terference, as well as focusing and defocusing effects. Per-
haps amplitude information is easier to use when the signals
have a broad bandwidth, because there will be fewer cases in
which the signals will temporally interfere with one another
in the cross correlation domain, when cross correlation is
used to estimate differences in travel time.
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Ants are deaf
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Workers of a number of ant species produce vibrational signals, a phenomenon called
‘‘stridulation,’’ with a specialized organ located on their gasters. Even though stridulation can be
heard by humans as faint air-borne sound, it has repeatedly been shown that ants are insensitive to
the air-borne components of such signals. Instead, they are highly responsive to their
substrate-borne components. Contrary to this view, it has recently been claimed that fire ants can
hear stridulatory signals produced by nest mates as near-field sound, and that there is no evidence
of signal transmission through the substrate in ants. In the present letter, this view is challenged by
calculating the amplitude of the near-field particle oscillation around a stridulating ant, and by
comparing it with the sensitivity threshold of the ant sensory receptors. The amplitude is shown to
be at least 50 times lower than the sensitivity threshold, a fact that precludes the perception of the
signals with the stiff antennal sensilla~and Johnston organ! so far described for ants. Finally,
published data and our own findings on vibrational communication in ants are summarized, clearly
showing that they are highly responsive to the substrate-borne components of stridulatory signals,
and insensitive to near-field sound. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1370085#

PACS numbers: 43.80.Lb@WA#

In the October issue ofJASA, Hickling and Brown
claimed, based on theoretical considerations and empirical
data they obtained from work with fire ants, that ants can
hear stridulatory signals produced by nest mates as near-field
sound~Hickling and Brown, 2000!. Moreover, they argued
that communication via substrate-borne vibrations in ants is
unlikely and that there is no evidence for ant responses to the
substrate-borne components of vibrational signals~stridula-
tion!, maintaining that ‘‘there is a strong belief among
myrmecologists that the signals are transmitted through the
substrate’’~Hickling and Brown, 2000, p. 1923!. In our opin-
ion, the authors’ arguments contradict all previous
communication-behavioral experiments in ants, and also dis-
agree with published studies on sensory physiology of insect
receptor sensilla which are relevant for the issues being dis-
cussed.

We do not intend here to review the bulk of literature on
ant vibrational communication, but merely point out some
aspects that indicate that ants are insensitive to air-borne
sound. That ants are highly sensitive to substrate-borne vi-
brations in the absence of air-borne sound was demonstrated
as early as 1936 by Autrum, who was able to separate the
effects of sound and substrate vibration on ant responses in a
series of clear-cut designed experiments.

But what about the ant responses to sound in the absence
of substrate-borne vibrations? Hearing is based on the recep-
tion of either sound pressure or the oscillation of air particles
around a sound source. Sound pressure is received by ear
drums, particle oscillation by highly moveable levers, both
linked to mechanosensory neurons. Indeed, some ant species

can produce sounds by a process called stridulation in which
a series of cuticular edges are rubbed against a scraper
~Markl, 1968!. Ants have no ear drums; when exposed to a
standing sound wave the ants do not show any behavioral
reaction in the sound pressure maxima. However, they ex-
hibit behavioral reactions at positions in which particle os-
cillation is maximal ~Autrum, 1936!. At first glance this
seems to support the recent published claim that ants can
hear~Hickling and Brown, 2000!, yet a closer inspection of
the physical and physiological circumstances shows this to
be incorrect.

The air particle oscillation around a sound field is the
so-called near field. The strength and the spatial structure of
this near field depends on the size of the sound source, on the
mode of sound generation~monopole, dipole!, and on the
sound frequency produced. The most effective near-field
sound source is a so-called monopole, i.e., a pulsating
sphere. Based on measurements of the sound pressure gen-
erated by a stridulatingSolenopsisfire ant, which averaged 2
mPa, Hickling and Brown~2000! calculated the particle ve-
locity at 100 mm of the ant gaster as being 3.131023 mm/s
~their Fig. 7!. They hypothesized that the steep gradient of
the particle velocity around the source would affect the re-
sponse of the trichoidea sensilla on the ant antennae, which
were supposed to be the structures responsible for sound per-
ception, and they even discussed on theoretical grounds the
possibility that ants use the relative differences in sound ve-
locity between both antennae to sense the steepness of the
sound gradient.

Their arguments, however, overlooked theamplitudeof
the particle oscillation around the stridulating ant, and, also,
to what extent the generated particle oscillation amplitudes
match the sensitivity threshold of the sensory receptors so far

a!Electronic mail: roces@biozentrum.uni-wuerzburg.de
b!Electronic mail: tautz@biozentrum.uni-wuerzburg.de
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studied in ants. To evaluate Hickling and Brown’s argu-
ments, we use their data onSolenopsisfire ants for our cal-
culation of the amplitudes of the particle oscillation around a
stridulating ant: basic stridulation frequency: 700 Hz; size of
the ant gaster: 1 mm radius. For the calculations of the par-
ticle displacement amplitudes in the near field of an ant we
also assume the ant gaster~‘‘abdomen’’! to behave as a
monopole during signal production, simply because if the
data show for a monopole that the stimulus is too weak to be
detected by the ants, then it must be true for all higher-order
sound sources.

Any sound source has the properties of a monopole as
long as k* a0,1 ~k52p/l, a05radius of sound source,
l5wavelength!. Taking for the ant gaster~from where the
sound is being radiated! a radius of 1 mm, andl being 300
mm at 1 kHz, the conditions for a monopole are fulfilled.
The near-field particle displacement amplitude drops from a
zeroth-order sound source with increasing distance following
1/r 2 ~r5distance to the center of the sphere!; from a first-
order sound source with 1/r 3, etc. The near-field particle
displacement amplitude~d! for a zeroth-order sound source
can be calculated according to

d5a0
2* Dd/r 2 ~F1!

~where Dd5displacement amplitude of the surface of the
sphere!.

For the amplitude of the oscillation at the gaster surface
~i.e., the amplitude resulting from a pulsating movement of a
sphere at 700 Hz!, which represents theparticle displace-
ment amplitude~pda!, we take 4mm as measured forAtta
leaf-cutting ants~Masters et al., 1983!, even though the
gaster ofSolenopsisants has a volume about six to eight
times smaller than that of leaf-cutting ants, so that the value
likely represents an overestimate.

According to F1 we calculate apda52 mm at 1 mm,
0.04mm at 10 mm, and 0.0004mm at 100 mm distance from
the stridulating ant. Using the data reported by Hickling and
Brown ~2000!, i.e., a particle velocity of 3.1mm/s generated
by a stridulatingSolenopsisant at 100 mm, we obtained a
pda50.0007mm.

Do ants possess sensory receptors which can detect
stimuli of such low amplitudes? Near-field receptors so far
described and analyzed in insects are sensory hairs or anten-
nae. Both are connected to sensory neurons and function as
levers driven by the air oscillation. Specialized mechanosen-
sory hairs are extremely sensitive to slightest air movements.
The most sensitive arthropod hairs known were described in
spiders, caterpillars, and the cercal system of crickets~Barth,
2000; Kumagaiet al., 1998; Tautz, 1977!.

With regard to ants, such high-sensitive mechanosensory
hairs, which would be physically responsive to slight air
movements in a sound field, have not been detected in any
species investigated so far. All ant mechanoreceptor hairs are
stiff contact sensilla, morphologically different from the
mechanosensory hairs mentioned earlier~Dumpert, 1972!.

How about the antennae as a whole? In the joint be-
tween the pedicel and flagellum of the antenna the so-called
Johnston organ is located, a structure composed of up to
several hundred of mechanosensory cells responding to

movement of antennal flagellum. While a recent paper re-
ported an extremely high sensitivity for the mosquito an-
tenna, lying in the nanometer range of air particle displace-
ment in the sound field~Göpfert and Robert, 2000!,
behavioral experiments in ants showed that sound intensities
starting from 100 dB~corresponding to displacement ampli-
tudes of the air particles of 2mm at 810 Hz! can oscillate the
antennal flagellum, evoking ant behavioral responses~Au-
trum, 1936!. However, these values are 50 times greater than
any sound field ants are able to generate as short as in 10 mm
distance. Ants did not respond to sounds of lower intensities.
Taking all these insights together, it is not surprising that no
one has discovered behavioral reactions in ants to physi-
ologically relevant sound stimuli.

How do ants perceive stridulatory signals? Stridulatory
vibrations are transmitted from the ant body to the substra-
tum ~sand they are surrounded by or vegetation they stand
on!. The energy is traveling as substrate vibrations from
sender to receiver, eliciting a particular response or influenc-
ing their probability of occurrence. This has been demon-
strated using several different experimental designs~Markl,
1965, 1967; Markl and Ho¨lldobler, 1978; Baroni Urbani
et al., 1988; Roceset al., 1993!. In the case of foraging leaf-
cutting ants, the production of stridulatory vibrations corre-
lates with the actual mandibular movements during leaf-
cutting, so that most of the energy is led into the substrate
through the mandibles~Tautzet al., 1995!. In fact, play-back
experiments clearly showed that ants responded to the
substrate-borne signals~Roceset al., 1993!. With regard to
signal perception, insects possess so-called subgenual organs
~SGO!, highly sensitive mechanoreceptors that respond to
substrate vibrations. In electrophysiological experiments, it
was shown for leaf-cutting ants that the SGOs respond to
substrate vibrations produced by ant stridulatory signals
~Markl, 1970!.

In sum, ant stridulation can be heard by humans as faint
air-borne sound, but cannot be detected by ants either as
sound pressure or as particle oscillation. However, if the en-
ergy is sent through the substrate, ants are not only sensitive
to the signal, but also show particular, even context-specific,
reactions~Roces and Ho¨lldobler, 1995!.
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We reply to the preceding Letter to the Editor. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1370086#

PACS numbers: 43.80.Lb@WA#

In our article~Hickling and Brown, 2000! we believe we
have given an objective account of acoustic communication
by ants that fits all of the available data, not just our own.
That stridulatory communication is prevalent among ants ap-
pears to be beyond debate. Obviously it is needed in highly
organized ant societies, in addition to chemical communica-
tion. We hope we have created an increased interest in an
area that appears to have become moribund because of the
excessive emphasis on chemical communication. We expect
that future work will more clearly demonstrate the signifi-
cance of sounds made by ants.

The principal concern of Roces and Tautz appears to be
our conclusion that the stridulatory signals of ants are gen-
erally transmitted through the air and not through the sub-
strate. Like other animals, ants are sensitive to vibrations in
the substrate but, of course, this does not mean that their
stridulatory signals are transmitted this way. Substrate trans-
mission of stridulatory signals is currently an article of faith
among myrmecologists and, in recent years, the paper by
Roceset al. ~1993! appears to have become a cornerstone of
this belief. However, the paper only demonstrates transmis-
sion through the flexible leaves and stems of a plant, and
only when the mandibles of the ant are in contact with the
leaf. Nonstridulating insects, such as the treehopper~Cocroft
et al., 2000!, also transmit signals in this way. Thus, al-
though the paper by Roceset al.appears to provide evidence
for substrate transmission in this particular instance, it does
not provide evidence for substrate transmission of stridula-
tory signals in general, especially when, as is usually the

case, the substrate is soil and only the tarsi~feet! of the ant
are in contact with it. Since this is a question of fundamental
importance it was discussed carefully in our paper and there
is no need to repeat all the arguments here.

We would have liked to respond in detail to the com-
ments of Roces and Tautz because they obviously have gone
to some trouble preparing them. However we feel that their
arguments are overly tendentious and we would prefer to
leave it to knowledgeable readers to compare our paper with
their statements. The following two examples illustrate why
we think this. In general, ant mechanoreceptor hairs are
known to have a membranous base that allows the hair to
bend, so that their statement ‘‘All ant mechanoreceptor hairs
are stiff contact sensilla’’ is clearly misleading. Their use of
theory also appears to be under-informed. Very small sound
sources do not always have the characteristics of a mono-
pole.

Probably what this correspondence demonstrates most
clearly is the need for greater common-sense understanding
and cooperation between disciplines, particularly between
biological science, mechanics, and signal processing.
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